
This is the accepted manuscript made available via CHORUS. The article has been
published as:

Transition of a Z_{3} topologically ordered phase to trivial
and critical phases

Ching-Yu Huang and Tzu-Chieh Wei
Phys. Rev. B 92, 085405 — Published  6 August 2015

DOI: 10.1103/PhysRevB.92.085405

http://dx.doi.org/10.1103/PhysRevB.92.085405


Transition of a Z3 topologically ordered phase to trivial and critical phases

Ching-Yu Huang1 and Tzu-Chieh Wei1

1C. N. Yang Institute for Theoretical Physics and Department of Physics and Astronomy,
State University of New York at Stony Brook, NY 11794-3840, United States

Topologically ordered quantum systems have robust physical properties, such as quasiparticle
statistics and ground-state degeneracy, which do not depend on the microscopic details of the Hamil-
tonian. We consider topological phase transitions under a deformation such as an effective string
tension on a Z3 topological state. This is studied in terms of the gauge-symmetry preserved quan-
tum state renormalization group, first proposed by He, Moradi and Wen [Phys. Rev. B 90, 205114
(2014)]. In this approach modular matrices S and T can be obtained and used as order parameters
to characterize the topological properties of the phase and determine phase transitions. From a
mapping to a classical 2D Potts model on the square lattice, the critical string tension, at which
the transition to a topologically trivial phase takes place, can be obtained analytically and agrees
with the numerically determined value. Such a transition can be generalized to a ZN topological
model under a string tension and determined in the same way. With different deformations, the
Z3 topological phase can also be driven to a critical phase which contains, in the large deformation
limit, the wavefunction analogous to the Rokhsar-Kivelson point in the quantum dimer model in
one case and the fully packed loop model in another case.

I. INTRODUCTION

Conventional phases and their transitions in
condensed-matter systems can be understood by
Landau symmetry breaking1. However, new phases
have emerged over the past few decades such as in-
teger quantum hall2,3 and fractional quantum hall4

effects have evaded the usual Landau-Ginzburg-Wilson
paradigm. More recently, microscopic spin models
exhibiting topological orders were also constructed,
such as the toric code, quantum double models and
string-nets5–8. These new quantum phases are called
topological phases and they cannot be characterized
by a local order parameter. Instead, they are found to
possess the so-called topological order9,10 characterized
by properties such as the ground-state degeneracy,
nontrivial quasiparticle statistics11–15, and more recently
nonzero topological entanglement entropy16,17.

Recent progress on the general scheme of classifying
these topological orders is also vitalized by using the no-
tation of entanglement18–22. Specifically, intrinsic topo-
logical orders have patterns of long-range entanglement
that cannot be achieved via local unitary transformation
from a trivial product state. The local unitary transfor-
mations can only remove short-range entanglement, i.e.,
quantum correlations between neighboring sites. Due
to its robustness against the local operations, the long-
range entanglement gives rise to topological order of
the nontrivial ground state. Long-range entanglement
is manifested in the so-called topological entanglement
entropy16,17,23–29 and other related entanglement quan-
tities 30–33.

However, in general, it is still numerically challenging
to access large system sizes to extrapolate accurately the
topological entanglement to determine whether a topo-
logical phase exists. Even if one manages to obtain
nonzero topological entanglement entropy, there are pos-
sibly different topological phases that possess the same

value of the entanglement.

Quasiparticle statistics, related to the generally non-
abelian geometric phases, represented by the modular S
and T 34 matrices, provide a more refined characterization
of a topological order. S and T are representations of
90◦-rotation and the Dehn twist, respectively, on a two-
dimensional torus. These topological quantities do not
depend on the microscopic details of the Hamiltonian,
and can be used as order parameters, albeit non-local. It
turns out that one can, given a complete basis states in
the degenerate ground space, exploit entanglement, with
respect to a bipartite cut, to deduce the set of minimally
entangled states (MESs). These states form a special
complete set of bases15,35–39 in the ground space, and
from them the modular matrices S and T can actually
be deduced. Methods such as Quantum Monte Carlo
and the exact diagonalization have been used in such
computations36,40,41.

The recent development of matrix product states
(MPS)42–44 and the 2D tensor product states (TPS)45–50,
which are the generalization of the density-matrix renor-
malization group (DMRG) method51,52 has given rise to
alternative approaches to obtain ground states and thus
MESs. These tensor-network or tensor-product states
also were constructed as variational wavefunctions for
optimizing Hamiltonians46–48,50,53,54, but they have also
been shown to exactly represent a large class of topolog-
ical states, including both non-chiral55–58 and chiral59,60

topological order. The DMRG itself has also been used
to obtain the MES systematically37,39,61. In particular,
via techniques introduced in Refs.36,37,40,61,62, the MESs
corresponding to different quasiparticle excitations can
be obtained and the modular matrices can be deter-
mined from MESs. We shall follow the approach pro-
posed by He, Moradi and Wen62, who showed that the
gauge-symmetry structure of TPS can give us informa-
tion about topological order. In particular, applying the
gauge-symmetry preserved tensor renormalization group
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(GSPTRG) to Z2 topological orders under deformation
of the wavefunction via a string tension, He et al. ob-
tained the modular matrices as a topological order pa-
rameter to characterize the topological phases and their
phase transition from the Z2 topologically ordered phase
to a trivial phase (that is adiabatically connected to a
product state). Here, we employ the same approach and
apply it to ZN topological models under deformations
and characterize the topological phase with the modular
matrices and locate the phase transitions to topologically
trivial phases. For one particular type of deformation, we
can map the wavefunction norm square to the partition
function of the classical N -state Potts model and obtain
the analytic critical string tensions. The numerical re-
sults via GSPTRG agree very well with those via the
mapping. The unexpected result we obtain is that un-
der different deformations, the Z3 topologically ordered
phase can also be driven to a critical phase, in addition
to the trivial product-state phase. The phase diagrams
of the Z3 topological phase under different deformations
considered in this paper are summarized in Fig. 14.

The paper is organized as follows. In Sec. II we re-
view the notion of topological order and gauge symme-
try preserved tensor renormalization group which can be
used to identify intrinsic topological orders; In Sec. III
we discuss how the deformation can be applied to the
ZN topologically ordered model via the tensor product
states and how to use GSPTRG to compute the modular
matrices for characterizing the topological order. There,
we also show a useful mapping form the ZN model under
a string tension to the two-dimensional classical N -state
Potts model, from which the critical point between the
topologically ordered phase and a trivial phase can be
obtained analytically and compared with numerics. In
Sec. IV, we evaluate the modular matrices and correla-
tion function for the Z3 model and discuss the critical
phases. We conclude in Sec. V.

II. MODULAR MATRICES AND GAUGE
SYMMETRY PRESERVED TENSOR

RENORMALIZATION GROUP

A. Modular matrices

One of the exotic features of the topological order is
the nontrivial quasiparticle statistics, which can be ob-
tained by modular transformations on degenerate ground
states on the torus, giving rise to the modular S and
T matrices. This approach of characterizing topological
orders has become quite fruitful recently15,37,62,63. The
modular matrices, or S and T matrices, are generated
respectively by the 90◦ rotation and the Dehn twist on
a set of degenerate ground states on the torus. The el-
ements of S matrix express the mutual statistics of the
quasiparticles, whereas the T matrix express the twisting
a quasiparticle wavefunction along an axes by 360◦.

Specifically, to obtain the modular matrices, we need

to first determine all the degenerate ground states
{|ψa〉}Na=1 of the system. The S and T matrices are de-
fined as follows9,10,64:

〈ψa|Ŝ|ψb〉 = e−αSV+o(1/V )Sab

〈ψa|T̂ |ψb〉 = e−αTV+o(1/V )Tab, (1)

where Ŝ and T̂ are the transformations of the 90◦ rotation
and the Dehn twist respectively on a torus with lattice
size V , αS and αT are non-universal constants, and Sab
and Tab are elements of the modular matrices. The in-
formation of quasiparticles statistics and their fusion rule
are encoded in the S and T matrices34,65–67.

In particular, from the gauge structure of tensor prod-
uct states at the fixed point (TPS)20,68–70, the degener-
ate ground states can be obtained by inserting the gauge
transformation to TPS, i.e., operating on the bond or vir-
tual degrees of freedom by the appropriate gauge trans-
formation. The degenerate ground states can be labeled
as |ψ(g, h)〉 with gauge transformations (g, h) applied on
the internal indices along two directions.

Next, we describe the real-space renormalization group
approach and how the modular matrices can be obtained.

B. Gauge symmetry preserved tensor
renormalization group (GSPTRG)

An symmetry preserved tensor renormalization group
procedure exist for quantum states based on the tensor
product representation

|ψ〉 =
∑

s1,s2,...sm...

tTr(As1As2 ...Asm ...)|s1s2...sm...〉, (2)

where Asα,β,γ,... is a local tensor with physical index s
and internal indices αβγ etc. tTr denotes tensor contrac-
tion of all the connected inner indices according to the
underlying lattice structure. The norm of TPS is given
by

〈ψ|ψ〉 = tTr(T1T2T3...Tm...), (3)

where the local double tensor Ti can be formed by merg-
ing two layers tensors A and A∗ with the physical indices
contracted,

T ≡
∑
s

(Asα,β,γ,δ...)× (Asα′,β′,γ′,δ′...)
∗ (4)

However, it is generally computionally hard to calculate
exactly the tensor trace (tTr) or the contraction of the
whole tensor network in two and higher dimensions This
imposes the hurdles of an exponentially hard calculation.
Several approximation schemes have been proposed as so-
lutions in this context, such as iPEPS54 algorithm, the
corner transfer matrix method (CTMRG)71, and tensor
renormalization approach49, all of which tackle this prob-
lem essentially by scaling the computational complexity
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down to the polynomial level for calculating the tensor
trace.

We express tensor renormalization group (TRG) ap-
proach which is akin to the real space renormalization in
the way that at each step, the RG is structured by merg-
ing sites (by contracting respective tensors) and truncat-
ing the bond dimension according to the relevance of the
eigenvalues in the Schmidt decomposition of the old ten-
sors. Actually, by doing several steps of TRG, the double
tensor will flow to a fixed point. The information of the
ground states can be extracted from the fixed point ten-
sor.

A many body wave function and Hamiltonian may be
invariant under certain transformations that correspond
to symmetries. The symmetry group divides the Hilbert
space of system into symmetry sectors that can be labeled
by the quantum number or conserved particle number.
Symmetries can be used to improve the numerical meth-
ods, such as used in the exact diagonalization method
and density matrix renormalization group72,73, as well as
matrix product states and tensor product states62,74,75.
The TRG method has itself emerged as an alternative
approach for dealing with quantum spin systems. How-
ever, the local decomposition usually breaks the symme-
try sectors if the symmetry is not strictly enforced. Then,
it would flow to the wrong fixed point. In this section, we
will express the gauge symmetry preserved tensor renor-
malization group (GSPTRG) procedure proposed by He,
Moradi and Wen62 for TPS and demonstrate its effective-
ness in identifying the topological order from the fixed
point tensors. GSPTRG differs from TRG only when we
decompose the tensor. The matrix would has blocks cor-
responding to the symmetry sectors. Once we keep the
block structure, the symmetry will be preserved.

Block SVD 

S1

S2

S3

S4

S1

S2

S3

S4

(1) (2)

(3)

(4)(5)

A

A*

'

FIG. 1. Schematic procedure of the GSPTRG

In Ref.62, the authors showed how to preserve the Z2

gauge symmetry to determine the phase diagram of Z2

and double-semion model with string tension. The Z2

topological model can be realized in toric code model.

The ground state of toric code model is an equal weight
superposition of all closed string loops and it can be rep-
resented by tensor product state with virtual dimension
χ = 2. When putting the Hamiltonian on the torus, it
has four-fold degeneracy ground states which can be ob-
tained by inserting the string operators, such as Pauli
matrix Z, to the virtual bond degrees of freedom of one
particular ground-state wavefunction.

Below we shall consider the case of ZN topologically
ordered phases for which the Hamiltonian is the gen-
eralized toric code model62,76, so the ZN topological
order has ZN gauge symmetry. To implement GSP-
TRG, first we form a double tensor T on each site
T =

∑
s(A

s
α,β,γ,δ)× (Asα′,β′,γ′,δ′)

∗ as shown in Fig. 1 (1).
The double tensor T will has ZN ×ZN gauge symmetry.
Due to such a gauge symmetry, the elements of double
tensor are non-zero only when α+ β + γ + δ = 0 (mod
N) and α′ + β′ + γ′ + δ′ = 0 (mod N).

We then view the tensor T as a matrix Mαβα′β′,γδγ′δ′ =
Tαα′,ββ′,γγ′,δδ′ . The first step of the coarse graining is to
decompose a rank-four tensor M (e.g., the double tensor
T) into two rank-three tensors. We do it in two different
ways on black and white tensors (see Fig. 1 (3)). Due to
a such gauge symmetry, the tensor

Mαβα′β′,γδγ′δ′ =

N⊕
p,q=1

mp,q, (5)

would be block diagonalized by the quantum number.
For example, the each block mp,q obey the rule

α+ β = p mod N

γ + δ = N − p mod N

α′ + β′ = q mod N

γ′ + δ′ = N − q mod N, (6)

where p, q = 0, 1, 2, 3, ..., N − 1 as shown in Fig. 2 (b).
Then, singular-value decomposition (SVD) is performed
in each block. As mentioned above, the tensor contrac-
tion is an exponentially hard calculation. Here, a cut-
off χc might be necessary on the dimension of double
tensor to keep the computation efficient. When making
the truncation, we need to preserve the symmetry struc-
ture of the tensor by keeping the blocks together. Such
symmetry considerations apply similarly to all symmetry
groups.

After the decomposition, the lattice structure is
changed. The second step is to form a new rank-four ten-
sor denoted by T′ as shown in Fig. 1 (5). To do this, we
combine the resultant four tensors that meet at s square
to form a new tensor as shown in Fig. 1 (4). After doing
several steps GSPTRG, the double tensor will gradually
flow to a fixed point tensor that preserves the gauge sym-
metry.

The modular matrices can be evaluated and monitored
during the process of the RG steps by performing three
steps. (i) Inserting the gauge transformations g, h, g′, h′

into the internal indices α, β, α′, β′, respectively of the
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FIG. 2. (a) The double tensor structure. (b) The M is block
diagonalized by the quantum number.

fixed point double tensor as shown in Fig. 2 (a) to deter-
mine

〈
ψ(g′, h′)|ψ(g, h)

〉
.

(ii) Performing the rotation and the Dehn twist oper-
ators on the ground state wave function. The operators
performing on the physical indices can be achieved or
replaced by appropriate gauge operations to internal in-
dices, 〈

ψ(g′, h′)|T̂ |ψ(g, h)
〉

=
〈
ψ(g′, h′)|ψ(g, gh)

〉〈
ψ(g′, h′)|Ŝ|ψ(g, h)

〉
=
〈
ψ(g′, h′)|ψ(h, g−1)

〉
.

(iii) Finally, tracing all internal indices of the fixed
point tensor.

For the Z2 topological phase in Ref.62, the Z2 gauge
symmetry is generated by σz acting on each internal in-
dices. (We note that for different forms of ground-state
wavefunctions, the gauge operator might be σx.) The
same rule holds in the ZN topological phase that gener-

alizes from this case. The gauge symmetry can be gen-
erated by the N × N operator Z at which all elements

are zero except diagonal term Zk,k = exp 2πi(k−1)
N ; k =

1, 2, 3, ...N .

Instead of viewing the gauge operators g, h applied to
internal indices, we can also understand the degenerate
ground state |ψ(g, h)

〉
in terms of closed string opera-

tors ĝ, ĥ defined in the physical dimension. The Ŝ and T̂
transformation can be written in the basis of the degen-

erate ground states |ψ(ĝ, ĥ)
〉

generated by appropriate

closed string operators ĝ, ĥ on the torus along the ver-
tical and horizontal directions, respectively. The string
operators for the particular ZN phase (i.e. ZN toric code)
can be chosen as Zq ≡ (Z)q ⊗ (Z†)q ⊗ (Z)q ⊗ (Z†)q . . . ,
q = 0, 1, 2, ..., N − 1 and Z0 = I. The |ψ(I, I)

〉
≡ |ψ〉

is our reference ground state represented by the tensor
product state in Eq. 8.

Our goal is to obtain the modular S and
T matrices. We can obtain the N2 × N2

S-matrix generated by 90◦-rotation and it is
given as Sa,b =

〈
ψ(Za1 ,Za2)

〉
|Ŝ|ψ(Zb1 ,Zb2)

〉
=〈

ψ(Za1 ,Za2
〉
|ψ(Zb2 ,Z−b1)

〉
; where a1, a2, b1, b2 =

0, 1, 2, ...N − 1. Both matrix indices a and b range from
1 to N2 where a = a1N + a2 + 1 and b = b1N + b2 + 1.
Similarly, to apply the Dehn twist to all degener-
acy ground states we also can get the N2 × N2

T -matrix: Ta,b =
〈
ψ(Za1 ,Za2)|T̂ |ψ(Zb1 ,Zb2)

〉
=〈

ψ(Za1 ,Za2 |ψ(Zb1 ,Zb1+b2)
〉
. For example, the 4-by-4

T -matrix for the Z2 toric code is given as follows:

T =


〈
ψ(I, I)|ψ(I, I)

〉 〈
ψ(I, I)|ψ(I,Z)

〉 〈
ψ(I, I)|ψ(Z,Z)

〉 〈
ψ(I, I)|ψ(Z, I)

〉〈
ψ(I,Z)|ψ(I, I)

〉 〈
ψ(I,Z)|ψ(I,Z)

〉 〈
ψ(I,Z)|ψ(Z,Z)

〉 〈
ψ(I,Z)|ψ(Z, I)

〉〈
ψ(Z, I)|ψ(I, I)

〉 〈
ψ(Z, I)|ψ(I,Z)

〉 〈
ψ(Z, I)|ψ(Z,Z)

〉 〈
ψ(Z, I)|ψ(Z, I)

〉〈
ψ(Z,Z)|ψ(I, I)

〉 〈
ψ(Z,Z)|ψ(I,Z)

〉 〈
ψ(Z,Z)|ψ(Z,Z)

〉 〈
ψ(Z,Z)|ψ(Z, I)

〉
 . (7)

III. THE RESULTS

A. The quantum ZN phase

Let us begin by describing the construction of ZN
wavefunctions. Their Hamiltonian is generalized from
toric code model62,76. The tensor product state (TPS) on
the square lattice motivated by the ZN topologically or-
dered phase is characterized by the rank-4 tensor, Pα,β,γ,δ
with four internal indices running over 0, 1, 2, ...N − 1 on
vertex and the rank-3 tensorGsα,β with one physical index

s running over the N possible spin states 0, 1, ....(N − 1)
on the link as shown in Fig. 6 (a). The wave function is
then given by

|ψ〉 =
∑
{si}

tTr(⊗vP ⊗l Gsi) | s1, s2, ....〉, (8)

where v labels vertices and l links. Specifically,

Pα,β,γ,δ =

{
1, if α+ β + γ + δ = 0 mod N,
0, otherwise,

(9)

and

Giii = 1, i = 0, 1, 2, 3, ..., N − 1,

others=0. (10)

The rank-3 tensor G behaves like a projector which
essentially sets the internal index equal to the physical
index. In77, they studied the problem of the stability
of a tensor network state under physical perturbations
to the local tensor. In view of this we can consider a
deformation, Q =

∑N−1
i=0 qi|i〉〈i| and 0 ≤ qi ≤ 1 which

apply to the physical indices, |ψ(Q)〉 ≡ Q ⊗ Q ⊗ ... ⊗
Q|ψ〉. At qi = 1, (i = 0, 1, 2, ..., N −1), this is exactly ZN
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FIG. 3. The trace of modular matrices (a)S, (b) T , and the property (c) X2/X1 as functions of parameter g display a phase
transition at critical point gc of Z3 model

topologically ordered phases. At q0 = 1, qi = 0, (i =
1, 2, 3, ..., N − 1), the tensor represent a product state of
all 0. At some critical point in parameters qi, the phase
transition will occur. Here, we first consider q0 = 1 and
qi = g2, (i = 1, 2, 3, ..., N − 1).

The ZN phase has a N2-fold ground-state degeneracy
on a torus, which corresponds to N2 different types of
quasiparticle excitations. Therefore, the corresponding
modular matrices will be of size N2 × N2. For simplic-
ity of the calculation we associate every vertex with four
matrices as shown in Fig. 6 and from the double tensor.
The norm of wave function represented by the double ten-
sor can then be represented as standard tensor product

form as Eq. (3), where the double tensor Tα
′,β′,γ′,δ′

α,β,γ,δ has

eight inner indices α′, β′, γ′, δ′, α, β, γ, δ = 0, 1, ..., N − 1.
From the TPS with deformation, we can find the phase
transition point of the Z3 model as shown in Fig. 3 by
using GSPTRG. The fixed point tensor structure might
be complicated but it is always possible to identify them.
We calculate S and T matrices and a basis independent
quantity given by the ratio X2/X1

21, where X1 and X2

as shown in Fig. 4 are defined as follows,

X1 =
( ∑
s,α,β,α′,β′

Asα,β,α,β × (Asα′,β′,α′,β′)∗
)2
,

X2 =
∑

s,s′,α,β,γ,δ,α′,β′,γ′,δ′

(Asα,β,γ,β ×As
′

γ,δ,α,δ)×(
(Asα′,β′,γ′,β′)∗ ×

(
As

′

γ′,δ′,α′,δ′)
∗). (11)

We find that when 0 ≤ g < 0.7776, all components
of S and T matrices are 1, and X2/X1 = 1.0, and this
shows that the ground state is in the trivial phase. When
0.7776 ≤ g < 1.0, the tensor belongs to the Z3 topologi-
cally ordered phase, since we obtain nontrivial S and T

X1=  X2 =
U U-1

V

V-1

U UU-1 U-1

V-1 V-1

V V
2

FIG. 4. The quantity X2/X1 obtained by taking the ratio
of the contraction value of the double tensor in two different
ways. X2/X1 is invariant under gauge transformation, such
as unitary operators U and V . It can be used to distinguish
different fixed-point tensors.

matrices as follows:

S =



1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 1 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1
0 0 0 0 0 1 0 0 0


, (12)

T =



1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0 0


, (13)

and X2/X1 = 0.33333. The S and T matrices obtained
above give us the modular transformations. Note that
the matrices are not in the canonical form (where, e.g.,
the T is diagonal), but there is a procedure to make the
T -matrix diagonal and at the same time make S in the
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canonical form66. Then diagonalized T -matrix gives the
self-statistics of quasiparticles, and S matrix the mutual
statistics.

In the GSPTRG algorithm, we preserve the Z3 gauge
symmetry of the tenser. As performing more steps of
RG, the nonlocal order parameters show sharper changes
around gc = 0.7776 in Fig. 3, and the crossings of differ-
ent RG curves signal the transition point separating the
trivial phase and topological phase.

Similar behaviors of the Z4 and Z5 model under GSP-
TRG is also found in Fig. 5. For Z4 model, when
0.7597 ≤ g < 1.0, the tensor belongs the Z4 topologi-
cally ordered phase, since we obtain nontrivial S and T
matrices as follows:

S =



1
1

1
1

1
1

1
1

1
1

1
1

1
1

1
1



, (14)

T =



1
1

1
1

1
1

1
1

1
1

1

1
1

1
1



, (15)

and X2/X1 = 0.25 as shown in Fig. 5 (a). For Z5 model,
when 0.7450 ≤ g < 1.0, the tensor belongs the Z5 topo-
logically ordered phase, since we obtain nontrivial 25×25
S and T matrices and X2/X1 = 0.2 as shown in Fig. 5
(b).

In the following, we shall find the mapping from the
norm square of the ZN wavefunctions and the N -state
Potts model. First, by applying a deformation Q =∑N−1
i=0 qi|i〉〈i| to tensor Gsα,β , a new tensor Λ can be ob-

0.0 0.2 0.4 0.6 0.8 1.0
g

2

4

6

8

10

12

14

16

tr
(S
)

RG=1

RG=2

RG=4

RG=6

RG=8

RG=10

0.0 0.2 0.4 0.6 0.8 1.0
g

5

10

15

20

25

tr
(S
)

RG=1

RG=2

RG=4

RG=6

RG=8

RG=10

0.7592 0.7594 0.7596 0.7598 0.7600 0.7602
g

2

4

6

8

10

12

14

16

tr
(S
)

0.7440 0.7444 0.7448 0.7452 0.7456 0.7460
g

5

10

15

20

25

tr
(S
)

(a)

(b)

FIG. 5. The trace of modular matrices S as functions of
parameter g display a phase transition at critical point gc of
(a)Z4 (b) Z5 model

tained as shown in Fig. 6 (b):

Λα
′,β′

α,β =
∑
s,s′,s′′

Qs,s′G
s′

αβ ×Q∗s,s′′G∗s
′′

α,β . (16)

There are two nonzero components in Λβ,β
′

α,α′ ,

Λ0,0
0,0 = 1; Λi,ii,i = q2i (i = 1, 2, ..., N − 1). (17)

Second, we form the double tensor T as shown in Fig. 6
(e) from tensors P̃ = P ⊗P ∗ on the vertex and Λ on the
link as shown in Fig. 6 (d),

Ti
′,j′,k′,l′

i,j,k,l =
∑

α,β,γ,δ,α′,β′,γ′,δ′

Pα,β,γ,δ × P ∗α′,β′,γ′,δ′√
Λα

′,i′

α,i

√
Λβ

′,j′

β,j

√
Λγ

′,k′

γ,k

√
Λδ

′,l′

δ,l , (18)

Ti,j,k,li,j,k,l =

N−1∏
m=0

qnmm , (19)

where nm is the number of virtual indices in state ”m”.
Then the double tensor with nonzero components of Z2



7

=

G*
Q*

Q

G

(c) (d) (e)

P

(a)
G

G*

P*

(b)

*

FIG. 6. (a) The tensor product state representation of ZN
topologically ordered phase, (b) Apply the deformation to
form a double tensor Λ on the link and the tensor on the
vertex, P̃ = P ⊗ P ∗, (c) The double tensor represented by Λ

and P̃ , (d)Decompose tensor Λ =
√

Λ
√

Λ and reconstruct the
tensor (e) The new double tensor.

model for Q = |0〉〈0|+ g2|1〉〈1| are given by

T0000
0000 = 1 (20)

T0011
0011 = T0110

0110 = T1100
1100

= T1001
1001 = T0101

0101 = T1010
1010 = g4

T1111
1111 = g8.

The double tensor with nonzero components of Z3 model
for Q = |0〉〈0|+ g2|1〉〈1|+ g2|2〉〈2| are given by

T0000
0000 = 1 (21)

T1110
1110 = T1101

1101 = T1011
1011 = T0111

0111 = g6

T2220
2220 = T2202

2202 = T2022
2022 = T0222

0222 = g6

T0012
0012 = T0120

0120 = T1200
1200 = T2001

2001 = T1002
1002 = T0021

0021

= T0210
0210 = T2100

2100 = T0102
0102 = T1020

1020 = T0201
0201 = T2010

2010 = g4

T1122
1122 = T1221

1221 = T2211
2211 = T2112

2112 = T1212
1212 = T2121

2121 = g8.

The Z2 model above is mathematically equivalent to
the two-dimensional classical Ising model where the tran-
sition point is known to great accuracy21. The numeri-
cal results from Ref.62 show that the Z2 toric code and
double-semion models have the same critical point under
the string tension. This is understood by recognizing that
the phases in the double-semion wavefunction of Ref.62

under the string tension cancel in the mapping to the
Potts model and its has the same norm square as the one
from deforming the toric code. Therefore, they have the
same critical point gc = 0.802243 from Eq. (31) below.
Next we derive the mapping.

B. The classical N-state Potts Model

The Hamiltonian of the N -state Potts is given by

H =
∑
<i,j>

(−Jδsi,sj ). (22)

with the sum running over the nearest neighbor pairs
< i, j > over all lattice sites. The degree of freedom si, sj
on the site is on values in {0, 1, ..., q−1}. The δsi,sj is the
Kronecker delta, which equals one whenever si = sj and
zero otherwise. The model is ferromagnetic when J > 0
and antiferromagnetic if J < 0. A basic question is where
the phase transition point is. Baxter has determined the
exact free energy for the square-lattice Potts model and
determined the critical point, such as ferromagnetic crit-
ical point is eβJ = 1 +

√
q and antiferromagnetic critical

point is eβJ = −1 +
√

4− q78.
For example, the three-state Potts model with zero

external field is N = 3 and then the spins are usually
taken to be {0, 1, 2}. By tuning the temperature, the
phase transition will occur, for example, for J > 0 the
transition is first order if N ≥ 5 and is continuous if
N ≤ 4.

The partition function of N -state Potts Model is given
by:

Z = e−βH =
∑ ∏

<i,j>

eβJδsi,sj =
∑ ∏

<i,j>

Λ(i, j). (23)

Here, Λ is named the transfer Matrix on the link and can
be represented by a N ×N matrix

Λ(i, j) =


eβJ 1 1 . . . 1
1 eβJ 1 . . . 1
...

...
...

. . .
...

1 1 1 . . . eβJ

 . (24)

Applying the Hadamard matrix H, we form a diagonal
matrix Λ′ as shown in Fig. 7 (a).

Λ′ =H × Λ×H†

=


eβJ + q − 1 0 0 . . . 0

0 eβJ − 1 0 . . . 0
...

...
...

. . .
...

0 0 0 . . . eβJ − 1

 . (25)

For example, the Hadamard matrix of three-state Potts
model can be given by

H =

2∑
α,β=0

Hαβ =
1√
3

 1 1 1
1 ω ω2

1 ω2 ω

 , (26)

where ω = ei2π/3.
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FIG. 7. The tensor representation of partition function, (b)
Reconstruct the tensor (c) The new tensor configuration.

Then, we define a trivial rank-4 tensor Rαααα = 1 with
index α running over 0, 1, 2, ..., N − 1 on each vertex. To
apply the Hadamard matrix H to the tensor R,

R′i,j,k,l =
∑
α

Rα,α,α,α ×Hα,iH
+
α,jH

+
α,kHα,l (27)

=

{
1/q, if α+ β + γ + δ = 0 mod N
0, otherwise.

(28)

Combining the tensor R′ and Λ′ forms a new tensor T.
Then the double tensor with nonzero components of clas-
sical Ising model without magnetic field are

T0000 =
1

2
(2 cosh(βJ))2

T0011 = T0110 = T1100 =
1

2
(2 cosh(βJ))(2 sinh(βJ))

T1001 = T0101 = T1010 =
1

2
(2 cosh(βJ))(2 sinh(βJ))

T1111 =
1

2
(2 sinh(βJ))2. (29)

The nonzero components of the three-state Potts
model are given by

T0000 =
1

3
(
√
eβJ + 2)4

T0111 = T1011 = T1101 = T1110 =
1

3
(
√
eβJ + 2)(

√
eβJ − 1)3

T0222 = T2022 = T2202 = T2220 =
1

3
(
√
eβJ + 2)(

√
eβJ − 1)3

T0012 = T0120 = T1200 = T2001 =

T0021 = T0210 = T2100 = T1002 =

T0102 = T1020 = T0201 = T0201 =
1

3
(
√
eβJ + 2)2(

√
eβJ − 1)2

T1122 = T1221 = T2211 = T2112 =

T1212 = T2121 =
1

3
(
√
eβJ − 1)4. (30)

C. Duality

The two-dimensional classical ferromagnetic Potts
models have phase transitions located at e(βcJ) = 1+

√
q,

separateing the ordered (ferromagnetic) and disordered
(paramagnetic) phases. The form of partition function of
the N -state Potts model represented by the tensor net-
work is equal to the norm square of the ZN wave function,

with deformation Q = |0〉〈0|+
∑N−1
i=1 g2|i〉〈i|, represented

by the tensor network, such as Eq. (20), Eq. (29) and
Eq. (36), Eq. (30). The double tensor of the norm of ZN
wave function is just a two copies of the partition func-
tion of Potts model. We then have the relation between
the parameter g and the parameter βJ ,

g =

( √
eβJ − 1

2

√
eβJ +N − 1

2

)1/8

. (31)

From the relation and the transition point of Potts
model, we can then obtain the phase transition point gc
for ZN model :

Numerics From mapping Numerics Potts model

N gc gc(βJ) 1/ν 1/ν

2 0.8021 (χc = 24) 0.802243 1.010 1

3 0.7776 (χc = 24) 0.777817 1.201 6/5

4 0.7597 (χc = 32) 0.759835 1.501 3/2

5 0.7450 (χc = 30) 0.745582 first order

From this table, the transition points from the GSPTRG
are quite close to exact mapping results.

For the classical N -state Potts Model, if N ≤ 4, this
model describes a continuous phase transition with scalar
order parameter. The critical exponents of these transi-
tion are universal values and characterize the singular
properties of physical quantities. In particular, the cor-
relation function of the classical spin system is,

D(~ri − ~rj) = 〈S(~ri)S(~rj)〉 − 〈S(~ri)〉〈S(~rj)〉, (32)

where the brackets mean statistical average over all con-
figurations. The correlation length ξ is defined in terms of
correlation function D(~ri− ~rj) ∼ e|~ri−~rj |/ξ, where |~ri− ~rj |
is the distance between two spins. In the asymptotic limit
of large |~ri − ~rj |, the correlation function decays to zero
exponentially. On the other hand, the correlation length
diverges at the critical point ξ ∼ |T − Tc|−ν , where ν is
an example of a critical exponent. In the above Table,
we list the exponents for the classical Potts Model.

As shown above the ZN model with one parameter
g can be mapped to the classical N -state Potts Model.
We fit critical exponent ν for the order parameter i.e.
Tr(T ), T r(S), or X2/X1 under the renormalization flow.
Our results as shown in Fig. 8 are 1/ν = 1.01 for the Z2

model, 1/ν = 1.201 for the Z3 model and 1/ν = 1.501
for the Z4 model. For the five-state Potts model, the
transition is a weak first-order79. Near critical point, the
correlation length is very large but finite. It is difficult to
distinguish the critical exponent of the Z5 model numer-
ically. It is worth mentioning that since after each step
of the renormalization, the number of sites is reduced by
half, this is to say that, after performing two steps of
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(a) (c)(b)

FIG. 8. The trace of S matrix as a function (g − gc)× Lν on (a)Z2 (b)Z3 (c) Z4 models.

renormalization, the distance between two new neighbor
sites will be increased twofold. We can perform a rescal-
ing, and see the data collapse. In Fig. 8, L is length scale
defined by the number of RG step nrg, L = 2nrg/2.

IV. THE CRITICAL PHASE

Here we focus on the Z3 topologically ordered phase
under different forms of deformation. As mentioned
above, the Z3 topologically ordered phase can be repre-
sented by rank-four tensor P (see Eq. (9) ) and rank-three
tenorsG (see Eq. (10) ). We have already discussed a spe-
cial projector Qa = 1×|0〉〈0|+g2×|1〉〈1|+g2×|2〉〈2| with
0 ≤ g ≤ 1 in earlier parts, and here only briefly review it.
At some critical point in g, the state must go through a
phase transition. Moreover, this model is mathematically
equivalent to two-dimensional three-state Potts model.
We can obtain gc = 0.777817 from exactly mapping. By
using GSPTRG, we can obtain the transition point to
be between 0.7776 and 0.7777 and find our results to be
with 0.02% accuracy.

We shall discuss the more deformation operator Q =
q0 × |0〉〈0|+ q1 × |1〉〈1|+ q2 × |2〉〈2| with q0, q1, q2 > 0 in
detail. By applying it to the Z3 toric code wavefunction,
we obtain the double tensor

Ti,j,k,li,j,k,l =

{
qn0
0 qn1

1 qn2
2 , if i+ j + k + l = 0 mod 3

0, otherwise,

(33)

where i, j, k, l = 0, 1, 2 and n0, n1, and n2 means the
number of the inner indices in state ”0”, ”1”, and ”2”
respectively.

A. For q0 = 1; q1 = 0; q2 = g2

We first study the case q0 = 1; q1 = 0; q2 = g2, i.e.,
the wavefunction is constructed from an effective two-

dimensional Hilbert space spanned by |0〉 and |2〉. At
g = 0, the tensor represents a product of all states being
0. Therefore, the phase diagram near g = 0 is a region
of the trivial phase that is adiabatically connected to a
product state. At g > 0, the nonzero components are

T0222
0222 = g6,T2022

2022 = g6;T2202
2202 = g6;T2220

2220 = g6

T0000
0000 = 1. (34)

While g � 1, the tensor form is mathematically equiva-
lent the quantum dimer model at Rokhsar-Kivelson (RK)
point82,83,86 where the degenerate ground state attains
exactly zero energy in the form of an equal weight super-
position of all possible configurations in a given winding
parity sector on square lattice. This point is a critical
phase with algebraically decaying correlation function.
It is noteworthy that the RK point is a critical point sep-
arating two gapped phases of the quantum dimer model
on the square lattice. In the large g limit, we can regard
string-2 as vacuum state and string-0 as dimer. Then
the tensor form will obey the hard-core constraint where
each vertex is connected to one dimer only and has the
same weight.

As a result, as g goes from 0 to 2, a phase transition
must occur. Some phases between gapped trivial states
and critical phases could exist. Can a topologically or-
dered phase exist? Let us examine this middle parameter
region in detail.

We use the gauge symmetry preserved tensor renormal-
ization group to flow our wave function to fixed point and
obtain the modular matrices by inserting gauge transfor-
mation and invariant quantity X2/X1 easily with sharp
quantum phases transition point. Again, this is a advan-
tage to use GSPTRG to characterize the topologically
ordered phase numerically with TPS ansatz. Our nu-
merical results is given in Fig. 9.

We see that when 0 ≤ g < 0.944, all components
of 9 × 9 S and T matrices are 1, and X2/X1 = 1.0.
We can say the ground state in the trivial (product)
phase, since at g = 0 this wave function is product
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FIG. 9. The trace of modular matrices (a)S, (b) T , and the property (c) X2/X1 as functions of parameter g display a phase
transition at critical point gc of Z3 model with projector Qb = 1× |0〉〈0|+ 0× |1〉〈1|+ g2 × |2〉〈2|.

state. For 0.944 ≤ g < 1.238, the tensor belongs the
Z3 topologically ordered phase, since we obtain nontriv-
ial S and T matrices (same as Eq. (12) and (13)) and
X2/X1 = 0.3333. For 1.238 ≤ g < 2.0, when renor-
malization step is larger enough, we can obtain the triv-
ial fixed point. The GSPTRG can distinguish different
topologically ordered phases and a topologically ordered
phase from topologically trivial phases. But it cannot
distinguish different topologically trivial phases. From
the equivalence to the RK point for large g, the system
is probably gapless for g large; from the trivial product
state at g = 0, the system is probably also a trivial prod-
uct phase for small g.

The GSPTRG can be used to detect the topological or-
der well, but it cannot use to classify the trivial phases.
It must look more carefully in trivial phases. We need
sufficient evidence to show what trivial phase is. The rel-
evant quantity of our interest is the correlation function
which appears useful in characterizing the product state
and critical phase. The connected correlation function is
expressed as,

D(r) = 〈S0(~ri)S0(~ri)〉 − 〈S0(~rj)〉〈S0(~rj)〉, (35)

where r = |~ri − ~rj | and S0(~ri) count 1 if ′′0′′ state is
present on the link ~ri in a given configuration otherwise
0. In the asymptotic limit of large r, the correlation
function will converge to zero.

When 0 ≤ g < 0.944, we obtain topological entan-
glement entropy γ = 0. In the limit g = 0, this is a
product state of all 0. There is good evidence to show
that as 0 ≤ g < 0.944 the state in this region is the trivial
state. When g > 1.238, based on the observation of ten-
sor representation on g � 1 discussed earlier, we would
claim that this phase might be a critical phase. From the
GSPTRG results, the values of tr(S), tr(T ), and X2/X1

approach to 9.0, 9.0, and 1.0 respectively. In the tensor
renormalization approach, the above quantities are cal-
culated on the square lattice with size 128×128. For the
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FIG. 10. The correlation function under the deformation
Qb = 1 × |0〉〈0| + 0 × |1〉〈1| + g2 × |2〉〈2| with (a) g = 1.02
(b) g = 2.0. The correlation function under the deformation
Qc = 1× |0〉〈0|+ 1× |1〉〈1|+ g2 × |2〉〈2| with (c) g = 1.3 (d)
g = 2.0.

critical phase, the correlation function is algebraic of the
form D(r) ∼ r−b for large r as displayed in Fig. 10 (b)
obtained using the tensor renormalization group (TRG)
and the mean-field approximated second renormalization
group (SRG)81. However, for TRG, the convergence be-
comes very slow and unstable in the critical phase80.
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FIG. 11. The trace of modular matrices (a)S, (b) T , and the property (c) X2/X1 as functions of parameter g display a phase
transition at critical point gc of Z3 model with projector Qc = 1× |0〉〈0|+ 1× |1〉〈1|+ g2 × |2〉〈2|.

Even though the TRG is not efficient, the results with
large critical bond dimension χc = 64 already show that
the correlation function structure is different exponen-
tially decaying as shown in Fig. 10 (a). On the other
hand, the mean-field approach of SRG can improve the
accuracy of the results as shown in Fig. 10 (b) with bond
dimension χc = 64. When 0.994 ≤ g < 1.238, it is worth
noting that the Z3 phase exists, even if one of physical
term |1〉 is turned off. It is an unsettled question.

B. For q0 = 1; q1 = 1; q2 = g2

Here we consider the deformation parametrized by
q0 = 1, q1 = 1, q2 = g2 in the projector Qc = q0×|0〉〈0|+
q1 × |1〉〈1|+ q2 × |2〉〈2|. The double tensor with nonzero
components of are given by

T0000
0000 = 1 (36)

T1110
1110 = T1101

1101 = T1011
1011 = T0111

0111 = 1

T2220
2220 = T2202

2202 = T2022
2022 = T0222

0222 = g6

T0012
0012 = T0120

0120 = T1200
1200 = T2001

2001 = T1002
1002 = T0021

0021

= T0210
0210 = T2100

2100 = T0102
0102 = T1020

1020 = T0201
0201 = T2010

2010 = g2

T1122
1122 = T1221

1221 = T2211
2211 = T2112

2112 = T1212
1212 = T2121

2121 = g4.

At g = 1, this is exactly the Z3 phase and the corre-
sponding state has topological order. Recall the earlier
case, the same may be said, while g � 1, the tensor form
is also mathematically equivalent to the quantum dimer
model at Rokhsar-Kivelson (RK) point on the square lat-
tice, the wavefunction at which is the equal weight su-
perposition of all dimer configurations. At some critical
point in g, the phase transition will occur.

With the GSPTRG procedure, we flow the initial dou-
ble tensor for arbitrary g to symmetry preserved fixed
point tensor and calculate the modular matrices and the

X2/X1. The results are shown in Fig. 11. As the num-
ber of GSPTRG steps increase, the transition from Z3

phase to a critical phase approaches to a step function
at gc = 1.76. From the correlation function, we also see
that it is algebraically decaying as shown in Fig. 10 (d).

C. For q0 = 1; q1 = g2; q2 = g2

In the earlier section, we only consider that g goes
from 0 to 1. However, in the large g limit, the effective
terms of Eg. 36 are T1122

1122 = T1221
1221 = T2211

2211 = T2112
2112 =

T1212
1212 = T2121

2121 = g8. We can regard string-2 as vacuum
state and string-1 as dimer state. It will obey the rule of
fully packed loop model where each vertex is connected to
two dimers. Just as the RK point of the quantum dimer
model on the square lattice, the wavefunction at the large
g limit corresponds to the equal weight superposition of
all fully packed loop. The RK-like point of fully packed
loop model is also a critical liquid state with algebraically
decaying correlation functions84.

The transition from Z3 phase to the critical phase oc-
curs at gc = 7.3825 from GSPTRG. We also calculate
the correlation function by using SRG, and see the alge-
braically decaying beharior as shown in Fig. 12.

The GSPTRG can be used to classify the topologically
ordered phases with different modular matrices. The
scheme is robust for topological order, because it is a
gapped state and has gapped entanglement spectrum or
singular value (SV) spectrum. When performing the RG
transformation, as long as the cutoff in the bond dimen-
sion χc is large the wave function will flow to a fixed
point. However, the scheme cannot be used to distin-
guish different non-topological (trivial) phases. As we
have observed, gapped and gapless trivial phases under
the GSPTRG scheme flow to fixed points that exhibit the
same tr(S), tr(T ), and X2/X1. However, this approach
to fixed point is slower for the gapless phases as shown
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FIG. 12. The correlation function under the deformation
Qa = 1× |0〉〈0|+ g2 × |1〉〈1|+ g2 × |2〉〈2| with g = 20.0.

in Fig. 9.
In Fig. 13, we plot the spectra of singular values af-

ter several steps of GSPTRG transformation. For g = 0.9
which is a topological phase, the there-fold degeneracy of
SV spectra can be found and the pattern of degeneracy
is robust under RG flow. The single largest SV separated
by gap can be found in the gapped trivial phase. How-
ever, due to the finite cutoff χc, the RG flow for the gap-
less phase cannot be followed accurately and indefinitely.
The continuous spectrum of SV eventually breaks into
chunks separated by a gap after sufficiently large num-
ber of RG step; see Fig. 13 (b). Increasing the bond di-
mension χc can slow the breakdown. An alternative, and
perhaps the most elegant approach is proposed by Even-
bly and Vidal85, who proposed a coarse-graining trans-
formation called tenser network renormalization (TNR)
that can explicitly recovers the scale invariance and flow
the wavefunction to a fixed point for critical points. How-
ever, implementing the TNR scheme is beyond the scope
of the present work.

D. Summary of phase diagram

The results of the section suggest the generic Z3 model
with projector Q = q0 × |0〉〈0|+ q1 × |1〉〈1|+ q2 × |2〉〈2|
shown in Fig. 14. For projector Qa, by varying parameter
g, the phase transition from trivial state to topologically
ordered phase will occur at gc1 = 0.7776. The second
phase transition from trivial state to critical phase occur
at gc2 = 7.3825. For projector Qb, by varying parameter
g, the first phase transition from trivial state to topo-
logically ordered phase will occur at gc1 = 0.944. The
second critical point from topologically ordered phase to
critical phase is at gc2 = 1.238. The interesting thing is
that even we turn off one parameter, the Z3 phase can be
found with two body system. For projector Qc, by vary-
ing parameter g, the phase transition from topologically

FIG. 13. Spectra of singular values of g=0.7, g=0.9 and
g=15.0 for cutoff χc = 24 after (a) 6 and (b) 20 applications
of GSPTRG, under the deformation Qa = 1 × |0〉〈0| + g2 ×
|1〉〈1| + g2 × |2〉〈2|. The index i is to number the singular
values λ′is.

ordered phase to critical phase will occur at gc1 = 1.76.
In general, richer phase diagrams may be obtained by
considering more general parameter q0, q1, and q2 or ZN
model.

E. For N > 3 case

In general, for other ZN phases, we always can find

the phase transition with deformationQ =
∑N−1
i=0 qi|i〉〈i|.

From tensor structure, sometimes we can deduce the pos-
sible phase. For example, we consider the Z4 phase with
deformation Q = |0〉〈0|+ |1〉〈1|+ |2〉〈2|+ g2 × |3〉〈3|. As
g � 1, the tensor from represent a product state of all
3. This is because the T3,3,3,3 was allowed. However, for
the Z3 phase, the T2,2,2,2 was not allowed. Thus, it is
impossible to find the product state for Z3 phase with
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FIG. 14. Generic phase diagrams. (a) the deformations
Qa = 1×|0〉〈0|+g2×|1〉〈1|+g2×|2〉〈2|, (b) Qb = 1×|0〉〈0|+
0×|1〉〈1|+g2×|2〉〈2|, (c) Qc = 1×|0〉〈0|+1×|1〉〈1|+g2×|2〉〈2|.

Q = |0〉〈0|+ |1〉〈1|+ g2 × |2〉〈2|.

V. CONCLUIONS

We have employed the gauge symmetry protected
tensor renormalization group (GSPTRG) method intro-
duced by He, Moradi and Wen Ref.62 to study ZN topo-
logical order under deformation. It is important to know
the underlying gauge symmetry operators in order for
this method to work. Due to the removal of irrelevant
short-range entanglement, the fixed-point wavefunction
contains primarily the long-range entanglements that can
be used to identify the topological order. From the fixed-
point form of the tensor representing the ground-state

wavefunction, the modular matrices S and T that repre-
sent the mutual and self-statistics, respectively, of quasi-
particles can be obtained. These can be used as order
parameters to detect phase transitions. We applied the
string tension to deform the ZN wavefunction, similar to
that in the Z2 toric code with deformation. The GSP-
TRG approach accurately determined the phase transi-
tion between the nontrivial topologically ordered phase
and the trivial phase, the result of which matches very
well with the mapping to N -state Potts model. The RG
process is a coarse-graining process and can be associated
with the change of a length scale. From this perspective
we were able to collapse the data from modular matrices
with suitable scaling near the transitions and determined
the critical exponent of the correlation length and the re-
sult agrees well with the mapping to the Potts model. In
particular, we also investigated different deformations on
the Z3 model and we found that the topologically or-
dered phase can be driven to a critical phase. Moreover,
there exists a finite region of parameters such that the Z3

phase is composed of local two-level systems, i.e., qubits.
There has been tremendous progress on both theoreti-

cal and experimental advancement of the search of exotic
phases with topological order. A future extension and
application of the GSPTRG method would be to first
use a gauge symmetry preserved approach to find the
ground-state wavefunction of a Hamiltonian (potentially
containing topological order) and use the RG to flow the
wavefunction to a fixed point and obtain the modular
matrices.
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