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Abstract

DNA is perhaps the worlds most controllable nanowire, with potential applications in nano-

electronics and sensing. However, understanding of its charge transport (CT) properties remains

elusive with experiments reporting a wide range of behaviors from insulating to superconductive.

We report extensive first-principle simulations that account for DNA’s high flexibility and its na-

tive solvent environment. The results show that the CT along the DNA’s long axis is strongly

dependent on DNA’s instantaneous conformation varying over many orders of magnitude. In high

CT conformations, delocalized conductive states extending over up to 10 base pairs are found.

Their low exponential decay constants further indicate that coherent CT, which is assumed to be

active only over 2-3 base pairs in the commonly accepted DNA CT models, can act over much

longer length scales. We also identify a simple geometrical rule that predicts CT properties of a

given conformation with high accuracy. The effect of mismatched base pairs is also considered:

while they decrease conductivities of specific DNA conformations, thermally-induced conforma-

tional fluctuations wash out this effect. Overall, our results indicate that an immobilized partially

dried poly(G)-poly(C) B-DNA is preferable for nanowire applications.
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I. INTRODUCTION

DNA is a remarkable molecule: in addition to being a blueprint for life its properties

also make it attractive for use in several fields of technology. One of them is molecular elec-

tronics, where its one-dimensional character and the ease with which it can be synthesized

in a precisely determined sequence make it a potential candidate for nanowires and other

applications. However, DNA’s conductive properties remain disputed. The idea that DNA

can conduct current along its long axis was first proposed in 1962,1 but subsequent studies

found behaviors spanning a tremendous range: insulating,2,3 semiconducting,4 metallic5 and

even superconducting.6 Potential reasons for this spread is DNA’s high sensitivity to factors

such as its length, sequence, environment (solvent, counterions, impurities, etc.), and con-

tacts. In addition, unlike other candidates for nanowires, DNA is highly flexible at room

temperature, with molecular vibrations an order of magnitude larger than in crystals.7 This

enables easy unzipping of the DNA duplex, which is important for DNA’s biological role,

but it complicates computational modeling and interpretation of experimental results.

Experiments that utilized well-defined DNA contacts and preserved the native confor-

mation achieved more consistent results, measuring conductivities between 10−5G0 and

10−2G0,
8–13 where G0 = 2e2/h = 12.9 kΩ is the fundamental unit of ballistic conductance.

In particular, Guo et al.13 used a setup with a 15 base pair (bp) DNA connected to carbon

nanotube leads and ensured that only a single molecule bridged the leads. This work found

a consistent conductivity and observed that a single mismatched pair causes a large drop in

the current.

Similarly to other molecular wires,14 charge transport (CT) in DNA is commonly ex-

plained in terms of two processes: superexchange and hopping. The former is a coherent

process in which a hole tunnels directly from a donor to an acceptor without occupying the

intervening base pairs. It is assumed to only act over distances of a few base pairs. Long

distance CT, which has been reported for distances of over 200 Å,9,15 is commonly explained

in terms of hopping. That is a multi-step mechanism, in which holes migrate through the

DNA by hopping between either guanines or adenines sites16,17 with each individual step

accomplished by a superexchange process. Coherent transport over delocalized states can

also contribute as evidenced by experimental findings of delocalization of wavefunctions for

holes,18–27 but their extent has been estimated to be 3 base pairs or less.23,28–31 While one
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experiment32 indicated that a single-step coherent transport over delocalized states spanning

over the entire molecule is the dominant mechanism for distances of over 10 base pairs, other

studies continue to find much shorter extent of coherent transport.33,34

Another controversial topic is identification of factors controlling DNA conductivity. DNA

is highly flexible at room temperature, with molecular vibrations as large as a tenth of the

lattice constant, meaning that the DNA duplex is on the verge of melting.7,35 Furthermore,

the surrounding water molecules and ions also evolve dynamically. Studies investigating

the relative importance of these factors have come to differing conclusions. Barnett et

al.36 proposed a gating role for positive ions, while others29,37,38 posited a critical role of

water molecules causing localization of conducting states. Finally, Barton and coworkers

introduced a concept of conformational gating,23,39 in which the DNA conformation plays

a critical role and only certain thermally excited DNA conformations are CT-active while

others do not contribute to the CT.

Computer simulations can provide important insight into CT in DNA, but DNA’s length,

high flexibility and sensitivity to the environment make computational studies challenging.

Consequently, only a handful of fully quantum CT studies exist in the literature, despite

the fact that CT is an inherently quantum phenomenon. The existing works have been

limited to a single conformation to keep the computational cost manageable, thus ignoring

the effects of molecular vibrations. One of the studies investigated a dry 6 bp (base pair)

poly(G)-poly(C) A-DNA connected to gold leads and found that conductance values range

from 10−13G0 to 10−16G0.
40 It also concluded that the observed CT is due to a sequence-

specific short-range tunneling across a few bases combined with general diffusive/inelastic

processes. A different work41 studied a 4 bp poly(G)-poly(C) B-DNA snapshot connected

to gold leads. It considered both dry and hydrated cases and found that hydration enhances

the current by an order of magnitude at the gate bias of 0.3 V. Ref. 42 investigated sequence

dependence of electron transport in wet DNA. The calculation used a configuration averaged

from 10 snapshots sampled over a 1 ns MM simulation. They found that GC domains, where

delocalized orbitals are located, are necessary for efficient conductance through DNA. Qi et

al.43 investigated conductance of four different strands of dry ideal 15 bp B-DNA. Compar-

ison to the experiment44 showed a large discrepancy, which was substantially improved by

adding decoherence of appropriately chosen strength.

Here, we report fully quantum charge transport calculations, which sample multiple room
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temperature conformations, account for solvent and use a realistic setup that mirrors the

experiment.13 Our results show dramatic changes in the current depending on DNA’s in-

stantaneous configuration. For high CT conformations, delocalized domains spanning the

entire length of 10 bp DNA are found. A weak distance dependence further indicates that

the coherent transport can act over far longer distances than commonly assumed. We also

find that the complicated structure/CT relationship can be expressed in terms of a single

structural parameter.

II. METHODOLOGY

The setup of quantum transport calculations is based on experiment by Guo et al.,13 who

connected a partially dried 15 bp double-stranded B-DNA to carbon nanotube leads via

alkane linkers CONH − (CH2)3. We use the same linker with (5,5) nanotubes and either

10 or 4 bp-long double-stranded B-DNA. The shorter DNA is used to make many quantum

transport calculations computationally tractable. The first solvation shell, i.e., the solvent

and ions within 3 Å from DNA, is included in transport calculations. The solvent further is

neglected because (i) the current is efficiently screened by the first layer, and (ii) the wave

functions of DNA are compact and thus are only affected by the nearby solvent. Therefore,

the calculated quantum transmission is thus a good representation of transmission in fully

solvated DNA. The setup of the transport calculations is displayed in Fig. 1(a).

Because DNA is highly flexible at room temperature, we sample several of its confor-

mations at room temperature, rather than the ideal B-DNA structure. The conformations

are obtained from molecular mechanics (MM) calculations, which consider a fully solvated

DNA connected to nanotubes via alkane linkers as described above. The calculations use

NAMD45 with CHARMM2746 force field. As is the case in solvated DNA, phosphate groups

in DNA backbone are deprotonated and Na+ ions are added to balance the charge of the

system. In addition, Na+ and Cl− ions are added to the solution to achieve concentration

of 0.05 mol/L. A total of up to 78,000 atoms are included in MM calculations. The systems

are initially equilibrated for 0.5 ns, after which runs are continued for additional 2 ns, during

which 20 snapshots are recorded. When investigating CT of a given DNA conformation, 5

snapshots are extracted from a 1 ns MM calculation with DNA kept frozen, to account for

changes caused by the dynamics of the solvent environment.
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The recorded snapshots are analyzed at the quantum level using the non-equilibrium

Green function (NEGF) technique47–49 as implemented in our real-space multigrid (RMG)

code.50–53 These calculations include solvent and counter ions within 3 Å from DNA surface

for a total of up to 1,800 atoms. The total charge of the omitted counter ions is included as a

uniform charged background. In the localized orbital quantum calculations, six orbitals per

atom with a cutoff radius of 9 Bohr are used. The electron-ion interactions are represented

by ultrasoft pseudopotentials.54,55 Generalized gradient approximation in the PBE form56 is

used for the exchange and correlation terms. The potential and charge density of the leads

are fixed to those corresponding to the bulk material. The effects of the infinite CNTs are

included in the self-energy terms of the left (L) and right (R) leads. Eight atomic layers of

CNT are included at both sides of the central conductor (C) to account for screening effects,

so that the potential and the charge density match at the interfaces between the conductor

and the leads after self-consistent calculations. The Hartree potential is obtained by solving

Poisson equation with the boundary condition of matching the potential of all the leads.

After the KS potential and the charge density are obtained self-consistently, we calculate

the transmission coefficient using the Landauer formula:

T (E) = Tr[ΓL(E)GR
C(E)ΓR(E)GA

C(E)] (1)

Here ΓL ,ΓR and GR
C , GA

C are the coupling functions for the left and right leads and the

retarded and advanced Green’s functions of the conductor part, respectively. The current is

obtained by integrating the transmission curve over the HOMO band below the Fermi level

using a source-drain bias of Vsd = 50mV :13

I =
2e2

h

∫ 0

−Vsd

T (E)dE. (2)

The 3DNA code57 was used to build and analyze DNA structures and PyMOL58 was used

for structural visualization.

III. RESULTS AND DISCUSSION

The atomic configuration of a 10 bp poly(G)-poly(C) B-DNA fragment is shown in Fig.

1(b), and the results of quantum-transport calculations for 20 room temperature snapshots

extracted from a MM simulation of this system are shown in Fig. 1(c). The current varies
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FIG. 1. (a) Schematic of the simulated DNA conductivity measurement setup. The shaded area

represents explicit solvation. (b) The atomic configuration of the 10 bp poly(G)-poly(C) B-DNA

attached to nanotube leads. Water and counterions are omitted for clarity. (c) Currents for 20

room temperature snapshots of 10 bp poly(G)-poly(C) B-DNA in the above configuration. (d)

Currents for 20 room temperature snapshots of dry and solvated 4-bp poly(G)-poly(C) DNA. The

y-scale is different for each case and is chosen so that the minima and maxima lie on the bottom

and the top of the figure, respectively. (e) Conductivity of 10 bp poly(G)-poly(C) DNA snapshots

vs. minimum of overlap areas between guanines. The empty circle is for the canonical B-DNA.

The dashed line is a quadratic fit to the data.

over many orders of magnitude between the snapshots, from a maximum of 0.015 nA to a

minimum of 1.6 10−14 nA, the average being 0.003 nA. The differences are due to changes

in delocalization of the conductive HOMO states located mainly on guanines: while they

extend over the entire molecule for the most conductive conformations, they are much more

localized in the less conductive configurations. This is visualized in Figs. 2 (a) and (b) for

two examples: a highly conductive configuration and a highly resistive one.

The finding that conductive states can extend over a substantial distance shows that

coherent transport certainly contributes to long-range CT in DNA, in agreement with re-

cent experimental results.32 However, several studies have argued that ions29,36–38 and water

molecules23,29,37 surrounding DNA have localizing effects on the conductive states, thus

greatly limiting their extent. Nevertheless, our results demonstrate that for the right config-

urations of DNA and its surrounding environment, extended conducting orbitals, delocalized

over at least 10 bp — or 1 full B-DNA turn — can exist.
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To separate the effect of DNA conformation from that of its environment, CT in dry and

solvated DNA is compared. For computational efficiency, this is done on a shorter 4 bp

poly(G)-poly(C) DNA. The currents of 20 investigated snapshots are shown in Fig. 1(d).

Solvation and counterions suppresses the average current by about an order of magnitude

but, importantly, they do not change the overall trend with the low and high conductive

snapshots remaining such, regardless of solvation. Therefore, we conclude that the main

parameter determining conductivity of DNA is its conformation. Several studies have pro-

posed gating roles for either water or ions29,36–38 but our results show that the effects of

conformation are much stronger. The finding that DNA conformation determines which

configurations are conductive and which are not confirms the concept of conformational gat-

ing introduced by Barton and coworkers, who proposed that only certain DNA conformations

are CT-active.23,39

To investigate which structural properties of DNA are critical for CT, we calculate corre-

lations between currents of the 10 bp poly(G)-poly(C) B-DNA room temperature snapshots

and standard DNA-structure parameters. The following single and two-base-pairs param-

eters, as implemented within 3DNA,57 are considered: shear, stretch, stagger, buckle, pro-

peller, opening, shift, slide rise, tilt, role, twist, x-displacement, y-displacement, inclination,

tip, and overlap area. For each of these we consider its average, minimum and maximum

over the entire length of the DNA. The correlation coefficients for the inter base pair pa-

rameters are given in Table I. We find that only the minimum of overlap areas between

guanines shows a significant correlation with the current, with correlation coefficient being

more than 0.9. This can be intuitively understood, because a high value of minimum over-

lap results in a highly conductive pathway throughout the entire molecule. The importance

of π-π overlap to CT has been recognized previously,59–62 although no specific geometrical

criterion has been formulated. Note that unlike other parameters, which are independent

of each other, the overlap area depends on all other inter base pair parameters with the

exception of rise. Therefore, the strong correlation of current with overlap means that while

the individual parameters are not important on their own (because, for example, a decrease

in shift can be balanced by an increase in slide), their total effect on the base pair stacking

is what matters.

The dependence of current on the minimum of overlap areas is plotted in Fig. 1(e). This

figure also shows a data point for the ideal B-DNA, with all bases equally spaced, which has
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TABLE I. Correlation coefficients between current and inter base pair parameters of 10 poly(G)

poly(C) DNA. Overlap areas are calculated between guanines.

Average Minimum Maximum

Twist 0.49 0.15 -0.06

Roll 0.16 -0.01 0.01

Tilt 0.13 0.18 0.20

Rise -0.08 0.24 0.16

Slide 0.38 0.38 -0.17

Shift 0.46 0.62 0.13

Overlap 0.42 0.91 0.05

a higher minimum overlap area than any of the snapshots. As expected, it carries a much

higher current.

This is the first time that a clear correlation with a single structural parameter has been

identified. A previous study63 found that the transverse motions of the DNA bases are

critical for CT, but did not identify the most relevant structural parameter(s). Another

study64 concluded that CT can be predicted by internal bond lengths in purine bases. We

have considered this criterion, but it did not yield significant correlation with the observed

currents. The finding that the minimum of overlaps, rather than their average, controls CT

demonstrates its high sensitivity to local conformation. This has important consequences

for the biological role of CT, which is hypothesized to be used by the DNA repair enzyme,

MutY, to identify areas containing mismatches and lesions.65 Our finding provides additional

support for this hypothesis.

To understand how surrounding water molecules affect the CT, their number is varied and

the results are shown in Fig. 3(a) for configuration 3, the most conductive snapshot of the

dry DNA. Clearly, the current decreases with an increasing number of water molecules. The

right panel of Fig. 3(a) compares isosurfaces of the most conducting HOMO state for the

beginning and end points of the curve. It shows that the increasing screening of phosphate

groups in the DNA backbone with an increasing number of solvent molecules suppresses the

delocalization of the HOMO state over that region. This eliminates a CT channel through

the DNA backbone and decreases the current.
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FIG. 2. Isosurfaces of charge densities of the most conducting HOMO states for: (a) a highly and

(b) a poorly conducting room temperature conformations of a 10 bp poly(G)-poly(C) DNA. The

pink spheres show Na+ counterions. (c) The same quantity when the 6th base pair is replaced by

a GT mismatch. Ions are omitted for clarity in the last case.

Ions in the solvent environment can also reduce the CT by decreasing delocalization of

the HOMO states when they are near guanine bases. This is demonstrated in Fig. 3(b)

for configuration 3, which contains one such ion near the last guanine from the left, while

another ion is nearby a charged phosphate group. When the first ion is removed from

the calculation, one of the conductive HOMO states shifts in energy and becomes more

delocalized, as shown in the right panel of Fig. 3(b). This causes an approximately three-

fold increase in the current. However, the removal of the ion at the phosphate group causes
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(a)

(b)
0.37 nA

1.0 nA

FIG. 3. (a) Current as a function of the number of water molecules closest to the DNA (left

panel). The right panel shows the most conductive HOMO state for 37 (top) and 135 (bottom)

water molecules. (b) Transmission spectra (left) and partial charge densities (right) for all ions

included (top), and when the ion near guanine is removed (bottom).

no significant changes in the current or transmission spectrum.

For comparison, the other homogeneous sequence, poly(A)-poly(T), is also investigated.

Here, adenine takes on guanine’s role as the main location of conductive HOMO states, but

it has a higher ionization potential. This type of DNA is more flexible due to weaker intra-

base-pair bonding and also has smaller overlaps between purine bases. Based on these facts,

one can expect this sequence to be a worse conductor and this is indeed the case for the ideal

B-DNA conformation, where a seven times lower current, 0.0035 nA, is found. However,

averaging currents of room temperature conformations yields a value almost exactly the same

as for the poly(G)-poly(C) case. The calculated currents are listed in the second column of

Table II. An important difference is that for the poly(A)-poly(T) DNA, the minimum of

overlap areas, while still being the most relevant structural parameter, is no longer as well

10



TABLE II. Average currents (nA) for ideal and dynamic DNA structures.

poly(G)-poly(C) poly(A)-poly(T) poly(G)-poly(C) poly(G)-poly(C) poly(G)-poly(C)

AT mutation GT mutation AC mutation

Ideal 0.0252 0.0035 0.0058 0.0046 0.0048

Dynamic 0.0029 0.0028 0.0021 0.0028 0.0033

correlated with current - its correlation coefficient is only 0.38.

Experiments have shown that even a single mismatched pair can dramatically decrease

conductivity.13 To examine this, a base pair in the middle of a 10 bp poly(G)-poly(C) DNA

is mutated to one of three possibilities: GT, AC and AT. The first two are mismatches,

while the third one is well-matched. The results are summarized in the last three columns

of Table II.

Comparison with the unperturbed sequence shows that in the ideal B-DNA conformation

a mutation to a different base pair causes an approximately a five-fold decrease regardless

of the nature of the pair. This is because the substitutions cause a break in the conducting

HOMO states located on guanines, as shown in Fig. 2(c). This is consistent with previ-

ous first-principles calculations,2,42 which found that even a modest sequence variation in

the poly(G)-poly(C) sequence limits the coherent transport mechanism. However, for room

temperature conformations, each case yields approximately the same average current, which

is also comparable to those of the homogeneous sequences. This behavior is consistent with

several experimental works,23,66,67 which showed that that a sequence variation in a homo-

geneous DNA chain reduces the CT signal at low temperatures, but this effect diminishes

as temperature increases.

Coherent CT decays exponentially with length. For DNA, various values of the expo-

nential decay factor have been estimated, ranging from 1.0 to 0.05 Å−1.12,20,23,68–72 Here, we

have considered both 4 bp and 10 bp DNA and the obtained average currents can be used

to estimate the decay parameter. We find a low value of 0.18 Å−1, which compares favor-

ably with other molecular wire candidates, for which values between 1 and 0.2 have been

reported.14,73,74 While previous works17,75 have estimated that the coherent CT is relevant

only over distances of about 3 bp, but the low value of the decay parameter taken together

with extended delocalized regions indicates that coherent transport is relevant over much
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longer distances.

IV. SUMMARY AND CONCLUSIONS

Our ab initio simulations investigate effects of solvent, conformation and sequence on CT

in DNA. The results show that: (i) coherent transport can occur over much longer distances

than assumed in the currently accepted DNA CT models, (ii) thermally-induced changes in

DNA conformation cause dramatic differences in instantaneous conductivity so that the co-

herent CT switches between CT active and inactive states; (iii) solvent environment can alter

the conductivity by an order of magnitude, but conformational changes are still more im-

portant effect. We also find that although mismatched base pairs can lower the conductivity

significantly for specific DNA conformations, thermally-induced conformational fluctuations

wash out this effect. Nevertheless, the weak dependence of CT on molecular length makes

B-DNA a promising candidate for nanoelectronic applications. In particular, immobilizing a

partially dried poly(G)-poly(C) B-DNA on a substrate would lead to consistent conductive

properties and thus be preferable for applications.
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