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I. INTRODUCTION

New classes of matter, such as quantum spin Hall and quantum anomalous Hall states, have been theoretically predicted and experimentally observed in topological insulators\textsuperscript{1-4}, HgTe-CdTe quantum wells\textsuperscript{5-8}, graphene\textsuperscript{9-12} and beyond graphene systems: silicene\textsuperscript{13,14}, two-dimensional germanium\textsuperscript{13,15}, and transition metal dichalcogenides (TMDCs)\textsuperscript{16,17}. Both the QSH and QAH states possess topologically protected edge states at the boundary, where the electron backscattering is forbidden, offering a potential application to electronic devices to transport current without dissipation\textsuperscript{1,5,16,18}. However, the QSH and QAH states are essentially two very different states of matter. The QSH is characterized by a full insulating gap in the bulk and helical gapless edge states where opposite spin counter-propagate at each boundary protected by time-reversal symmetry (TRS)\textsuperscript{5-10,13,18}. Whereas in the case of QAH, the helical gapless edge states are replaced by chiral gapless edge states where one of the spin channels is suppressed, because of broken TRS\textsuperscript{1,2,19}. Therefore, to realize a topological quantum phase transition (QPT) from the QSH to QAH states, what one needs is to apply a perturbation which can break the TRS\textsuperscript{20}. To reach this goal, an external magnetic field can be utilized to realize this QPT\textsuperscript{21,25}. This motivates us to propose a remarkable way in which SOC, uniaxial mechanical strain and EX, instead of external magnetic field, are utilized to realize this QPT in graphene nanoribbons (GNRs).

II. THEORETICAL MODEL

The system is schematically illustrated in Fig. 1 and described by the following tight-binding Hamiltonian,

\begin{equation}
H = -\sum_{(i,j)} t_{ij} c_i^\dagger c_j + \frac{2i}{\sqrt{3}} \lambda_{so} \sum_{(i,j)} c_i^\dagger \gamma_\sigma \cdot (\delta_{kj} \times \delta_{ik}) c_j + i\lambda_R \sum_{(i,j)} c_i^\dagger \delta_{ij} \cdot (\gamma_\sigma \times \delta_{ij}) c_j + M \sum_i c_i^\dagger \gamma_z c_i.
\end{equation}
Here, $c_i^\dagger (c_i)$ is the $\pi$-orbital creation (annihilation) operator for an electron on site $i$, where the spin index on the electron operators has been suppressed, $d_{ij}$ is a lattice vector pointing from site $j$ to site $i$, $\bar{\tau}$ is a vector whose components are the Pauli matrices and $\hat{e}_z$ is a unit vector along the $z$-direction. $\langle \langle <\rangle \rangle$ runs over all the nearest (next-nearest) neighbor sites. The first term is the nearest neighbors hopping term on the honeycomb lattice with hopping amplitude $t_{i,j}$. The second term denotes the intrinsic SOC with coupling strength $\lambda_{so}$, predicted to be rather small in pristine carbon structures due to the low atomic number of carbon atoms. However, recent experiments have demonstrated that it can be enhanced up to three orders of magnitude, which is about 17 meV by the proximity effect to TDMCs, with no drastic modification of the structure of the graphene, or by adding adatoms, such as covalently bonding hydrogen atoms to the graphene lattice. The third one represents the Rashba SOC with strength $\lambda_R$, whose values ranging from 13-225 meV have been experimentally reported on different setups. In a special case in which there is vanishing strain, i.e., $\epsilon \rightarrow 0$ and $(K_x, K_y) = (\eta 4\pi / 3 \sqrt{3}, 0)$, with $\eta$ set as unity for simplicity, our expression of the Hamiltonian reduces to the well-known and expected result, as obtained in Ref. 11. The band gap at the shifted Dirac points, is then given by:

$$\Delta_K = \Delta_{K'} = \left| -2\phi_{so} + |\phi_{R1}|^2 + \sqrt{M^2 + |\phi_{R2}|^2} \right|.$$  (5)
where we have defined: $\phi_{so} = \text{det} \left[ I + \epsilon \lambda_{so} (2 \sin(2 \theta_2) - 4 \sin(\theta_2) \cos(3 \theta_1)) \right]$, $\phi_{R1} = R_1 - i R_2$ and $\phi_{R2} = R_1^* - i R_2^*$, with $R_1 = \lambda_R \left[ -i (1 + \epsilon_2) e^{2i\theta_1} - (\sqrt{3} \eta \epsilon_2 \sin \theta_2 - i (1 + \epsilon_2) \cos \theta_2) e^{i\theta_1} \right]$ and $R_2 = \lambda_R (\epsilon_1 \epsilon_2 e^{-2i\theta_1} + (\sqrt{3} \eta (1 + \epsilon_1)) \sin \theta_2 - \epsilon_1 \epsilon_2 \cos \theta_2) e^{i\theta_1}$, for systems with mirror symmetry, $\lambda_R$ becomes zero. Then we obtain $\Delta_K = \Delta_{K'} = 2 - \phi_{so} + M$, where the critical exchange field $M_C^{(s)} = \phi_{so}$ can be straightforwardly derived.

To identify the topological properties of the Dirac gap and study the origin of QAH, we have also calculated the Berry curvature $\Omega_{xy}^{(n)}(k_x, k_y)$ of the $n$th bands using the Kubo formula

$$\Omega_{xy}^{(n)}(k_x, k_y) = - \sum_{n' \neq n} 2 Im \langle \Psi_{n', k} | v_x | \Psi_{n', k} \rangle \langle \Psi_{n', k} | v_y | \Psi_{n} \rangle / (\omega_n - \omega_{n'})^2,$$

where $\omega_n = E_n / h$ with $E_n$ the energy eigenvalue of the $n$th band and $v_{x(y)} = h^{-1} \partial H / \partial k_{x(y)}$ is the Fermi velocity operator. The Chern number $C$ can be calculated by

$$C = \frac{1}{2\pi} \sum_{n} \int_{BZ} d^2 k \Omega_{xy}^{(n)},$$

where the summation is taken over the occupied states below the Fermi level and the integration is done over the first Brillouin zone. As the Berry curvatures are highly peaked around the Dirac points $K$ and $K'$, then a low energy approximation can be used in the calculation of the Chern number. In the low energy, we calculate the Chern number using the following equation,

$$C = \frac{1}{2\pi} \sum_{K, K'} \sum_{n=1,2} \int_{-\infty}^{\infty} dq_x dq_y \Omega_{xy}^{(n)}(q_x, q_y).$$

In the above integral, a momentum cutoff is set around each valley for which the Chern number converges.

### III. RESULTS

Fig. 2 (a) plots energy band-gap $\Delta$ between the conduction and valence bands of graphene as a function of EX for different values of $\lambda_R / \lambda_{so}$. In the regime of $\lambda_{so}$ comparable to $\lambda_R (\lambda_R < 2 \sqrt{3} \lambda_{so})$ and EX, the band gaps at either $K$ or $K'$ for unstrained bulk graphene can be well described by $\Delta_K = \Delta_{K'} = | \sqrt{M^2 + 9 \lambda_R^2} + M - 6 \sqrt{3} \lambda_{so} |$. Hence, for a given $\lambda_R$, the gap first decreases with increasing EX and then closes when EX reaches a critical value, $M_C = \frac{\sqrt{3} \lambda_{so}}{4} \left[ 12 - \left( \frac{M}{\lambda_{so}} \right)^2 \right]$, as shown by circles in Fig. 2 (a)-(b).

After that, as EX is further increased, the gap opens, accompanied by a change of the Chern number $C$ as demonstrated by the color-change of the correspondent line. Therefore, a QPT between QSH to QAH occurs at a critical exchange field $M_C$. After thoroughly understanding the fate of the TRS-broken QSH phase in zero-strain graphene, we move our attention to strained graphene. We found that the band gap as well as the critical point are strongly affected by the applied mechanical strain field. For instance, in the absence of the Rashba SOC, the critical value $M_C$ of strained graphene is given by $M_C^{(s)} = \phi_{so}$, where $\phi_{so}$ is the strain-dressed intrinsic SOC strength. In comparison with $M_C$, we notice that the critical point is shifted by strain, as shown in Fig. 2 (b). Notice that at $M = M_C$, highlighted by the red circle, is no longer the value for the critical point for strained graphene, because no phase transition occurs at this point. Although the strain widens the bulk gap monotonically in the case of strain along the direction $\theta = \pi / 2$, the closing and reopening phenomenon and consequently a phase transition between QSH and QAH is found for the strain applied along $\theta = 0$ direction.

If the mirror symmetry about the graphene-plane is preserved, then the intrinsic SOC which opens gaps around Dirac points is the only allowed spin dependent term in the Hamiltonian. Otherwise, if the mirror symmetry is broken, then a Rashba term is allowed, which mixes spin-up and spin-down states around the band crossing points. Besides, Rashba SOC pushes the valence band up and the conduction band down, reducing the bulk gap. Following Ref. 19, we present our results for the ZGNR in Fig. 3, that shows the effects of intrinsic- and Rashba- SOCs and EX upon the band structure of the ZGNR. Notice in Fig. 3 (a) that the interplay between intrinsic- and Rashba- SOCs, partially lifts the degeneracies of both bulk- and edge-state, breaks particle-hole symmetry and pushes the valence band up. In turn, the presence of the EX breaks the TRS and lifts the Kramer’s degeneracy of electron spin, pushing the spin-up (spin-down) bands upward (downward), as shown in Fig. 3 (b).

In strong contrast with Fig. 3 (b), the presence of Rashba SOC and EX induces coupling between edge and bulk states which significantly modifies the group velocity of edge states, as shown in Fig. 3 (c). The combined effects of intrinsic, Rashba SOCS and EX

FIG. 2. (a) Energy band gap $\Delta_K$ ($\Delta_{K'}$) as a function of exchange field $M$ for graphene with four different values of Rashba SOC strength $\lambda_R / \lambda_{so}$ for $\varepsilon = 0$ and (b) $\Delta_K$ versus uniaxial strain $\varepsilon$ applied along $\theta = 0$ and $\theta = \pi / 2$ for a strained graphene with $\lambda_R / \lambda_{so} = 2.59$ and $M / t = 0.023$. QSH (blue lines) and QAH (red lines) phases are characterized by Chern numbers $C = 0$ and 2, respectively. The circles indicate the critical point at which the phase transition occurs.
The Fermi level is assumed to be above zero, as indicated by the dashed horizontal line, and thus has four intersections with the conduction bands. This gives rise to four edge currents on the ribbon edges. The following parameters are used: (a) $\lambda_{so} = 0.06t$, $\lambda_R = 0.20t$; (b) $\lambda_{so} = 0.06t$, $M = 0.20t$; (c) $\lambda_R = 0.20t$, $M = 0.20t$; (d) $\lambda_{so} = 0.06t$, $\lambda_R = 0.20t$ and $M = 0.20t$ for the ZGNR with width $W = 48$. The arrows represent the major components of spin.

are shown in Fig. 3 (d), which are in agreement with results reported in Ref. 19 (see for instance Fig 2). Notice that the Fermi level enters into the valence band and the energies of some edge modes are smaller than the valence band maximum.

The intrinsic SOC can be strongly enhanced by impurity (adatom) coverage on the surface of graphene, that produces strong lattice distortions. In this context, one may ask how the quantum phase transition in a graphene ribbon changes as the intrinsic SOC is tuned. Following the discussion of Ref. 19, the effects of strain fields are shown in Fig. 4 (with a similar representation to the one introduced in Ref. 19) with parameters $W=48$, $\lambda_R = 0.20t$, $M = 0.20t$ and uniaxial strain $\varepsilon = 0.10$ along $\theta = 0$. The left panel of Fig. 4 shows the effects of intrinsic SOC on the energy spectrum of a ZGNR. The Fermi level is set at $E_F = 0.05t$. The corresponding edge state probability distributions across the width of the nanoribbon, for each of the four edge states indicated by A, B, C and D are shown in the middle panel. Schematic diagrams of charge current distributions on the edges of ZGNR are illustrated in the right panel. To determine the edge current direction, $I = -\langle e \rangle |v_x|$ (indicated by the arrow), the electron group velocity $v_x = \partial E(k)/\partial k_x$ has been calculated. In the case of weak intrinsic SOC, at the ribbon boundaries, the edge states pair A and D would form a single handed loop (in the sense that the turning point is at infinity along the ribbon length), meanwhile there is the formation of another loop with opposite handedness, which is formed by the edge states pair B and C. Both edge states A and B, consequently $I_A$ and $I_B$, are located at the same edge, as indicated in Fig. 4 (c). Thus the chirality of the current loop due to the A and D edge states would produce a Chern number of $C = (1) + (-1) = 2$ or $C = (1) - (-1) = 2$, with $C = (1) + (1) = 2$. Therefore, the ZGNR with a weak intrinsic SOC is in the QAH phase. For a ZGNR with strong intrinsic SOC, however, one can notice that the edge states pair A and C are located on the same edge, while the B and D edge states are in the opposite edge, as shown in Fig. 4 (f). Due to handedness of the current loop of edge states A and D, the Chern number would give a contribution of $C = (1) - (-1) = 2$, and the pair B and C, which has an opposite handedness, produces a Chern number of $C = (1) - (1) = 0$. Therefore, the GNR is in the TRS broken QSH phase.

To understand the QPT and show intuitively how it takes place, we follow Ref. 19 and introduce the average value of the position $\langle y \rangle_n$, as a parameter to label the angular momentum of the current. It is defined as: $\langle y \rangle_n = \sum_i y_i |\langle \psi_n | \psi_i \rangle|^2$, where $n$ represents the edge states.
at the Fermi level and \( i \) is the site index along the width of ribbon. We chose the origin of \( y \)-axis at the lower boundary of the ribbon. Fig. 5 (a) shows the average values \( \langle y \rangle_n \) of edge states as a function of \( \lambda_{so} \) in the ribbon with the width \( W = 48 \), \( \lambda_R = 0.20t \), \( M = 0.20t \), \( \varepsilon = 0.10 \) and \( \theta = 0 \), where \( n = A, B, C \) and \( D \), respectively. The direction and magnitude of a group velocity are indicated by the direction and length of an arrow, respectively. When the intrinsic SOC is vanishing, the Rashba SOC and EX are dominant, A and B are on the same boundary of the ribbon, and thus both \( \langle y \rangle_A \) and \( \langle y \rangle_B \) \( \to \) 0. So do C and D, but are localized at the other edge of the ribbon, thus \( \langle y \rangle_C \) and \( \langle y \rangle_D \) \( \to \) \( W \). The system is in the QAH phase. When the \( \lambda_{so} \) increases, however, three different topological phases are found. In the regime of small \( \lambda_{so} \) \((0.03t < \lambda_{so} < 0.04t)\), the positions of the edge states are only very slightly shifted. With increasing \( \lambda_{so} \), the states A and D become delocalized, swiftly moving to the center of the ribbon from different boundaries owing to the edge- and bulk- states coupling. In the regime of large \( \lambda_{so} \) \((\lambda_{so} > 0.05)\), the locations of state A and D have been exchanged. Since the group velocity of state A is opposite to D, the exchange of their locations results in a change of chirality. Therefore, the system is in the QSH phase. It is worthy to point out that owing to the finite-size (finite-width) effect, the edge states are not exactly localized at the two boundaries. Remarkably, a similar behavior is also presented in Fig. 5 (b) in which \( \langle y \rangle \) versus strain is plotted. At first glance, it seems to be hard to understand this exotic behavior. But, recalling the discussion of phase transition in bulk graphene, one can logically speculate that this is a manifestation of strain induced QPT between QSH and QAH states in the ZGNR. This strain induced QSH state shares many emergent properties similar to the usual zero-strain QSH effect. We notice that with realistic values for uniaxial strain the critical value for the spin-orbit coupling is reduced by a factor between 10-20%. Thus, the combination of strain and appropriate substrates, show a promising direction to realize the phase transition in current settings.

To seek the controllable topological QPTs induced either by strain, EX; or intrinsic SOC, or any of their combinations, the phase diagrams in which the phase is characterized by the difference in the average value of position \( \langle y \rangle_C \) and \( \langle y \rangle_A \)\( \), defined as \( \langle y \rangle_{AC} = \langle y \rangle_C - \langle y \rangle_A \), are constructed, as shown in Fig. 6. Fig. 6 (a) and (b) plot the phase diagrams of \( \varepsilon \) versus \( \lambda_{so} \) for \( \theta = 0 \) and \( \theta = \pi/2 \), respectively. It is trivial to notice that if \( \langle y \rangle_{AC} \approx 0 \), the edge states A and C are localized at the same boundary, corresponding to a QSH phase, as indicated by blue. Otherwise, if \( \langle y \rangle_{AC} \approx W \), the system is in the QAH phase, as marked by red. The other values of \( \langle y \rangle_{AC} \) correspond to delocalized state A. Notice that both strength and direction of the phase change considerably the phase diagram. In the regime of small intrinsic SOC, the GNR lies in the QAH state. The critical \( \lambda'_{so} \) at which topological QPT occurs depends strongly on both the strength and direction of the strain. The larger the strain, the smaller the \( \lambda'_{so} \) is required to reach the QSH state. In addition, the strain drives the GNR from the QAH into QSH states for a given \( \lambda'_{so} \). It is also noted that in the case of \( \theta = \pi/2 \), when the \( \lambda'_{so} \) changes in the boundary between the QSH and QAH states, the correspondent critical value of \( \varepsilon \) varies faster than that for \( \theta = 0 \).

The underlying physics of the strain tuned phase diagram is as follows. It is well established that uniaxial mechanical strain does not break the sublattice symmetry, but rather deforms the Brillouin zone, such as, the Dirac cones located in graphene at points \( K \) (\( K' \)) being
shifted in the opposite directions\textsuperscript{41,47}. This is reminiscent of the effect of pseudomagnetic field $B_S$ induced by the strain on charge carriers, i.e., accumulating charge in place where the $B_S$ is maximum. Because the $B_S$ does not break TRS, the strain will not have any direct effect on the spin degrees of freedom of the electrons, even though it couples with sublattice pseudospin. Therefore, at first glance, it seems that the strain only induces a renormalization of the energy scales. Actually, this is not true for graphene with SOC. Since SOC couples the spin and the momentum degrees of freedom of the carriers, the $B_S$ could affect real spin of an electron through the SOC. Therefore, a strong pseudomagnetic field should lead to Landau quantization and a QSH state due to SOC. Therefore, a strong pseudomagnetic field should have application in topological quantum devices within a certain range of small SOC and EX, on the other hand, break inversion- and TRS of graphene, respectively. In the regime of small SOC and EX, on the other hand, break inversion- and TRS of graphene with SOC. Since SOC couples the spin and the momentum degrees of freedom of the carriers, the $B_S$ could affect real spin of an electron through the SOC. Therefore, a strong pseudomagnetic field should lead to Landau quantization and a QSH state due to opposite signs of $B_S$ for electrons in valleys $K$ ($K'$). In this context, the strain enhances the carrier localization and pushes the edge states much closer to the boundaries of the ribbon. Hence, the QSH state could be stabilized by the strain. Finally, it is worthwhile to argue that since inter-valley scattering requires a large momentum transfer\textsuperscript{48}, it is strongly suppressed in wide ZGNRs in which we are interested.

IV. CONCLUSION

In summary, a zero-field topological QPT between QSH and QAH states in GNRs is reported in the presence of internal EX, uniaxial strain, intrinsic and Rashba SOCs. Both strength and direction of the strain can be exploited to tune the $\lambda_{so}$ at which the phase transitions take place. The pseudomagnetic field induced by the strain couples the spin degrees of freedom through SOC, enhances the carrier localization in edge states, stabilizes and even leads to formation of a QSH state. Rashba-SOC and EX, on the other hand, break inversion- and TRS of the graphene, respectively. In the regime of small SOC and EX, they only induce an instability of the QSH state. The large Rashba-SOC or EX, however, can even lead the QSH state to be destroyed, producing the QAH states. Our results offer a tempting prospect of strain, electric and magnetic manipulation of the QSH effect, with potential application in topological quantum devices within the context of dissipationless electronics.
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Appendix A: Equation of motion of an electron in strained graphene

1. Strained graphene

In the pristine (unstrained) graphene, the Hamiltonian which describes the hopping of an electron in a site $A_i$ to its nearest-neighbors in $B_j$ with probability $t_{i,j}$ is given by,

$$H_0 = -\sum_{\langle i,j \rangle} t_{i,j} \langle A_i | B_j | + | B_j | A_i \rangle$$  \hspace{1cm} (A1)

where the sum is made about the three nearest neighbors. For convenience, the site energy which is on Fermi level is set to zero. The vectors connecting a type A to type B sites are defined by $\vec{d}_1 = -a\hat{y}$, $\vec{d}_2 = \frac{\sqrt{3}}{2}a \left( \hat{x} + \frac{1}{\sqrt{3}} \hat{y} \right)$ and $\vec{d}_3 = \frac{\sqrt{3}}{2}a \left( -\hat{x} + \frac{1}{\sqrt{3}} \hat{y} \right)$, as shown in Fig. 7(a). We expand single particle wave functions as follows

$$|\Psi\rangle = \frac{1}{\sqrt{N}} \sum_n e^{i\vec{k} \cdot \vec{R}_n} \left[ |A(\vec{k})\rangle |n\rangle + |B(\vec{k})\rangle |n\rangle \right].$$  \hspace{1cm} (A2)

where $\vec{R}_n$ is the position of a site-$n$, $\vec{k}$ is electron momentum, $A(\vec{k})$ and $B(\vec{k})$ are coefficients. Utilizing $\vec{R}_n - \vec{R}_m = \vec{d}_l$, Schrödinger’s equation can be cast into two coupled equations:

$$E A(\vec{k}) = f \cdot B(\vec{k})$$

and

$$E B(\vec{k}) = f^* \cdot A(\vec{k}),$$  \hspace{1cm} (A3)

where the geometric form factor is given by

$$f = -\sum_3 t_l e^{i\vec{k} \cdot \vec{d}_l} = -t \left[ e^{-i\epsilon_1 a} + 2\cos \left( \frac{k_x a \sqrt{3}}{2} \right) e^{i\epsilon_2 a/2} \right].$$

Based on above calculation, one can straight forwardly derive the matrix form of the Schrödinger’s equation:

$$E \frac{\partial}{\partial \vec{k}} \begin{pmatrix} A(\vec{k}) \\ B(\vec{k}) \end{pmatrix} = \begin{pmatrix} 0 & f \\ f^* & 0 \end{pmatrix} \begin{pmatrix} A(\vec{k}) \\ B(\vec{k}) \end{pmatrix}$$  \hspace{1cm} (A4)

In a strained graphene, the distance vectors are modified by uniaxial strain as $\vec{d}_l = (I + \epsilon)\vec{d}_l\textsuperscript{41}$, where $l = 1, 2, 3$. They are given by

$$\vec{d}_1 = -a\epsilon_{12} \hat{x} - (1 + \epsilon_{22})a \hat{y}$$

$$\vec{d}_2 = \frac{a}{2} \left[ (1 + \epsilon_{11}) \sqrt{3} + \epsilon_{12} \right] \hat{x} + \frac{a}{2} \left[ \sqrt{3} \epsilon_{21} + (1 + \epsilon_{22}) \right] \hat{y}$$

$$\vec{d}_3 = \frac{a}{2} \left[ -(1 + \epsilon_{11}) \sqrt{3} + \epsilon_{12} \right] \hat{x} + \frac{a}{2} \left[ -\sqrt{3} \epsilon_{21} + (1 + \epsilon_{22}) \right] \hat{y}.$$  \hspace{1cm} (A5)
Besides, the three hopping parameters $t_{ij}$ are also altered by the strain, as discussed in the main text. They are determined by $t_{ij} = t e^{-3.37(d'_l/a-1)}$. Then the geometric factor $f_s$ of the strained graphene is altered which can be calculated by $f_s = \sum_{ij} t_{ij} e^{ik \cdot \vec{d}_{ij}}$. Taking into account the strain dressed hopping parameters and form factor, the correspondent equations of motion of an electron in the strained graphene can be obtained through substituting $f$ in Eq. (A3) by $f_s$.

$$f_s = -t_1 e^{-[\tau x 1 + 1 + \tau x 2 + \tau x 3]} - t_2 e^{[\tau x 1 + 1 + \tau x 2 + \tau x 3]} - t_3 e^{[\tau x 1 + 1 + \tau x 2 + \tau x 3]}$$

(A6)

2. Strained graphene with intrinsic SOC

The pristine graphene with intrinsic SOCs can be well described by the following Hamiltonian:

$$H = H_0 + H_{so}.$$  \hspace{1cm} (A7)

The second term in the Eq. (A7) is intrinsic SOC Hamiltonian. It can be evaluated by a summation over the next nearest-neighbors, as follows,

$$H_{so} = \frac{2i}{\sqrt{3}} \lambda_{so} \sum_{i,j,k} \sum_{\sigma,\sigma'} |A_{ij} , \sigma \rangle \langle \gamma \cdot (\hat{d}_{jk} \times \hat{d}_{ik}) |A_{ij} , \sigma' \rangle + h.c.,$$

(A8)

where $\lambda_{so}$ is intrinsic SOC strength, $\langle \gamma \rangle$ runs over all the next-nearest neighbor sites as shown in Fig. 7(b) and $\hat{d}_{ij} \times \hat{d}_{ik}$ is a product of interatomic distances which represents an electron hopping from a $i$-site to a $j$-site through a $k$-site atom, as shown in Fig. 7(c). Performing the summation and other algebra calculations, one derives the equations of motion as,

$$E \Psi_A(\vec{k}, \sigma) = f \cdot \Psi_B(\vec{k}, \sigma) - \lambda_{so} \cdot f_{so} \cdot \chi \Psi_A(\vec{k}, \sigma),$$

and

$$E \Psi_B(\vec{k}, \sigma) = f^* \cdot \Psi_A(\vec{k}, \sigma) + \lambda_{so} \cdot f_{so} \cdot \chi \Psi_B(\vec{k}, \sigma)$$

(A9)

where

$$f_{so} = 4 \sin \left( \frac{k_x \sqrt{3}}{2} a \right) \left\{ \cos \left( \frac{k_y 3}{2} a \right) - \cos \left( \frac{k_x \sqrt{3}}{2} a \right) \right\}$$

and $\chi = +1$, for $\sigma = \uparrow$ or $\chi = -1$, for $\sigma = \downarrow$. One can straightforwardly derive the matrix form of the Schrödinger’s equation:

$$\begin{pmatrix} \Psi_A(\vec{k}, \uparrow) \\ \Psi_A(\vec{k}, \downarrow) \\ \Psi_B(\vec{k}, \uparrow) \\ \Psi_B(\vec{k}, \downarrow) \end{pmatrix} = \begin{pmatrix} -\varphi_{so} & 0 & f^* & 0 \\ -i & -\varphi_{so} & f & 0 \\ 0 & f^* & 0 & -\varphi_{so} \\ 0 & 0 & -i & 0 \end{pmatrix} \begin{pmatrix} \Psi_A(\vec{k}, \uparrow) \\ \Psi_A(\vec{k}, \downarrow) \\ \Psi_B(\vec{k}, \uparrow) \\ \Psi_B(\vec{k}, \downarrow) \end{pmatrix}$$

(A10)

where $\varphi_{so} = \lambda_{so} \cdot f_{so}$.

In strained graphene, since C-C atomic distances are altered by applied strain, so does the product $\hat{d}_{ij} \times \hat{d}_{ik}$. Taking into account the strain dressed interatomic distances and hopping parameters, the equations of motion of an electron in the strained graphene with intrinsic SOC become

$$E \Psi_A(\vec{k}, \sigma) = f \cdot \Psi_B(\vec{k}, \sigma) - \lambda_{so} \cdot f_{so} \cdot \chi \Psi_A(\vec{k}, \sigma)$$

and

$$E \Psi_B(\vec{k}, \sigma) = f^* \cdot \Psi_A(\vec{k}, \sigma) + \lambda_{so} \cdot f_{so} \cdot \chi \Psi_B(\vec{k}, \sigma)$$

(A11)

where the form factor of the strained graphene with intrinsic SOC is governed by

$$f_{so} = i \cdot det(I + e) \sum_{l=1}^{3} \xi(l) \left( e^{i \vec{k} \cdot \hat{d}_l} - e^{-i \vec{k} \cdot \hat{d}_l} \right),$$

(A12)

with the pseudo-spin $\xi(l) = 1$, when $l = 2, 3$ and $\xi(l) = -1$ for $l = 2$.

3. Strained graphene with Rashba SOC

The breakdown of mirror symmetry induces the Rashba spin-orbit coupling. The Hamiltonian of a pristine graphene with Rashba SOC is well described by,

$$H = H_0 + H_R.$$  \hspace{1cm} (A13)

The second term in the Eq. (A13) is Rashba SOC Hamiltonian. It can be evaluated by the following expression

$$H_R = i \sum_{l,j} \sum_{\sigma,\sigma'} [A_{ij}, \sigma] (\vec{u}_{ij} \cdot \gamma^j) \langle B_{ij}, \sigma' \rangle + h.c.,$$

(A14)

where $\vec{u}_{ij} = -\frac{2\alpha}{a} \hat{z} \times \hat{d}_{ij}$ and $\hat{z}$ is unit vector along $z$-axis. Then the correspondent equations of motion turn out to be:

$$E \Psi_A(\vec{k}, \uparrow) = f \cdot \Psi_B(\vec{k}, \uparrow) - \lambda_R \cdot f_{R1} \cdot \Psi_B(\vec{k}, \downarrow)$$

and

$$E \Psi_B(\vec{k}, \sigma) = f^* \cdot \Psi_A(\vec{k}, \sigma) + \lambda_R \cdot f_{R1} \cdot \chi \Psi_B(\vec{k}, \sigma)$$

(A15)
and
\[ E \Psi_B(\vec{k}, \uparrow) = f^* \cdot \Psi_A(\vec{k}, \uparrow) + \lambda_R \cdot f_{R2} \cdot \Psi_A(\vec{k}, \downarrow) \quad (A15) \]
where the form factors of the graphene with Rashba SOC are defined by
\[ f_{R1} = i \left( e^{-ik_y a_0/2} + 2\cos \left( k_x a_0 \frac{2}{3} \right) \right) e^{ik_y \frac{2}{3}} \]
\[ (A16) \]
\[ f_{R2} = i \left( e^{ik_y a_0/2} + 2\cos \left( k_x a_0 \frac{2}{3} \right) \right) e^{-ik_y \frac{2}{3}}. \]
\[ (A17) \]
In analogy, we can deduce another set of coupled equations for \( \Psi_A(\vec{k}, \downarrow) \) and \( \Psi_B(\vec{k}, \downarrow) \). After that, the matrix form of the Schrödinger’s equation can be written as
\[ E \begin{pmatrix} \Psi_A(\vec{k}, \uparrow) \\ \Psi_A(\vec{k}, \downarrow) \\ \Psi_B(\vec{k}, \uparrow) \\ \Psi_B(\vec{k}, \downarrow) \end{pmatrix} = \begin{pmatrix} 0 & 0 & f & \varphi_{R1} \\ 0 & 0 & \varphi_{R2} & f \\ f^* & \varphi_{R2}^* & 0 & 0 \\ \varphi_{R1}^* & f^* & 0 & 0 \end{pmatrix} \begin{pmatrix} \Psi_A(\vec{k}, \uparrow) \\ \Psi_A(\vec{k}, \downarrow) \\ \Psi_B(\vec{k}, \uparrow) \\ \Psi_B(\vec{k}, \downarrow) \end{pmatrix} \]
\[ (A18) \]
where was made \( \varphi_{R1} = \lambda_R \cdot f_{R1} \) and \( \varphi_{R2} = \lambda_{R2} \cdot f_{R2} \).
In the strained graphene with Rashba SOC, the corresponding Schrödinger’s equation can be obtained by making the following substitutions: \( f \rightarrow f_s, f_{R1} \rightarrow f_{sR1} \) and \( f_{R2} \rightarrow f_{sR2} \). Here the form factors of the strained graphene with Rashba SOC are defined by
\[ f_{sR1} = \frac{i}{a} \sum_{i=1}^{3} \left[ e^{i k_y d_{iy}^i} \left( d_{iy}^i + id_{ix}^i \right) \right], \]
\[ f_{sR2} = \frac{i}{a} \sum_{i=1}^{3} \left[ e^{i k_y d_{iy}^i} \left( d_{iy}^i + id_{ix}^i \right) \right], \]
with \( d_{iy}^i \) being the component of \( d_i \) vector along the \( i \)-direction with \( i = x, y \).

5. Strained graphene with SOCs and exchange field

With all effects together in the pristine (unstrained) graphene, the Hamiltonian now reads
\[ H = H_0 + H_{so} + H_R + H_M. \]
\[ (A24) \]
Thus, the equation of motion is given by
\[ E \Psi_A(\vec{k}, \sigma) = f \cdot \Psi_B(\vec{k}, \sigma) - [\lambda_{so} \cdot f_{so} - M \sigma] \cdot \Psi_A(\vec{k}, \sigma) - \lambda_R \cdot f_{R1} \cdot \Psi_B(\vec{k}, -\sigma). \]
\[ (A25) \]
\[ E \Psi_B(\vec{k}, \sigma) = f^* \cdot \Psi_A(\vec{k}, \sigma) + [\lambda_{so} \cdot f_{so} + M \sigma] \cdot \Psi_B(\vec{k}, \sigma) + \lambda_R \cdot f_{R2} \cdot \Psi_A(\vec{k}, -\sigma). \]
\[ (A26) \]
The matrix form of the correspondent Hamiltonian with eigenvectors
\[ (\Psi_A(\vec{k}, \uparrow), \Psi_A(\vec{k}, \downarrow), \Psi_B(\vec{k}, \uparrow), \Psi_B(\vec{k}, \downarrow)) \]
\[ (A27) \]
reads
\[ H = \begin{pmatrix} M - \varphi_{so} & \varphi_R1 & 0 & f \\ \varphi_R2 & M + \varphi_{so} & f & \varphi_R1 \\ 0 & -M + \varphi_{so} & f & \varphi_R2 \\ f^* & \varphi_R2 & f^* & -M - \varphi_{so} \end{pmatrix}. \]
\[ (A28) \]
In the strained graphene, the correspondent Schrödinger’s equation can be obtained by doing following substitutions: \( f \rightarrow f_s, f_{so} \rightarrow f_{sso}, f_{R1} \rightarrow f_{sR1} \) and \( f_{R2} \rightarrow f_{sR2} \).

\[ H_0 = -\frac{2i\lambda_{so}}{\sqrt{3}} \sum_{m,n\sigma,\sigma'} \sum_{m,n\sigma,\sigma'} \left\{ |A_m, n, \sigma \rangle \langle \tilde{\gamma} \cdot (\tilde{d}_{kj}^m \times \tilde{d}_{ik}^m) |A_{m+1}, n, \sigma' \rangle + |A_m, n, \sigma \rangle \langle \tilde{\gamma} \cdot (\tilde{d}_{kj}^m \times \tilde{d}_{ik}^m) |A_{m+1/2}, n+1, \sigma' \rangle + |A_m, n, \sigma \rangle \langle \tilde{\gamma} \cdot (\tilde{d}_{kj}^m \times \tilde{d}_{ik}^m) |A_{m-1/2}, n+1, \sigma' \rangle + |A_m, n, \sigma \rangle \langle \tilde{\gamma} \cdot (\tilde{d}_{kj}^m \times \tilde{d}_{ik}^m) |A_{m-1}, n, \sigma' \rangle + |A_m, n, \sigma \rangle \langle \tilde{\gamma} \cdot (\tilde{d}_{kj}^m \times \tilde{d}_{ik}^m) |A_{m-1/2}, n-1, \sigma' \rangle + h.c. \right\} \]

with distance vectors modified by strain \( \tilde{d}_{ij}^m \), shown in Eq. A5. The Rashba SOC reads

\[ H_R = i \sum_{\langle m,n \rangle} \sum_{\sigma,\sigma'} \left\{ |A_m, n, \sigma \rangle \langle \tilde{u}_{n(m-1)} \cdot \tilde{\gamma} |B_{m-1}, n-1, \sigma' \rangle + |A_m, n, \sigma \rangle \langle \tilde{u}_{m(m+1/2)} \cdot \tilde{\gamma} |B_{m+1/2}, n, \sigma' \rangle + |A_m, n, \sigma \rangle \langle \tilde{u}_{m(m-1/2)} \cdot \tilde{\gamma} |B_{m-1/2}, n, \sigma' \rangle + h.c. \right\} \]

where \( \tilde{u} \) was modified to

\[ \tilde{u}_{n(m-1)} = -\frac{\lambda_R}{a} \hat{z} \times \tilde{d}_{n(m-1)}; \]
\[ \tilde{u}_{m(m+1/2)} = -\frac{\lambda_R}{a} \hat{z} \times \tilde{d}_{m(m+1/2)}; \]
\[ \tilde{u}_{m(m-1/2)} = -\frac{\lambda_R}{a} \hat{z} \times \tilde{d}_{m(m-1/2)}. \]

The EX term now is given by

\[ H_M = M \sum_{m,n} \sum_{\sigma} \left\{ |A_m, n, \sigma \rangle \langle \tilde{\gamma} \cdot \hat{z} |A_m, n, \sigma \rangle + h.c. \right\}. \]

The wavevector now includes the periodicity of the unit cell

\[ |\Psi\rangle = \frac{1}{\sqrt{M}} \sum_{m,n} \sum_{\sigma} e^{i\tilde{k} \cdot \tilde{R}_m} \left\{ \Psi_A(\tilde{k}, n, \sigma) |A_m, n, \sigma \rangle + \beta(\tilde{k}, n, \sigma) |B_m, n, \sigma \rangle \right\}. \]

where \( \tilde{R}_m = m\tilde{a}_0 \) and \( \tilde{R}_m = (i+\epsilon)\tilde{R}_m \) are the quantized distance among atoms in the absence and presence of strain, with \( \tilde{a}_0 = \sqrt{3}a_0 \). Inserting this single-particle wavefunction into the Schrödinger equation, we obtain the following two equations of motion,

\[ E\Psi_A(\tilde{k}, n, \sigma) = -\left[ \beta(\tilde{k}, n, \sigma) (t_2 e^{i\omega} + t_3 e^{-i\omega}) + t_1 \beta(\tilde{k}, n, \sigma) \right] + 2\chi_{so} \text{det}(I + i\epsilon) \]
\[ \left\{ \sin(\omega) \left[ \alpha(\tilde{k}, n-1, \sigma) + \alpha(\tilde{k}, n, \sigma) \right] - \sin(2\omega) \alpha(\tilde{k}, n, \sigma) \right\} + i\lambda_{RX} \left\{ [-\rho_1 \cos(\omega) + \sqrt{3} \rho_2 \sin(\omega)] \beta(\tilde{k}, n, -\sigma) + \rho_1 \beta(\tilde{k}, n, -\sigma) \right\} + \chi M \alpha(\tilde{k}, n, \sigma) \]

and

\[ E\Psi_B(\tilde{k}, n, \sigma) = -\left[ \alpha(\tilde{k}, n, \sigma) (t_2 e^{i\omega} + t_3 e^{-i\omega}) + t_1 \alpha(\tilde{k}, n, \sigma) \right] - 2\chi_{so} \text{det}(I + i\epsilon) \]
\[ \left\{ \sin(\omega) \left[ \beta(\tilde{k}, n-1, \sigma) + \beta(\tilde{k}, n, \sigma) \right] - \sin(2\omega) \beta(\tilde{k}, n, \sigma) \right\} + i\lambda_{RX} \left\{ [-\rho_1 \cos(\omega) - \sqrt{3} \rho_2 \sin(\omega)] \alpha(\tilde{k}, n, -\sigma) + \rho_1 \alpha(\tilde{k}, n, -\sigma) \right\} + \chi M \beta(\tilde{k}, n, \sigma) \]

where

\[ \omega = \frac{a_0}{2}(1 + \epsilon_{11})k_x + \epsilon_{21} k_y; \]
\[ \rho_1 = 1 + \epsilon_{22} + i\epsilon_{12}; \]
\[ \rho_2 = 1 + \epsilon_{11} - i\epsilon_{21}. \]