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The fluctuation theorem establishes general relations between transport coefficients and fluctua-
tions in nonequilibrium systems. Recently there was much interest in quantum fluctuation relations
for electric currents. Since charge carriers also carry spin, it is important to extend the fluctuation
theorem to spin currents. We use the principle of microscopic reversibility to derive such theorem.
As a consequence, we obtain a family of relations between transport coefficients and fluctuations of
spin currents. We apply the relations to the spin Seebeck effect and rectification of spin currents.
Our relations do not depend on a microscopic model and hence can be used to test the validity of
theoretical approximations in spin-transport problems.
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I. INTRODUCTION

Both charge and spin of electron play major roles in
solid state physics and its applications but the electric
and spin currents behave in different ways. Coulomb
interaction brings a high energy cost to any violation
of charge neutrality. This fact and charge conservation
make it easy to create and manipulate charge currents.
At the same time, spin does not conserve. Its coupling to
external probes is weaker than that of the electric charge.
Thus, manipulating spin currents is a harder task than
working with electric currents. Recently, much effort has
focused on overcoming this challenge in the hope to get
more control over the spin degree of freedom1. That ef-
fort has been motivated by both potential applications
and the interest in basic spin physics. An important
open problem in the field is the understanding of non-
linear spin transport.
The problem is challenging because nonlinear trans-

port occurs away from thermal equilibrium. Until re-
cently, any progress in the theory of nonequilibrium
transport was inevitably based on microscopic models2.
The situation changed after the discovery of fluctuation
theorems3–8 which brought a powerful general principle
to nonequilibrium statistical mechanics. The goal of this
paper consists in the derivation of a family of fluctu-
ation relations for spin currents and noises. We then
apply them to several spin-transport problems, includ-
ing rectification of spin currents and the spin Seebeck
effect9–11, i.e., the generation of a spin current by a tem-
perature gradient. An important application is the the-
ory of spintronic nanomachines12. Our fluctuation rela-
tions are completely general and do not depend on mi-
croscopic details or the choice of a model. This makes
their application particularly interesting. They also give
a useful tool for testing theoretical approximations.
The history of fluctuation relations is fascinating.

They were first introduced by Bochkov and Kuzovlev in
the late 1970s3–5. The name “fluctuation theorem” was
coined by Hänggi in 197813. Yet, its importance has been

fully appreciated only after a series of seminal results in
the 1990s, in particular, the works by Evans, Cohen and
Morriss14, Jarzinski15, and Crooks16. Fluctuation the-
orems generalize the principle of detailed balance. De-
tailed balance establishes a fundamental relation between
the rates of different processes. Fluctuation theorems go
a step further and relate the probabilities of a process
and its time-reversed version on a macroscopic time scale.
At first sight, fluctuation relations apply to time-reversal
invariant systems only. Indeed, a process and its time-
reversed version can occur in the same system only if the
time-reversal symmetry is present, i.e., in the absence
of a spontaneous magnetization and external magnetic
fields. Otherwise, the time-reversed process would re-
quire changing the sign of the magnetic field. However,
interesting relations do not have to connect the proper-
ties of a single system. This fact was already recognized
in the pioneering papers4,5. A number of fluctuation re-
lations for electric currents in a magnetic field were de-
rived in Ref. 17. Those relations contain currents and
noises in two systems that differ by their directions of
the magnetic fields. In some cases it even proved possi-
ble to derive fluctuation relations that connect currents
and noises in a single system in the absence of the time-
reversal symmetry18,19. A review of those developments
can be found in Ref. 20.
Focusing on the spin degree of freedom means treating

currents as multi-component with the components, cor-
responding to the up and down spin projections. A fluc-
tuation theorem for multi-component currents was ad-
dressed in Ref. 21. That theorem is not directly relevant
in our problem since Ref. 21 considers the currents of
time-reversal-invariant quantities while spin changes its
sign under time reversal. More specifically, the spin op-
erator S satisfies

ΘSΘ−1 = −S, (1)

where Θ is the time reversal operator. In contrast, charge
is invariant under time reversal: ΘQΘ−1 = Q. Several
fluctuation relations for spin currents were derived in Ref.
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22. In this paper we establish a bigger family of relations
which could not be obtained with the approach of Ref.
22. Indeed, Ref. 22 did not make use of microreversibility
that allows us to go beyond the relations22.

According to the principle of microscopic reversibility,
the amplitudes of a process in a given system and the
time-reversed process in the system with the reversed
directions of all magnetic fields must be complex conju-
gate. On the basis of calculations within the Landauer-
Büttiker formalism23,24, it was proposed that microre-
versibility fails in nonzero magnetic fields. We believe
that the conflict of the Landauer-Büttiker approxima-
tion and the principle of microscopic reversibility shows
only the limitations of the Landauer-Büttiker approach.
Note that the conclusions, based on the microreversibil-
ity principle are supported by the experiment25,26 and
agree with theoretical calculations beyond the Landauer-
Büttiker approximation27,28. A detailed discussion of mi-
croreversibility in the presence of a magnetic field can
be found in the review20. To make this paper self-
contained we repeat some of that discussion in Appendix
A. Clearly, it is important to address the consequences
of microreversibility for spin currents and noises.

Besides Refs. 17,21,22, several other articles address
related physics. In particular, Refs. 29,30 explore fluc-
tuation relations for time-dependent protocols that can
break time-reversal symmetry. In contrast to our work
and similar to Ref. 21, they do not consider observables
that change their sign under time-reversal.

The connection of our results with the pioneering work
3–5 is particularly interesting since these works consider
quantities, even and odd under time-reversal, on equal
footing. Refs. 3–5 contain great wealth of results. In
particular, Ref. 3 derives general fluctuation relations
in thermal equilibrium in the absence of magnetic fields.
Our results are related to those of Ref. 3 in the equi-
librium limit at zero magnetic field. At the same time,
our main focus is on nonequilibrium transport, driven by
the differences of the reservoir temperatures and chemical
potentials, in an external magnetic field.

Refs. 4,5 derive fluctuation relations for nonequilib-
rium steady states that form after a sudden change of
parameters in a system which is initially in equilibrium
and does not break time-reversal symmetry (see Section
7 of Ref. 5). This problem is related to but different from
ours. Indeed, the meaning of the fluctuation relations5 is
different from our work. Ref. 5 allows one to connect the
derivatives of various correlation functions with respect
to the parameters of the Hamiltonian. This is relevant in
the problem of quantum quench (see, e.g., Ref. 31). At
the same time, our focus is on the dependence of corre-
lation and response functions on the reservoir tempera-
tures and chemical potentials. This is a natural question
in the context of mesoscopic transport32. Note that the
approach5 has been used to derive fluctuation relations
for electric currents, driven by a voltage bias between the
reservoirs of the same temperature. This proved possible
because electro-neutrality dictates that a change of the

potential energy of a reservoir leads to an equal change
of its electro-chemical potential. It is unclear if a similar
approach can be used in our problem which involves gra-
dients of the temperature and of the chemical potential,
conjugate to the spin. We use a different method that
builds on Refs. 33,34.

Our paper has the following structure. We set the
problem and derive a general fluctuation theorem for spin
transport in Section II. In the third Section we deduce
from the theorem a family of fluctuation relations for spin
currents and noises. Section IV applies our relations to
the problems of spin-current rectification and to multi-
terminal spintronic devices. We compare our results with
the previous work in subsection IVD. Section V focuses
on thermospin transport and Section VI summarizes our
results. In Appendix A we discuss the microreversibility
controversy. Appendix B reviews ways to measure spin
currents and chemical potentials. Technical details of
our calculations are relegated to Appendices C and D.
Appendix E addresses spin transport in chiral system,
where stronger and simpler fluctuation relations can be
derived.

II. FLUCTUATION THEOREM

We will study fluctuation theorems that are concerned
with the transport through a finite system (conductor)
attached to two or more large reservoirs (Fig. 1). Each
reservoir is assumed to be in thermal equilibrium but the
reservoirs are not necessarily in equilibrium with each
other. A difference between the reservoirs’ chemical po-
tentials drives a current through the conductor. Our
goal is to establish various relations between the correla-
tion and response functions of the currents. The crucial
assumption is that the system does not have long-term
memory beyond a characteristic transport time through
the conductor. Thus, we can assume any convenient
choice of the system’s past. The standard choice is as
follows. Initially, the reservoirs and the conductor are
disconnected. Next, the particle and energy exchange
between the system and reservoirs is turned on for some
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FIG. 1: Sketch of the N-terminal setup (only four terminals
are shown) for spin, charge and heat transport.
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long time τ . At the end, the reservoirs are again dis-
connected from the conductor. We are interested in the
transport during the time interval τ . Yet, it is most con-
venient to describe such transport in terms of the quanti-
ties, measured before the interaction between the conduc-
tor and the reservoirs was turned on at t = 0 and after
the interaction was turned off at t = τ . For example,
the average current from reservoir number k is defined as
−[Qk(τ) − Qk(0)]/τ , where Qk(t) is the total charge of
reservoir k at time t. The energy and spin currents are
defined in a similar way. Thus, the following measure-
ment protocol is assumed: we measure the charge, the
z-projection of the spin and the energy of each reservoir
before and after the evolution period τ .

Such simultaneous measurements are only possible, if
the charge and the z-component of the spin commute
with the energy operator and hence conserve. This poses
an obvious problem: spin does not conserve because of
the spin-orbit interaction. In addition, external mag-
netic fields may lead to the Larmor precession which
also breaks spin conservation. Moreover, if the spin-
relaxation time is short it may be meaningless to even
speak about spin currents, flowing from the reservoirs.
Indeed, the spin current is defined as the total spin flow-
ing per unit time through a cross-section near the bound-
ary of the reservoir and conductor. In the absence of spin
conservation such current depends on the choice of the
cross-section.

The above discussion necessitates the following as-
sumptions. First, to avoid the problem with the Lar-
mor precession, we assume that the magnetic fields are
oriented along the z−axis in the reservoirs. Such mag-
netic fields would break the conservation of the x- and
y-components of the reservoir spin but we are only in-
terested in the z-component. Second, we assume a weak
spin-orbit interaction in the reservoirs. The interaction
must be weak enough that it can be neglected on the time
scale of the transport through the conductor and on the
much longer time scale during which a quasiequilibrium
establishes in a large portion of each reservoir near the
interface with the conductor. Such quasiequilibrium can
be described by two different chemical potentials in each
reservoir for the up and down projections of the elec-
tron spin on the z-axis. In the simplest situation the two
chemical potentials are equal but we will consider the
most general case of arbitrary chemical potentials. We
will assume that the quasiequilibrium survives during the
evolution period τ . Note that very long spin-relaxation
times were reported for donor spins in pure silicon35.

The reservoir spin is gradually lost due to the spin-
orbit interaction and the spin current into the conduc-
tor. Hence, the two chemical potentials slowly depend
on time. To keep them constant, one would need to com-
pensate the spin loss by a spin current injection into the
reservoir.

We do not make any assumptions about the spin-orbit
interaction and the direction of the magnetic field in the
conductor. If the z-projection of the spin does not con-

serve in the conductor then the spin currents, leaving the
reservoirs, do not add up to zero.
We are now ready to derive the fluctuation theorem.

Our method is connected with the approach of Refs.
33,34. We assume that initially all reservoirs are discon-
nected. It will be convenient to include the conductor as
a part of one of the reservoirs. This requires us to make
the Hamiltonian of the conductor time-dependent so that
the spin conserves in the conductor at t < 0 and t > τ .
We will assume that the time-dependence is slow (i.e.,
τ is large) and hence the energy conserves. We will use
the units such that ~ = kB = 1. We also assume in this
section that the temperature is the same in all reservoirs.
Spin currents, driven by temperature gradients, will be
addressed in Section V.
Specifically, we assume the following protocol. The

system is described by the time-dependent Hamiltonian

H = H̃0(t)+
∑N

i=1(H̃i+H̃0i(t)), whereN is the number of

the reservoirs, H̃i are time-independent Hamiltonians of
the reservoirs, H̃0(t) is the Hamiltonian of the conductor,

and H̃0i(t) describes the interaction of the conductor with

reservoir i. We asuume H̃0i(t) = 0 at t < 0 and t >

τ . Also, H̃0i(t) are time-independent at times t such
that τ0 < t < τ − τ0, where τ0 ≪ τ is the interaction-
switching time. τ0 should be large enough so that we
can employ energy conservation. We also assume that
H̃0 does not depend on time at t < 0 and t > τ , and
H̃0(t < 0) = H̃0(t > τ). Its precise form is unimportant
at such t but it is assumed that at t < 0 and t > τ the
z-component of the spin conserves in the conductor, i.e.,
the spin-orbit interaction is absent. At τ0 < t < τ − τ0,
H̃0 is time-independent and equals the experimentally
relevant Hamiltonian of the conductor. In what follows
we absorb all parts of the system into various reservoirs
and thus redefine the reservoir Hamitonians as H1(t) =

H̃1 + H̃01(t) + H̃0(t) and Hk(t) = H̃k + H̃0k(t), k > 1.
Each reservoir is initially (t = 0) in equilibrium. Different
reservoirs are not in equilibrium with each other, i.e.,
their chemical potentials are not the same. Since the
conductor is absorbed into the first reservoir, its initial
state is equilibrium with the same chemical potentials
as in the first reservoir. Certainly, the finite size of the
conductor means that the choices of its initial state and
initial Hamiltonian do not affect our results.
The initial density matrix of the system is the product

of the density matrices of the reservoirs:

ρF =
∏

i

ρi =
∏

i

1

Zi

exp

[

ViQi + VSiSzi − Ei

T

]

, (2)

where

Zi = Tr exp

[

ViQi + VSiSzi − Ei

T

]

, (3)

Qi is the charge of reservoir i, Ei is its energy, Szi is the
z-component of the spin in reservoir i, Vi is the electro-
chemical potential and VSi is the spin chemical poten-
tial, conjugate to Szi (experimental procedures for the
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detection of spin currents and spin chemical potentials
are discussed in Appendix B). The chemical potentials
for the up and down spins are (−e)Vi ± VSi/2 and equal
−eVi at VSi = 0, where −e is the electron charge. Eq. (2)
assumes that all reservoirs have the same temperature T .
The evolution operator is

UF (t) = T̂ exp

(

−i

∫ t

0

H(t′)dt′
)

(4)

where H(t) =
∑

Hi(t) is the time-dependent Hamilto-

nian, and T̂ is the time ordering operator.

We can now write the probability of the forward pro-
cess. This is the probability that during the evolution
period τ the charges of the reservoirs change by ∆Qi

and their spins change by ∆Szi:

PF (∆Q,∆Sz) =
∑

〈Q(0),Sz(0), n(0)|ρF |Q(0),Sz(0), n(0)〉 ×
∣

∣〈Q(τ),Sz(τ), n(τ)|UF (τ)|Q(0),Sz(0), n(0)〉
∣

∣

2

× δ(∆Q− (Q(τ) −Q(0)))δ(∆Sz − (Sz(τ) − Sz(0))), (5)

whereA stays for a vector whose component Ai describes
reservoir i. The summation in Eq. (5) extends over all
initial and final states which we label with the charge
vector Q, the spin vector Sz and an additional quantum
number n that distinguishes quantum states with identi-
cal charges and spins in the reservoirs.
We now introduce the time-reversed backward process.

The initial density matrix

ρB = ΘρFΘ
−1 =

∏

i

1

Zi

exp

[

ViQi − VSiSzi − Ei

T

]

,

(6)
where Θ is the antiunitary time-reversal operator, satisfy-
ing Θi = −iΘ, and we use the relation ΘSziΘ

−1 = −Szi.
The dynamics is controlled by the Hamiltonian

HB = ΘH(τ − t)Θ−1. (7)

The evolution operator

UB(t) =T̂ exp

(

−i

∫ t

0

HB(t
′)dt′

)

=Θ

[

T̂−1 exp(+i

∫ τ

τ−t

H(t′)dt′)

]

Θ−1, (8)

where T̂−1 is the reversed time ordering operator. Hence,

UB(τ) = ΘU †
F (τ)Θ

−1. (9)

This equation expresses the microreversibility principle.
We compute the probability that during the evolution

period τ the changes of the reservoir charges are given
by the vector −∆Q and the reservoir spins change by
+∆Sz:

PB(−∆Q,∆Sz) =
∑

[〈Q(τ),Sz(τ), n(τ)|Θ
−1]ρB [Θ|Q(τ),Sz(τ), n(τ)〉]

×
∣

∣[〈Q(0),Sz(0), n(0)|Θ
−1]UB(τ)[Θ|Q(τ),Sz(τ), n(τ)〉]

∣

∣

2
δ(−∆Q− (Q(0)−Q(τ)))δ(∆Sz − (Sz(0)− Sz(τ))). (10)

The above formula differs from Eq. (5) in that τ stays in place of 0 and vice versa inside the bra and ket vectors.
This change of notation emphasizes the time-reversed dynamics. For the same reason, all matrix elements are written
in the basis of the time-reversed states Θ|Q,Sz, n〉. Next, we combine Eqs. (5), (10), (2), (6) and (9) and use the
conservation of the energy

∑

Ei on the evolution period τ . We find

PF (∆Q,∆Sz) = PB(−∆Q,∆Sz) exp

[

−

∑

(Vi∆Qi + VSi∆Szi)

T

]

. (11)

Finally, we note that PB can be interpreted as the probability of a forward process in the system with the same
chemical potentials V and the opposite chemical potentials −VS in the opposite magnetic field. Here, the fact that
VS changes its sign follows from the comparison of Eqs. (2) and (6). Strictly speaking, in addition to the sign
changes of the magnetic field and VS , one also needs to demand the opposite sign of the reservoir magnetizations in a
system with spontaneously broken time-reversal symmetry. In what follows we instead assume that the time-reversal
symmetry is always broken explicitly by some (possibly infinitesimal) magnetic field. Interpreting Eq. (11) as a
relation between the probabilities of the two forward processes and getting rid of the indices B and F , one obtains
the fluctuation theorem

P (∆Q,∆Sz,V,VS ,B) = P (−∆Q,∆Sz,V,−VS ,−B) exp

[

−

∑

(Vi∆Qi + VSi∆Szi)

T

]

, (12)
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where B is the magnetic field. The conservation of Sz in
the reservoirs implies that the magnetic field is uniform
inside each reservoir. Otherwise, the Maxwell equations
would require the field to have a nonzero x or y com-
ponent. The field does not have to be uniform in the
conductor.
It what follows it will be convenient to slightly modify

the notations. We will redefine Vi → Vi − V , where V
is the common electro-chemical potential of all reservoirs
in equilibrium. This will not change the form of Eq.
(12) but will allow us to assume that Vi are small in the
limit of the low voltage bias. On the other hand, VSi

are already small in the limit of the low voltage bias since
spin is not conserved far from the conductor and hence its
chemical potential is zero in a true thermal equilibrium.

III. FLUCTUATION RELATIONS FOR

TRANSPORT COEFFICIENTS

The fluctuation theorem (12) is a relation for the prob-
ability distribution functions which are hard to extract
from experiment. Transport data, such as electric and
spin currents, conductances and noises are among the
most important observables. In this section, we estab-
lish several relations (fluctuation relations) among these
transport quantities from the fluctuation theorem (12).

A. Definitions of transport quantities

Let us begin with the definitions of the transport pa-
rameters. Recall that our system remains in a steady
state for most of the protocol duration τ (Sec. II). Un-
der this assumption, the average electric current Ii and
the average spin current ISi, injected into the conductor
from reservoir i, can be written as

Ii = − lim
τ→∞

1

τ
〈∆Qi〉B,V,VS

, (13)

ISi = − lim
τ→∞

1

τ
〈∆Szi〉B,V,VS

, (14)

where the brackets 〈. . . 〉B,V,VS
mean averaging over the

distribution function P (∆Q,∆Sz ,V,VS ,B). When no
ambiguity arises, we will simply use 〈. . . 〉 instead of
〈. . . 〉B,V,VS

for brevity. In the limit of low voltages, one
can expand Ii and ISi as

Ii =
∑

j

[

GijVj +
∂Ii
∂VSj

VSj

]

+
1

2

∑

jk

∂2Ii
∂Vj∂Vk

VjVk + . . .

(15)

ISi =
∑

j

[

GS
ijVSj +

∂ISi

∂Vj

Vj

]

+
1

2

∑

jk

∂2ISi

∂VSj∂VSk

VSjVSk + . . . ,

(16)

where the derivatives are taken at V = VS = 0. The co-
efficients Gij and GS

ij are the usual multi-terminal con-

ductances and spin conductances. The coefficient ∂Ii
∂VSj

is the linear response of the electric current Ii with re-
spect to a small change in VSj , and similarly for ∂ISi

∂Vj
.

The higher-order derivatives are nonlinear response coef-
ficients.
We are also interested in various cumulants (correla-

tion functions) of the currents. In particular, the noise
of the electric current is defined as

Sij = 2

∫

dtdt′(Ii(t)− Īi)(Ij(t′)− Īj)/τ

= 2

∫

dtdt′[Ii(t)Ij(t′)− ĪiĪj ]/τ, (17)

where the bar means the average with respect to quantum
and thermal fluctuations, and the factor of 2 follows a
convention. The noise SS of the spin current and the
cross-noise Scr between the spin and electric currents are

SS
ij = 2

∫

dtdt′[ISi(t)ISj(t′)− ĪSiĪSj ]/τ, (18)

Scr
ij = 2

∫

dtdt′[Ii(t)ISj(t′)− ĪiĪSj ]/τ. (19)

The third cumulant of the electric current

Cijk =
2

τ

∫

dtdt′dt′′(Ii(t)− Īi)(Ij(t′)− Īj)(Ik(t′′)− Īk)

=
2

τ

∫

dtdt′dt′′
(

IiIjIk − [IiIj Īk + IjIk Īi + IkIiĪj ]

+ 2ĪiĪj Īk

)

. (20)

We would like to emphasize that the third cumulant is
accessible experimentally36.
It is convenient to rewrite the above definitions in

terms of ∆Qi and ∆Szi. The cross-noise between Ii and
Ij can be written as

Sij = lim
τ→∞

2

τ
〈(∆Qi − 〈∆Qi〉)(∆Qj − 〈∆Qj〉)〉 . (21)

Of particular interest are lower-order coefficients in the
Taylor expansion of Sij in the powers of V and VS .
Keeping up to the linear terms in V and VS , we can
approximate Sij by

Sij = lim
τ→∞

2

τ
〈∆Qi∆Qj〉 (22)

To obtain (22) one uses the fact that the average currents
vanish at zero bias, i.e., 〈∆Qi〉/τ is linear in V,VS in the
limit of small V,VS and large τ .
Similarly, in the linear order in V,VS , the noises of

the spin currents ISi and ISj and the cross-noises of Ii
and ISj can be expressed as

SS
ij = lim

τ→∞

2

τ
〈∆Szi∆Szj〉, (23)

Scr
ij = lim

τ→∞

2

τ
〈∆Qi∆Szj〉. (24)
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In the zeroth order in the bias, the third cumulants of
the spin and electric currents can be written as

Cijk = − lim
τ→∞

2

τ
〈∆Qi∆Qj∆Qk〉, (25)

CS
ijk = − lim

τ→∞

2

τ
〈∆Szi∆Szj∆Szk〉. (26)

In the bulk of this paper we will focus on the relations
between the currents Eq.(13,14), noises (22-24) in the lin-
ear order in the bias, and the third cumulants (25, 26)
at zero bias. One can also define higher-order cumulants
and keep their dependence on V,VS to an arbitrary or-

der. However, they are experimentally less relevant. We
discuss higher-order cumulants in Appendix C for com-
pleteness.

B. Derivation of fluctuation relations

We are now ready to use the fluctuation theorem (12)
to establish several fluctuation relations for the transport
coefficients. These relations include the famous Nyquist
formula and the Onsager reciprocal relations for electric
currents, and their generalizations to spin currents.

To begin, we introduce the following piece of notation:

Cn,m(B,V,VS) = lim
τ→∞

1

τ
〈
∏

i

∆Qni

i ∆Smi

zi 〉B,V,VS
= lim

τ→∞

1

τ

∑

∆Q,∆Sz

∏

i

∆Qni

i ∆Smi

zi P (∆Q,∆Sz,V,VS ,B). (27)

This notation allows a compact and simple formulation of the expressions (13, 14, 22-26). Higher-order cumulants
are expressed in terms of combinations of the above quantities (27) with different n,m.
We next consider the Taylor expansion of Cn,m(B,V,VS) near V = VS = 0:

Cn,m(B,V,VS) =
∑

ν,µ

Ln,m
ν,µ (B)

∏

i

(

Vi

T

)νi (VSi

T

)µi

. (28)

The coefficients Ln,m
ν,µ (B) are the transport coefficients that we are interested in. For example, the conductance Gij

equals −TLn,m
ν,µ (B) with ni = νj = 1 and all other entries of n,m,ν,µ vanishing. The spin conductance GS

ij equals
−TLn,m

ν,µ (B) with mi = µj = 1 and all other entries vanishing. The physical meaning of the other coefficients Ln,m

is seen from their relation with various noise cumulants. For example, L
0,mijk

0,0 = −CS
ijk/2, Eq. (26), where the three

nonzero entries in mijk are mi = mj = mk = 1.
Next, we substitute the fluctuation theorem (12) in the right hand side of Eq. (27) and Taylor expand the right

hand side in powers of Vi

T
and VSi

T
. A comparison of this Taylor series with the expansion (28) yields a family of

general relations among the transport coefficients at the opposite orientations of the magnetic field

Ln,m
ν,µ (B) = (−1)

∑
i
(ni+µi)

ν
∑

u=0

µ
∑

w=0

∏

i

(

1

ui!wi!

)

Ln+u,m+w
ν−u,µ−w (−B), (29)

where ν − u denotes the vector with the components νi − ui, and the summation
∑ν

u=0 =
∑ν1

u1=0

∑ν2
u2=0 · · · . In

the following sections, we will use Eq. (29) to extract fluctuation relations for experimental observables in various
settings.

IV. EXAMPLES

We now apply the fluctuation relations (29) to sev-
eral physical systems. Our focus is on relations between
the experimentally most relevant transport quantities, in-
cluding currents, noises and the third cumulants. In this
section we assume that all reservoir temperatures are the
same. The spin Seebeck effect is addressed in the next
section.

A. Two-terminal setup

Let us consider a two-terminal conductor, i.e., a system
with two reservoirs [Fig. 2(a)]. This setting is relevant
for spin-current rectification effect that emerges due to
nonlinear spin transport in a conductor. Fig. 2(b) illus-
trates the spin-current rectifier from Ref. 37. It includes
a quantum wire with an asymmetric potential barrier in
a uniform magnetic field.

First of all, we notice that charge conservation implies
∆Q1 + ∆Q2 = 0. This leads to I1 + I2 = 0. Therefore,
we have three independent currents, I1, IS1, IS2. (Recall
that spin may not be conserved in the conductor. IS1
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and IS2
are defined at the interfaces between the con-

ductor and terminals.) Besides, gauge invariance tells
us that transport quantities depend only on the volt-
age difference V1 − V2 between the reservoirs and not on
the absolute values of their chemical potentials. Thus,
without loss of generality, we are allowed to set V2 = 0.
Therefore, we have three independent biases V1, VS1, VS2

to drive the currents.
Consider linear transport for a warm-up exercise.

From the general fluctuation relation (29), we derive in
Appendix D1 the following relations for the noises

S11(B) = 4T
∂I1(B)

∂V1
, (30)

SS
11(B) = 4T

∂IS1(B)

∂VS1
, (31)

Scr
11(B) = 2T

[

∂I1(B)

∂VS1
+

∂IS1(B)

∂V1

]

, (32)

and the linear conductances

∂I1(B)

∂V1
=

∂I1(−B)

∂V1
, (33)

∂IS1(B)

∂VS1
=

∂IS1(−B)

∂VS1
, (34)

∂I1(B)

∂VS1
= −

∂IS1(−B)

∂V1
, (35)

where all quantities are evaluated at equilibrium V =
VS = 0. The relation (30) is the famous Nyquist for-
mula, and (31-32) are its generalizations for spin currents.
The relation (33) is the Onsager reciprocity relation, and
(34-35) are its generalizations for spin currents. Of par-
ticular interest is the relation (35). It has an additional
minus sign compared to (33) and (34). This additional
sign originates from the fact that spin is odd under time
reversal.

(a)

V1

VS1

V2

VS2

conductor
I1, IS1 I2, IS2

(b)

contact

i = 2i = 1

contact

H aU

quantum wire
U (x)

±V

FIG. 2: (a) Two-terminal setup for charge and spin trans-
port. The arrows represent our convention about the positive
directions of the currents. (b) A spin-current rectifier [from
Ref. 37].

Let us now turn to the nonlinear transport. We show
in Appendix D1 that

C111(B) = 3T
∂S11(B)

∂V1
− 6T 2∂

2I1(B)

∂V 2
1

, (36)

CS
111(B) = 3T

∂SS
11(B)

∂VS1
− 6T 2∂

2IS1(B)

∂V 2
S1

, (37)

C111(B) = T
∂S−

11

∂V1
, (38)

CS
111(B) = T

∂SS,+
111

∂VS1
(39)

and

∂S+
11

∂V1
= 2T

∂2I+1
∂V 2

1

,
∂S−

11

∂V1
= 6T

∂2I−1
∂V 2

1

, (40)

∂SS,+
11

∂VS1
= 6T

∂2I+S1

∂V 2
S1

,
∂SS,−

11

∂VS1
= 2T

∂2I−S1

∂V 2
S1

, (41)

where we use the notation O± = O(B) ± O(−B) for
convenience. Furthermore, we show in Appendix D1 that

−2T
∂2I1(B)

∂V 2
1

=
∂S11(−B)

∂V1
− 4T

∂2I1(−B)

∂V 2
1

, (42)

2T
∂2IS1(B)

∂V 2
S1

=
∂SS

11(−B)

∂VS1
− 4T

∂2IS1(−B)

∂V 2
S1

, (43)

and

−2T
∂2I1(B)

∂V 2
S1

=
∂SS

11(−B)

∂V1
− 4T

∂2IS1(−B)

∂V1∂VS1
, (44)

2T
∂2IS1(B)

∂V 2
1

=
∂S11(−B)

∂VS1
− 4T

∂2I1(−B)

∂VS1∂V1
. (45)

Again, all quantities are evaluated at V = VS = 0. One
can derive an infinite number of additional fluctuation
relations. We focus on the above results because of their
simplicity. In particular, only currents and second noise
cumulants enter Eqs. (40-45)

The relations (36),(38) and (40) for the third cumulant
and nonlinear transport coefficients have been derived
before17, and the relations (37), (39) and (41) are their
generalizations for spin currents. Note that according to
(38), C111(B) is odd under B → −B, while CS

111(B) is
even. We notice that the right hand sides of Eqs. (42-45)
can be obtained by differentiating the differences of the
left and right hand sides of the Nyquist formulas (30,31).
Therefore, Eqs. (42-45) can be understood as relations
between the nonlinear conductances and the degree of
the violation of the Nyquist formulas away from thermal
equilibrium. Finally, it is worth to mention that the odd
parity of spin under time reversal leads to various differ-
ences (not just different signs on the left!) between (38)
and (39), (40) and (41), (42) and (43), and (44) and (45).
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B. Multi-terminal setup

The fluctuation relations for two-terminal setups pre-
sented in the previous subsection can be generalized to
multi-terminal setups. Below, we list the relations anal-
ogous to the above two-terminal relations (see Appendix
D2 for derivations). The three-terminal geometry, il-
lustrated in Fig. 3, is particularly interesting due to its
relevance to transistors38,39.

First of all, the generalizations of the Nyquist formula
read

Sij(B) = 2T

[

∂Ii(B)

∂Vj

+
∂Ij(B)

∂Vi

]

, (46)

SS
ij(B) = 2T

[

∂ISi(B)

∂Vj

+
∂ISj(B)

∂Vi

]

, (47)

Scr
ij (B) = 2T

[

∂Ii(B)

∂VSj

+
∂ISj(B)

∂Vi

]

. (48)

The Onsager reciprocity relations read

∂Ii(B)

∂Vj

=
∂Ij(−B)

∂Vi

, (49)

∂ISi(B)

∂VSj

=
∂ISj(−B)

∂VSi

, (50)

∂Ii(B)

∂VSj

= −
∂ISj(−B)

∂Vi

. (51)

We emphasize the minus sign on the right hand side of
(51). Relations, analogous to (36,37), read

Cijk(B) =T
∂Sij(B)

∂Vk

− 2T 2∂
2Ii(B)

∂Vj∂Vk

+ c.p., (52)

CS
ijk(B) =T

∂SS
ij(B)

∂VSk

− 2T 2 ∂2ISi(B)

∂VSj∂VSk

+ c.p., (53)

where “c.p.” stands for the cyclic permutations of the

1

2

3

FIG. 3: Sketch of a three-terminal setup.

indices i, j, k. Relations analogous to (38) and (39) read

Cijk(B) = T
∂S−

ij

∂Vk

= T
∂S−

jk

∂Vi

= T
∂S−

ki

∂Vj

, (54)

CS
ijk(B) = T

∂SS,+
ij

∂VSk

= T
∂SS,+

jk

∂VSi

= T
∂SS,+

ki

∂VSj

, (55)

and relations analogous to (40) and (41) read

∂S+
ij

∂Vk

+ c.p. = 2T

(

∂2I+i
∂Vj∂Vk

+ c.p.

)

, (56)

∂S−
ij

∂Vk

+ c.p. = 6T

(

∂2I−i
∂Vj∂Vk

+ c.p.

)

, (57)

∂SS,+
ij

∂VSk

+ c.p. = 6T

(

∂2I+Si

∂VSj∂VSk

+ c.p.

)

, (58)

∂SS,−
ij

∂VSk

+ c.p. = 2T

(

∂2I−Si

∂VSj∂VSk

+ c.p.

)

. (59)

The relations analogous to (42, 43) read

∂2Ik(B)

∂Vi∂Vj

= −
1

2T

∂Sij(−B)

∂Vk

+
∂2Ii(−B)

∂Vk∂Vj

+
∂2Ij(−B)

∂Vk∂Vi

,

(60)

∂2ISk(B)

∂VSi∂VSj

=
1

2T

∂SS
ij(−B)

∂VSk

−
∂2ISi(−B)

∂VSk∂VSj

−
∂2ISj(−B)

∂VSk∂VSi

(61)

and the relations analogous to (44, 45) read

∂2Ik(B)

∂VSi∂VSj

= −
1

2T

∂SS
ij(−B)

∂Vk

+
∂2ISi(−B)

∂Vk∂VSj

+
∂2ISj(−B)

∂Vk∂VSi

,

(62)

∂2ISk(B)

∂Vi∂Vj

=
1

2T

∂Sij(−B)

∂VSk

−
∂2Ii(−B)

∂VSk∂Vj

−
∂2Ij(−B)

∂VSk∂Vi

.

(63)

All the quantities above are evaluated at V = VS = 0.
The fluctuation relations hold for any indices i, j, k =
1, . . . , N , where N is the number of the terminals (N = 3
in Fig. 3).

C. Currents of spin-up and -down electrons

We have focused above on the spin and charge currents
and noises. It is also of interest to consider the currents
and noises of spin-up and -down electrons. The latter
currents are just linear combinations of electric and spin
currents. We derive some fluctuation relations in this
language which facilitates the comparison of our results
to those of Ref. 22 in the next subsection.
We will denote the currents of spin-up and -down elec-

trons as Iiα, where α = + corresponds to the spin-up
current and α = − corresponds to the spin-down cur-
rent. The charges of the spin-up and -down electrons in
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reservoir i are Qiα = Qi/2−αeSzi. The conjugate chem-
ical potentials Viα = Vi −

α
2eVSi. Under time-reversal,

Qiα → Qiᾱ, Viα → Viᾱ, where + = −, − = +. The
fluctuation theorem (12) becomes

P (∆Q,V,B) = exp

[

−
V ·∆Q

T

]

P (−∆Q,V,−B),

(64)
where Q and V stay for the vectors with the compo-
nents Qiα and Viα, Q and V are the vectors with the
components Qiᾱ and Viᾱ, and V ·∆Q =

∑

iα Viα∆Qiα.
Below we derive two relations that connect the nonlin-

ear conductance with the noise and the third cumulant.
We sum the right and left hand sides of Eq. (64) over all
possible ∆Q. We get 〈1〉V,B = 1 on the left and expand
the sum on the right to the third order in V. We find

Ciα,jβ,kγ(V = 0,B) = T

[

∂Sjβ,kγ(V = 0,B)

∂Viα

+ c.p.

]

−2T 2

[

∂2Ikγ(V = 0,B)

∂Viα∂Vjβ

+ c.p.

]

,(65)

where c.p. stays for the cyclic permutations of the pairs
of the indices iα, jβ and kγ.
We next use Eq. (64) to compute 〈∆Qiᾱ〉V,B −

〈∆Qiα〉V,−B. We then subtract the right hand side of
the equation from its left hand side and expand to the
second order in V. The result is

Ciᾱ,jβ̄,kγ̄(V = 0,B)− Ciα,jβ,kγ(V = 0,−B) =

T
[∂Siᾱ,jβ̄(V = 0,B)

∂Vkγ̄

+
∂Siᾱ,kγ̄(V = 0,B)

∂Vjβ̄

−
∂Siα,jβ(V = 0,−B)

∂Vkγ̄

−
∂Siα,kγ(V = 0,−B)

∂Vjβ̄

]

. (66)

D. Comparison with existing results

In this section, we compare our result with the existing
work, Refs. 21 and 22, on fluctuation relations for spin
currents and other multi-component currents.
Ref. 21 investigates a multi-component current of time-

reversal-invariant quantities. At the same time, we em-
ploy the fact that spin is odd under time reversal. This
fact manifests itself in the sign factor (−1)

∑
i
(ni+µi) in

the general expression (29) and in the sign factors in
the fluctuation relations (35), (51), etc. If spin were even
the sign factor in (29) would be (−1)

∑
i
(ni+mi). Note

that Ref. 21 derives a similar relation to (D7) but with
no minus sign [the minus sign in (D7) is carried over to
(35)]. This illustrates the difference of the fluctuation
relations for spin currents from the fluctuation relations
for multi-components currents of time-reversal-invariant
quantities.
In Ref. 22, the authors derived several fluctuation re-

lations for spin current without using microreversibility.

In contrast, our derivation depends heavily on microre-
versibility. For a detailed discussion of microreversibility,
see Appendix A.
Our relation (65) is similar to the fluctuation relations

from Refs. 22,23 and could be obtained without the use
of microreversibility. On the other hand, Eq. (66) is
new and could not be obtained with the methods of Refs.
22,23. Indeed, summing Eq. (66) over all possible choices
of the spin indices and taking the limit V = V, one
reproduces a fluctuation relation in Ref.17 for electric
currents. The latter relation cannot be obtained without
microreversibility and the same is true for our result (66).

V. THERMOSPIN TRANSPORT

We have assumed identical temperatures in the reser-
voirs in the above discussion. In this section, we consider
the case of the reservoirs at different temperatures. The
temperature gradient leads to the spin Seebeck effect9–11.
In the ordinary Seebeck effect, an electric current flows
between two conductors at the same voltage but different
temperatures. In the absence of the symmetry between
the two projections of spin, the currents of spin-up and
-down electrons in response to a thermal gradient are not
the same. Thus, a spin current is generated.
Let us start with extending the fluctuation theorem

(12) to the case of the reservoirs with different tempera-
tures. Consider the same setup as in Sec. II, a conductor
attached to several large reservoirs. The reservoirs are
maintained at different temperatures Ti, different electro-
chemical potentials Vi, and different spin chemical poten-
tials VSi. We follow the same measurement protocol as
before: we measure the total energy, total charge and
the z-component of the total spin of each reservoir be-
fore and after an evolution period τ . Following a similar
derivation to the one in Sec. II, one can show that

P (∆E,∆Q,∆Sz,T,V,VS ,B)

P (−∆E,−∆Q,∆Sz,T,V,−VS ,−B)

= exp

[

∑

i

(βi∆Ei + ξi∆Qi + ζi∆Szi)

]

, (67)

where P is the probability distribution function for ob-
serving the change ∆Ei of the energy, the change ∆Qi of
the charge, and the change ∆Szi of the z-component of
the spin in reservoir i during the evolution period τ , with
given Ti, Vi, VSi and the magnetic field B. The quanti-
ties βi, ξi, ζi are defined as βi = 1/Ti, ξi = −Vi/Ti and
ζi = −VSi

/Ti.
We are now in the position to derive fluctuation rela-

tions for thermospin transport. One can derive as many
relations as in Sec. IV. We will focus only on the rela-
tions that crucially depend on the odd parity of spin. As
a warming up exercise, we consider the Onsager relations
in linear transport. A detailed discussion of the Onsager
relations in the spin Seebeck effect can be found in Ref.
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10. The approach of Ref. 10 is very different from ours
and builds on the Landauer-Büttiker formalism.

The average heat current, injected into the conductor
from reservoir i, is given by

Ihi = − lim
τ→∞

1

τ
〈(∆Ei − Vi∆Qi − VSi∆Szi)〉B,T,V,VS

.

(68)
This definition reflects the fact that only the excess en-
ergy change ∆Ei − Vi∆Qi − VSi∆Szi is dissipated into
heat; Vi∆Qi+VSi∆Szi can be thought of as the potential
energy. We also find it convenient to define the energy
currents

IEi = − lim
τ→∞

1

τ
〈∆Ei〉B,T,V,VS

. (69)

Let us now consider Eq. (67) in the limit of zero voltage
bias, ξi = 0. Eq. (67) has now the same structure as Eq.
(12) with βi in place of −Vi/T and ζi in place of −VSi/T .
It follows from the analogy with Eq. (35) that

∂IEi
(B)

∂ζj
= −

∂ISj(−B)

∂βi

, (70)

where the derivatives are taken at equilibrium: VSi = 0
and Ti = T . Making use of the connection between βi, ζi
and Ti, VSi, the definition of Ihi and the fact that spin
currents vanish in equilibrium, we obtain the Onsager
relation

∂Ihi(B)

∂VSj

= −T
∂ISj(−B)

∂Ti

. (71)

Note that the right hand side describes the linear spin
Seebeck effect, while the left hand side describes the lin-
ear inverse spin Seebeck effect.

We now turn to the nonlinear Seebeck effect and thus
go beyond Ref. 10. Below we establish relations analo-
gous to (62) and (63). Again, we make use of the simi-
larity between the fluctuation theorems (12) and (67) in
the case of ξi = 0. Taking Eq. (62) and making the sub-
stitutions −Vi/T → βi, −VSi/T → ζi and Ii → IEi, we
find that

∂2IEk(B)

∂ζi∂ζj
=

1

2

∂SS
ij(−B)

∂βk

+
∂2ISi(−B)

∂βk∂ζj
+

∂2ISj(−B)

∂βk∂ζi
.

(72)
Using the definition of Ihi and the connection between
βi, ζi and Ti, VSi, we obtain the relation

1

T

∂2Ihk(B)

∂VSi∂VSj

= −
1

2T

∂SS
ij(−B)

∂Tk

+
∂2ISi(−B)

∂Tk∂VSj

+
∂2ISj(−B)

∂Tk∂VSi

.

(73)
where the derivatives are computed at Vi = VSi = 0
and Ti = T . During the derivation, several terms are
cancelled due to the Onsager relation (34). By similar
arguments, it follows from (63) and (48) that

T
∂2ISk(B)

∂Ti∂Tj

+ 2δij
∂ISk(B)

∂Tj

=
1

2T 2

∂Sh
ij(−B)

∂VSk

−
∂2Ihi(−B)

∂VSk∂Tj

−
∂2Ihj(−B)

∂VSk∂Ti

(74)

where Sh
ij is the cross noise between the heat currents

Ihi and Ihj . The right hand sides of (73) and (74) differ
by a minus sign, which again manifests the odd parity
of spin under time reversal. We note that there is an
additional term proportional to δij on the left hand side
of (74) compared to (73).

VI. SUMMARY

In conclusion, we prove a general fluctuation theorem
for spin currents. It imposes a great number of restric-
tions on transport coefficients and fluctuations of the
spin, charge and heat currents in linear and nonlinear
transport. We have focused on the fluctuation relations
for currents, noises and third cumulants, and their lower
order derivatives. Several relations for the transport,
driven by the gradients of chemical potentials, are derived
in Sec. IVA and Sec. IVB. Sec. V addresses thermospin
transport.

Our derivation relies on the combination of microre-
versibility with the assumption that the z-component of
spin conserves approximately in large parts of the reser-
voirs near the conductor. If the latter assumption does
not hold then it may not be even meaningful to speak
about the spin currents, injected from the reservoirs into
the conductor. Note that very long spin-coherence times
have been reported for donor spins in silicon35.

Our results do not depend on a particular model and
thus apply to many systems. One example is the spin
current rectifier12,37. Since our fluctuation relations are
exact, they can be employed for testing approximations
in theoretical calculations.

The discussion in the preceding sections is most di-
rectly connected with mesoscopic conductors that can
carry both spin and electric currents. At the same time,
the presence of an electric current is not essential for
the validity of our results. They also apply to pure spin
currents. For example, our fluctuation relations hold for
spin diffusion in insulators40. The above calculations as-
sume that the spin current is carried by particles with
spin 1/2. It is straightforward to extend our results to
higher spins. Another interesting setting is topological
matter with chiral transport20. We expect our fluctu-
ation relations to simplify considerably in such systems
since chirality implies the vanishing of many transport
coefficients19. A simple example is discussed in Appendix
E.
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Appendix A: Microreversibility

The principle of microreversibility is expressed by Eq.
(9). Its physical meaning is simple: after reversing the
directions of the magnetic field and the velocities and
spins of all particles, the system traces its evolution back-
wards in time. This is a straightforward consequence of
the laws of quantum mechanics. At the same time, the
calculations23,24, based on the Landauer-Büttiker formal-
ism, seem to conflict with the principle. In this section
we clarify the origin of the conflict. We will see that
while the Landauer-Büttiker formalism works well in the
linear response regime, its application to fluctuations in
nonlinear transport faces challenges.
The Landauer-Büttiker formalism32 uses a single-

particle language. Electrons are treated as non-
interacting particles in a self-consistent electrostatic po-
tential. The self-consistent potential is different for the
opposite directions of the magnetic field41,42. The ori-
gin of that asymmetry is illustrated in Fig. 4. In that
example, charged particles enter the conductor through
terminal 1. Their trajectories depend on the magnetic
field. Depending on its sign, the particles exit through
terminal 2 or 3. The average charge density ρ(r,B)
is nonzero only along the particle trajectories. Hence,
ρ(r,B) 6= ρ(r,−B). Since the self-consistent electrostatic
potential φ is determined by the charge density,

φ(r,B) 6= φ(r,−B). (A1)

The central quantity in the Landauer-Büttiker formal-
ism is the single-particle scattering matrix32. Refs. 23,24
compare the scattering amplitude from the initial state
with the momentum ki to the final state with the mo-
mentum kf for an electron in the magnetic field B in the
self-consistent potential φ(r,B) with the “time-reversed”
scattering amplitude from the state with the momen-
tum −kf to the momentum −ki in the field −B in the
potential φ(r,−B). If the two self-consistent potentials

1

2

3

× × × ×

× × ×

× ×

×

1

2

3

FIG. 4: Trajectories of particles in opposite magnetic fields.

φ(r,B) and φ(r,−B) equaled the two scattering ampli-
tudes would be complex conjugate. Eq. (A1) implies
that they are not in fact complex conjugate. This was
interpreted as microreversibility breaking23. Indeed, the
calculations23,24 with such scattering amplitudes contra-
dict the results from microreversibility17.
The origin of this apparent breakdown can be best un-

derstood if we forget about quantum mechanics and con-
sider a classical many-body system. Let us first use a self-
consistent approximation. We find a self-consistent elec-
trostatic potential φ(r,B) and consider separately the
motion of each electron in this potential. Let us now
reverse the direction of the final velocity of the elec-
tron and the direction of the magnetic field B → −B.
If the self-consistent potential remained the same then
the electron would trace the same trajectory backwards.
A different self-consistent potential φ(r,−B) implies a
different trajectory, i.e., microreversibility breaks down.
How does this compare with the exact solution of the
equations of motion of a many body system? The po-
tential energy of a system of electrons depends only on
their positions and does not depend on the magnetic
field. It follows then easily that after one reverses the
magnetic field and the velocities of all electrons then
each electron traces its trajectory backwards, exactly
as the microreversibility principle demands. In other
words, microreversibility breaking is an artifact of the
single-particle self-consistent approximation inherent to
the Landauer-Büttiker formalism. Microscopic calcula-
tions for many-body quantum-mechanical models beyond
the Landauer-Büttiker approximation27,28 do agree with
the predictions17 from microreversibility for charge trans-
port. The goal of this work is to investigate the conse-
quences of microreversibility for nonlinear spin transport.
The above discussion shows that a magentic field does

not destroy microrevesibilty if it is present without a
magnetic field. Microrevesibility without a magnetic field
has been addressed by many authors14,43–45. The results,
based on microreversibility, can be expected to apply in
a Hamiltonian system, where the conductor can only ex-
change energy with the reservoirs. This condition cannot
be relaxed if the reservoirs are maintained at different
temperatures. When all temperatures are the same such
energy conservation is no longer necessary. Indeed, the
insulating enviroment can be included into one of the
reservoirs in all derivations. Another condition remains
crucial for the validity of our results even when all tem-
peratures equal as discussed in Refs. 20,46: the charge
transfer must be small in the detector that probes the
system. Otherwise the fluctuation relation is modifed46.

Appendix B: Detection of spin currents IS and

chemical potentials VS.

In order to connect our results with spintronic exper-
iments, we briefly review the ways to measure the spin
currents ISi and spin chemical potentials VSi in this ap-
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reservoir

q
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(a) (b)

µ↓
µ↑

E↓

E↑

µ

FIG. 5: Detecting spin chemical potentials. (a) A quantum
wire proximate to the reservoir as a probe. (b) Schematics
of the energy subbands of the wire and the relative values of
different energies.

pendix.
Detecting spin currents is of crucial importance for

spintronics and numerous methods to do so where im-
plemented and/or proposed. Examples include the
use of the spin-current induced Hall effect47, magnetic
resonance48 and optical techniques49. The measurement
of the chemical potentials VS reduces to the measurement
of electric and spin currents. Below we discuss one way
to extract VS from currents.
The setup is illustrated in Fig. 5. A quantum wire is

brought close to reservoir i so that electrons can tunnel
between the wire and reservoir. As discussed below, the
tunneling current contains information about the chemi-
cal potentials µ↑ = −eV↑ and µ↓ = −eV↓ of the spin-up
and -down electrons in the reservoir. VS can be computed
from VS = µ↑ − µ↓.
Since we are interested in a situation with an external

magnetic field, the lowest subband in the wire is split
into the spin-up and -down subbands [Fig. 5(b)]. Let us
assume that the band bottom E↑ for spin-up electrons is
lower than the band bottom E↓ for spin-down electrons.
We will assume that the electro-chemical potential µ of
the wire is the same for the spin-up and -down electrons
and stays between E↑ and E↓. We will also assume that
the temperature T ≪ E↓ − E↑. Then only the lower
spin-up subband is populated. Our main focus is on the
limit of small VS . By changing the electric potential of
the wire, the chemical potential µ can be made close to
µ↑. In view of the smallness of VS this implies that the
chemical potential µ↓ of the spin-down electrons in the
reservoir is also close to µ. In such situation we expect
no tunneling of spin-down electrons between the wire and
the reservoir. On the other hand, the tunneling of spin-
up electrons disappears only at µ = µ↑. Thus, a zero
total tunneling current indicates µ = µ↑. This gives a
way to measure the chemical potential µ↑ solely from a
measurement of an electric current.
In order to find VS one also needs to measure µ↓. This

can be accomplished in one of two ways. One can use
another quantum wire with an opposite g-factor. In such
wire the order of the spin-split subbands reverses and
thus an electrical current measurement yields µ↓. Alter-
natively, one can work with the same quantum wire as in

the first experiment. By changing the electric potential
and the charge density of the wire, one drives the chem-
ical potential µ so that µ lies above both band bottoms
E↑ and E↓. In such situation and focusing on the regime
µ ≈ µ↑ ≈ µ↓, there is a tunneling current of spin-down
electrons unless µ = µ↓. In that point, the tunneling cur-
rent is fully spin-polarized. The polarization of the carri-
ers can be determined by a simultaneous measurement of
the spin and electric currents between the reservoir and
wire. This can be used to deduce µ↓.

Appendix C: Higher-order cumulants and

generating function

In this appendix, we briefly describe higher-order cu-
mulants of the heat, electric and spin currents. We con-
sider a general case that the reservoirs have different tem-
peratures, as well as different electric and spin chemical
potentials. In general, cumulants can be defined through
the generating function, given by

F(x,y, z,T,V,VS ,B) =

lim
τ→∞

1

τ
ln

{

∑

∆E,∆Q,∆Sz

e−(
∑

i
xi∆Ei+yi∆Qi+zi∆Szi)

× P (∆E,∆Q,∆Sz,T,V,VS ,B)

}

. (C1)

where the bold symbols x,y, z,T,V,VS are vectors,
e.g., x = (x1, x2, . . . , xN ), and N is the total number
of the reservoirs.
The nth order cumulants of heat currents are given by

Ch
ij...k = (∂xi

− Vi∂yi
− VSi∂zi)(∂xj

− Vj∂yj
− VSj∂zj)

. . . (∂xk
− Vk∂yk

− VSk∂zk)F(x,y, z,T,V,VS ,B)
(C2)

where x,y, z are eventually set to 0 after the derivatives
are taken. The number of the indices i, j, . . . , k is n, and
the indices may or may not be the same. The nth order
cumulants of electric currents are given by

Cij...k = ∂yi
∂yj

. . . ∂yk
F(x,y, z,T,V,VS ,B) (C3)

and the nth order cumulants of spin currents are given
by

CS
ij...k = ∂zi∂zj . . . ∂zkF(x,y, z,T,V,VS ,B) (C4)

where again x,y, z are eventually set to 0 after the
derivatives are taken. In general, one can define various
cross cumulants of heat, electric and spin currents by cer-
tain combinations of the derivatives (∂xi

−Vi∂yi
−VSi∂zi),

∂yj
and ∂zk . Note that the noises and third cumulants

in (17-26) differ from the above definitions by a conven-
tional factor of 2.
General fluctuation relations can be obtained for

higher order cumulants, though they are less relevant to
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experiments. The fluctuation theorem (67) can be trans-
lated into a symmetry of the generating function, given
by

F(x,y, z,T,V,VS ,B) =

F(β − x, ξ − y, z − ζ,T,V,−VS ,−B), (C5)

where β is the vector with the entry βi = 1/Ti, ξ is the
vector with the entry ξi = −Vi/Ti, and ζ is the vector

with the entry ζi = −VSi/Ti. To obtain the fluctuation
relations, one can perform the Taylor expansion of the
generation function F on both sides of Eq. (C5) around
x = y = z = V = VS = 0 and Ti = T . Comparing
the Taylor coefficients on the two sides, in principle, one
can obtain an infinite number of fluctuation relations.
In the main text, we instead use Eq. (29) to derive the
fluctuation relations for the lower order cumulants.

Appendix D: Derivation of fluctuation relations from Section IV

In this appendix, we provide derivations for some of the relations, listed in Sec. IV, from the general expression
(29).

1. Derivation of two-terminal relations

To prove the two-terminal relations (30)-(45), we start with a simple helpful identity 〈∆Q0∆S0
z 〉 = 1. As a

consequence,

L0,0
ν,µ = δν,0δµ,0. (D1)

As mentioned in Sec. IVA, in the two-terminal setup, charge conservation makes ∆Q2 dependent on ∆Q1 and the
gauge invariance principle allows us to set V2 = 0. So, we can omit the indices n2 and ν2, and use a shorter notation
Ln1m1m2

ν1µ1µ2
instead of the full notation Ln,m

ν,µ .

Let us derive (30) and (33). Taking the left hand side of (29) to be L200
000(B), L100

100(B), L000
200(B) respectively, we have

L200
000(B) = L200

000(−B), (D2)

L100
100(B) = −L100

100(−B)− L200
000(−B),

L000
200(B) = L000

200(−B) + L100
100(−B) +

1

2
L200
000(−B).

Making use of (D1), we obtain

L200
000(B) = −2L100

100(B), (D3)

L100
100(B) = L100

100(−B). (D4)

With the definition (28) of L and the definitions given in Sec. III A, we can identify L200
000 = S11/2, L

100
100 = −T∂I1/∂V1.

One immediately obtains (30), (33) from (D3), (D4). Similarly, we obtain (31), (34) by taking the left hand side of
(29) to be L020

000(B), L010
010(B), L000

020(B).
To derive (32) and (35), we take the left hand side of (29) to be L110

000(B), L100
010(B), L010

100(B) and L000
110(B) respectively.

We then have

L110
000(B) = −L110

000(−B), (D5)

L100
010(B) = L100

010(−B) + L110
000(−B),

L010
100(B) = L010

100(−B) + L110
000(−B),

0 = L000
110(B) = −L000

110(−B)− L100
010(−B)− L010

100(−B)− L110
000(−B),

and hence

L110
000(B) = −L100

010(B)− L010
100(B). (D6)

L100
010(B) = −L010

100(−B). (D7)

With the identifications L110
000 = Scr

11/2, L
100
010 = −T∂I1/∂VS1, and L010

100 = −T∂IS1/∂V1, we immediately obtain (32),
(35) from (D6), (D7).
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As an aside, we find that S11(B) = S11(−B) and Scr
11(B) = −Scr

11(−B) from the equations (D2) and (D5) respec-
tively. A similar relation SS

12(B) = SS
12(−B) holds.

Next, we derive relations for nonlinear coefficients and the third cumulants. We first prove (36), (38), (40) and
(42). Taking the left hand side of (29) to be L300

000(B), L200
100(B), L100

200(B), L100
300(B) respectively, we have

L300
000(B) = −L300

000(−B),

L200
100(B) = L200

100(−B) + L300
000(−B), (D8)

L100
200(B) = −L100

200(−B)− L200
100(−B)−

1

2
L300
000(−B),

0 = L000
300(B) = L000

300(−B) + L100
200(−B) +

1

2
L200
100(−B) +

1

6
L300
000(−B),

With the equation (D1) and with some computation, we arrive at

L300
000(B) = −3L200

100(B)− 6L100
200(B),

L200
100(B) + L200

100(−B) = −2
[

L100
200(B) + L100

200(−B)
]

,

L200
100(B)− L200

100(−B) = −6
[

L100
200(B)− L100

200(−B)
]

,

2L100
200(B) = L200

100(−B) + 4L100
200(−B).

Recognizing that 2L300
000 = −C111, 2L

200
100 = T∂S11/∂V1, and 2L100

200 = −T 2∂2I1/∂V
2
1 , we immediately obtain (36), (38),

(40) and (42) from (D8) and the above four equations.
To derive (37), (39), (41) and (43), we consider the following consequences of (29)

L030
000(B) = L030

000(−B),

L020
010(B) = −L020

010(−B)− L030
000(−B),

L010
020(B) = L010

020(−B) + L020
010(−B) +

1

2
L030
000(−B),

L000
030(B) = −L000

030(−B)− L010
020(−B)−

1

2
L020
010(−B)−

1

6
L030
000(−B).

Similarly, we are able to obtain

L030
000(B) = −3L020

010(B)− 6L010
020(B),

L020
010(B) + L020

010(−B) = −6
[

L010
020(B) + L010

020(−B)
]

,

L020
010(B)− L020

010(−B) = −2
[

L010
020(B)− L010

020(−B)
]

,

2L010
020(B) = −L020

010(−B)− 4L010
020(−B).

Then, the relations (37), (39), (41) and (43) immediately follow.
Finally, we prove (44) and (45). Consider the consequences from (29)

L100
020(B) = −L100

020(−B)− L110
010(−B)−

1

2
L120
000(−B),

L000
120(B) = L000

120(−B) + L010
110(−B) +

1

2
L020
100(−B) + L100

020(−B) + L110
010(−B) +

1

2
L120
000(−B),

L010
200(B) = L010

200(−B) + L110
100(−B) +

1

2
L210
000(−B),

L000
210(B) = −L000

210(−B)− L100
110(−B)−

1

2
L200
010(−B)− L010

200(−B)− L110
100(−B)−

1

2
L210
000(−B).

It follows that

L100
020(B) = L010

110(−B) +
1

2
L020
100(−B), (D9)

L010
200(B) = −L100

110(−B)−
1

2
L200
010(−B). (D10)

Recalling that 2L100
020 = −T 2∂2I1/∂V

2
S1, L

010
110 = −T 2∂2IS1/∂V1∂VS1, 2L

020
100 = T∂SS

11/∂V1, 2L
010
200 = −T 2∂2IS1/∂V

2
1 ,

L100
110 = −T 2∂I1/∂V1∂VS1 and 2L200

010 = T∂S11/∂VS1, we immediately obtain (44) and (45).
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2. Derivation of multi-terminal relations

The derivations of the multi-terminal relations (46)-(63) are very similar to the derivations in the two-terminal case.
Below we show derivations for some representative relations. The rest can be derived in essentially the same way.
Let us derive the relations (48) and (51). Let i be an integer vector with the i-th entry being 1 and the other entries

being 0. The notations j,k, . . . are similarly defined. According to the general expression (29), we have

L0,j
i,0 (B) = L0,j

i,0 (−B) + Li,j
0,0(−B), (D11)

Li,0
0,j(B) = Li,0

0,j(−B) + Li,j
0,0(−B), (D12)

L0,0
i,j (B) = −L0,0

i,j (−B)− Li,0
0,j(−B)− L0,j

i,0 (−B)− Li,j
0,0(−B). (D13)

Using the identity (D1), we find

Li,j
0,0(B) = −Li,0

0,j(B)− L0,j
i,0 (B),

Li,0
0,j(B) = −L0,j

i,0 (−B). (D14)

Recall that Li,j
0,0 = Scr

ij /2, L
i,0
0,j = −T∂Ii/∂VSj and L0,j

i,0 = −T∂ISj/∂Vi. We immediately obtain (48) and (51).

Let us also derive (53), (55), (58), (59) and (61). For simplicity, we assume i 6= j 6= k. However, the final result
does not depend on this assumption. According to the general expression (29), we have

L0,i+j
0,k (B) = −L0,i+j

0,k (−B)− L0,i+j+k
0,0 (−B), (D15)

L0,i
0,j+k(B) = L0,i

0,j+k(−B) + L0,i+j
0,k (−B) + L0,i+k

0,j (−B) + L0,i+j+k
0,0 (−B),

L0,0
0,i+j+k(B) = −L0,0

0,i+j+k(−B)− L0,i
0,j+k(−B)− L0,j

0,k+i(−B)− L0,k
0,i+j(−B)

− L0,i+j
0,k (−B)− L0,j+k

0,i (−B)− L0,i+k
0,j (−B)− L0,i+j+k

0,0 (−B).

Using the relations, obtained from the above by cyclic permutations of the indices i, j,k and the identity (D1), it is
not hard to show that

L0,i+j+k
0,0 (B) = −L0,i

0,j+k(B)− L0,i+j
0,k (B) + c.p.,

where c.p. stands for cyclic permutations of the indices i, j,k, and
[

L0,i+j
0,k (B) + c.p.

]

+
[

L0,i+j
0,k (−B) + c.p.

]

=− 3
{[

L0,i
0,j+k(B) + c.p.

]

+
[

L0,i
0,j+k(−B) + c.p.

]}

,
[

L0,i+j
0,k (B) + c.p.

]

−
[

L0,i+j
0,k (−B) + c.p.

]

=−
{[

L0,i
0,j+k(B) + c.p.

]

−
[

L0,i
0,j+k(−B) + c.p.

]}

,

L0,i
0,j+k(B) =− L0,j+k

0,i (−B)− L0,j
0,k+i(−B)− L0,k

0,i+j(−B).

Recall that 2L0,i+j+k
0,0 = −CS

ijk, 2L
0,i+j
0,k = T∂SS

ij/∂VSk and L0,i
0,j+k = −T 2∂2ISi/∂VSi∂VSj . We immediately obtain

(53), (58), (59) and (61). The relation (55) follows from (D15).
Finally, we derive the relation (62). According to the general expression (29), we have

Lk,0
0,i+j(B) = −Lk,0

0,i+j(−B)− Lk,i
0,j(−B)− Lk,j

0,i (−B)− Lk,i+j
0,0 (−B), (D16)

L0,0
k,i+j(B) = L0,0

k,i+j(−B) + L0,i
k,j(−B) + L0,j

k,i(−B) + L0,i+j
k,0 (−B)

+ Lk,0
0,i+j(−B) + Lk,i

0,j(−B) + Lk,j
0,i (−B) + Lk,i+j

0,0 (−B). (D17)

where we have assumed i 6= j for simplicity, but the final result holds even if i = j. Using the identity (D1) and
adding the above two equations, we obtain

Lk,0
0,i+j(B) = L0,i+j

k,0 (−B) + L0,i
k,j(−B) + L0,j

k,i(−B). (D18)

Recalling that 2L0,i+j
k,0 = T∂SS

ij/∂Vk, L
k,0
0,i+j = −T 2∂2Ik/∂VSi∂VSj and L0,j

k,i = −T 2∂2ISj/∂Vk∂VSi, we immediately

obtain (62).

Appendix E: Spin transport in a quantum Hall

system.

In this appendix we briefly consider an example of a
chiral system. In chiral systems there is transport in

one direction only, e.g., clockwise. Chiral transport re-
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sults in a ‘stronger’ casualty then usual: Not only past
does not depend on the future but also what happens up-
stream does not depend on what happens downstream.
Such stronger causality principle greatly simplifies the
fluctuation relations and leads to stronger restrictions on
transport coefficients than in non-chiral systems18–20.
Our example is illustrated in Fig. 6. We consider a

two-dimensional electron gas in a strong magnetic field
in the integer quantum Hall regime with the filling factor
ν = 1. The bulk of the sample is gapped and all transport
occurs on the edges. There is also tunneling into conduc-
tor C. The source S and the drain D are maintained at
the same temperature T and voltage V . There is a volt-
age and temperature gradient between S and C. We are
interested in the spin current IC , flowing into C, and the
spin current noises SD and SC , detected in D and C. The
current is fully polarized at ν = 1. Thus, the spin cur-
rent IS = −I/2e. Hence, a non-equilibrium fluctuation-
dissipation theorem for spin currents and noises can be
deduced from the results for the noises of the charge

currents18–20:

SD = SC +
2T

e

∂IC
∂V

+
T

2π
. (E1)

Note that Eq. (E1) relates quantities defined at the same
magnetic field. Note also that Eq. (E1) holds in the
nonlinear transport regime, i.e., at a finite voltage drop
V − VC .

D S

C

IC

VV

VC

FIG. 6: Three-terminal quantum Hall setup.
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Rozkotová. P. Nemec, V. Novák, J. Sinova, and T. Jung-
wirth, Science 330, 1801 (2010).

40 N. Bloembergen, Physica 15, 386 (1947).
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