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We develop a formalism to study indirect resonant inelastic x-ray scattering (RIXS) in systems
with itinerant electrons, accounting for the attraction between valence electrons and the positively-
charged core hole exactly, and apply this formalism to the hole-doped cuprate superconductors. We
focus on the relationship between RIXS lineshapes and band structure, including broken symmetries.
We show that RIXS is capable of distinguishing between competing order parameters, establishing
it as a useful probe of the pseudogap phase.
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I. INTRODUCTION

The state of the underdoped cuprates above the su-
perconducting transition temperature is an outstanding
puzzle in the field of high-temperature superconductiv-
ity. Many different types of order1–12 have been hypoth-
esized to coexist or compete with superconductivity and
to explain pseudogap behavior in which the density of
states is depleted around the Fermi energy. These po-
tential phases are difficult to detect because, with the
exception of charge density wave (CDW) and spin den-
sity wave (SDW) in certain cuprates at specific dopings,
they exhibit dynamic fluctuations and spatial inhomo-
geneity5,13. These fluctuations smear the signatures of
potential order parameters and render them undetectable
by quasistatic probes that effectively average over time
scales longer than those of fluctuations. Resonant inelas-
tic x-ray scattering (RIXS) can overcome this obstacle
because its time scale is bounded by the finite lifetime
(roughly (250 meV)−1 ≈ 1 fs) of an intermediate state
core hole due to Auger decay and other processes. Es-
sentially, RIXS can take instantaneous snapshots of fluc-
tuating short-range order. However, there exists little
theory for RIXS in systems with itinerant electrons; in
particular, it is not clear how RIXS can be used to probe
competing orders, such as those that appear (and are hy-
pothesized to exist) in the normal phase of the cuprate
superconductors35. In this paper we show that indirect
RIXS, in which one measures the effect of a positively-
charged transient core hole on the valence band Fermi
sea, is sensitive to changes in the particle-hole excita-
tion spectrum induced by many of the most commonly
considered order parameters proposed for the peudogap
phase. We show that it is possible to detect and dis-
tinguish different order parameters, for example charge
density waves, antiferromagnetism, and the hypothesized
d-density wave4. We derive a formula for indirect RIXS
in systems with itinerant electrons, accounting exactly
for the core hole potential acting on valence electrons.

II. THEORETICAL FORMALISM

In indirect RIXS a photon is absorbed and causes a
transition of a core electron to an excited band above the
valence band, leaving behind a positively-charged core
hole. In the cuprates, the most commonly-used transi-
tion is 1s → 4p. The excited band is generally weakly-
interacting; in cuprates this occurs because it is derived
from a delocalized 4p orbital. Thus the excited electron
does very little in indirect RIXS except re-fill the core
hole and emit a scattered photon. The interesting ac-
tion is the effect of the core hole on the electrons in
the valence band, which in a conducting system is to
generate particle-hole “shake-up” pairs. When one mea-
sures the energy difference ∆ω and momentum difference
∆q between the incident and scattered photons, one is
measuring the dispersion of shake-up pairs. The spectral
weights of shake-up processes at different energy and mo-
menta reveal the joint density of states of particles and
holes, which in turn sheds light on quasiparticle disper-
sions modified by different types of order.

The intensity for incident x-rays of momentum qi and
energy ωi to be scattered into outgoing momentum qf =
ki + ∆k and energy ωf = ωi−∆ω is calculated from the
familiar Kramers-Heisenberg formula14

I ∝
∑
f

∣∣∣∣∣∑
n

〈f |T |n〉〈n|T †|i〉
ωi + En − Ei + iΓ

∣∣∣∣∣
2

δ(Ef − Ei −∆ω), (1)

where |i(n, f)〉 are the initial (intermediate, final) states
with energies Ei(n,f), 1/Γ is the lifetime of the inter-

mediate state core hole, and T † =
∑
m e

qi·Rmsmp
†
m,

T =
∑
m e
−qi·Rms†mpm are transition operators. This

notation reflects the 1s→ 4p indirect RIXS in the high-
Tc cuprates. We assume momentum-independent dipole
matrix elements and leave polarization dependence im-
plicit15. The attractive potential due to the core hole is
most easily accounted for by switching to the time do-
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main16,17, where we have

I ∝
∑
m,n

ei∆q·(Rn−Rm)

∫ ∞
−∞

ds

∫ ∞
0

dt

∫ ∞
0

dτ

eiωi(t−τ)−is∆ω−Γ(t+τ)Smn, (2)

where

Smn =
〈
eiH0τpne

−iHnτp†ne
iH0spme

iHmtp†me
−iH0(t+s)

〉
.

(3)
Eq. (3) is a Keldysh-like integral describing the history
of absorption and emission events separated by time evo-
lution operators. Since the core hole is immobile and has
a constant energy that can be absorbed into ωi we are
able to remove via H → Hm(n) ≡ H0 + Vm(n), where
H0 = Hd +Hp is the Hamiltonian of valence d electrons
and the p band and Vm is the potential due to the core
hole at site m that acts on valence electrons. As the 4p
band is highly dispersive we assume that 4p electrons do
not interact with the core hole or the valence band; this
is the usual “spectator” approximation18. Therefore, the
d and p bands are separable and the 4p contribution to
Eq. (3) reduces to a product of Green functions:

Smn = Gnnp (τ)Gmmp (−t)×〈
eiHdτe−iHd,nτeiHdseiHd,mte−iH0(t+s)

〉
, (4)

where Gnnp (t) = 〈0|pn(t)p†n(0)|0〉 is an easily-calculated
single-particle quantity. We note that by Eq. (2) Smn
is measurable as the Fourier transform of the intensity.
Given the form of Smn as a Keldysh-like correlator it is
intuitively clear that it may reveal the real-space struc-
ture of H. We will discuss this point further below.

Following a recent analysis of direct RIXS19 we treat
the valence band as a system of non-interacting quasi-
particles, which is valid when the quasiparticle lifetime
is long compared to the core hole lifetime 1/Γ. In
the cuprates Γ ≥ 250 meV, which exceeds quasipar-
ticle widths even quite far from the the Fermi sur-
face. Many-body averages of products of exponenti-
ated quadratic operators such as in Eq. 4 have been dis-
cussed in numerous works17,20–23. The standard formula〈
eZ
〉

= det
[
(1− N̂) + ezN̂

]
, where uppercase ‘Z’ de-

notes a quadratic many-body operator and lowercase ‘z’

denotes its matrix elements Z = d†izijdj and N̂ is the
Fermi occupation operator, gives

Smn(t, s, τ) = Gnnp (τ)Gmmp (−t) det
[(

1− N̂
)

+eihdτe−ihd,nτeihdseihd,mte−ih0(t+s)N̂
]
, (5)

where N̂ ≡
(
1 + eH0/kBT

)−1
and Hd = d†i

(
Ĥd

)
ij
dj . To

handle spin, we let m → (m,σ) represent a combined
site and spin index and replace the basis {i} of Wannier
orbitals with a spin-Wannier basis {(i, σ)}. The above
determinant formula requires a quadractic Hamiltonian

of the form H = d†ihdj . We map singlet pairing Hamilto-

nians with terms of the form d†↑d
†
↓ to the necessary form

d†↑d↓ via a particle-hole transformation d†↓ ↔ d↓.

The 4p Green functions in Eq. (4) appear to complicate
the analysis of indirect RIXS but in fact simplify it by
restricting the number of particle-hole excitations caused
by the core hole. Because the 4p band is highly dispersive
the same-site Green function Gnnp (t) decays very rapidly
– it is unlikely that a 4p electron created at site n will
return except after very brief times. Therefore the time
intervals associated with t and τ are effectively truncated
much more than by the core hole lifetime alone. This
makes numerical integration less computationally expen-
sive, but more importantly dramatically reduces the con-
tribution of processes in which the core hole potential
generates multiple particle-hole “shake-up” pairs. There-
fore (see below) indirect RIXS spectra can be interpreted
in terms of single shake-up pairs and are not dominated
by complicated processes involving multiple shake-ups. A
common source of confusion is the assumption that short
intermediate state timescales t and τ imply poor energy
resolution. However, the times t and τ are conjugate to
the incident photon energy ωi, and indeed spectra are
virtually featureless as a function of ωi. However, the
energy transfer ∆ω is conjugate to the time s, during
which there is no core hole and no 4p electron. Hence
resolution of ∆ω is limited only by instrumental resolu-
tion. This preserves the dispersion information of ∆ω vs.
∆k that is fundamental to RIXS.

We note that the short time scale of the RIXS tran-
sient state, due to the core hole lifetime and the decay
of the 4p Green function, seems to render our analysis
very similar to the ultra-short core hole lifetime (UCL)
approximation24–26. Indeed, assuming only the smallness
of the core hole lifetime would yield an analysis strictly
more general than the present one. However, in prac-
tice the UCL includes. for tractability, the additional
assumption that the core hole interaction is the domi-
nant energy scale of the transient state Hamiltonian and
that other contributions to the transient state Hamilto-
nian are negligible. In our terminology this is equivalent
to the approximation Hm(n) → Vm(n), or H0 → 0 in
the transient state. Under this assumption Eq. refSmn
can be written in terms of spin and charge correlation
functions27. There is numerical support in the form of
exact diagonalization studies for this conclusion28; how-
ever, exact diagonalization of small clusters ignores the
quasiparticle contribution H0 to the Hamiltonian a pri-
ori and as such can not independently verify the UCL’s
dropping of this term.

III. MAIN RESULTS

We are interested in whether indirect RIXS distin-
guishes different types of short-range order in hole-doped
cuprates, particularly those that are hypothesized to ex-
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FIG. 1: Indirect RIXS intensity (arbitrary units) versus momentum over entire Brillouin zone for underdoped Bi-2212 described
by Hamiltonians H0 (upper left) and mean-field Hamiltonians (clockwise from upper right): H0 + HCDW , H0 + HDDW , and
H0 + HAF , with mean-field perturbations of amplitude VCDW,DDW,AF = 100 meV. Spectra are measured at energy transfer
∆ω = 100 meV and incident photon energy ω at the 4p threshold. Here and elsewhere in this paper black denotes zero intensity
and bright red denotes maximal intensity.

ist in the pseudogap phase of underdoped cuprates above
Tc. In order to exploit the determinantal formalism,
which requires a quadratic Hamiltonian, we will treat
these orders as mean-field additions to the band struc-
ture Hamiltonian

H0 =
∑
k,σ

εkd
†
k,σdk,σ, (6)

For concreteness we will use a single-band tight-
binding dispersion εk = −2t1(cos(kx) + cos(ky)) −
4t2 cos(kx) cos(ky) − 2t3(cos(2kx) + cos(2ky)) −
4t4(cos(2kx) cos(ky) + cos(kx) cos(2ky)) with parameters
fit to ARPES data: (t1, t2, t3, t4) = (126,−36, 15, 1.5)
meV for Bi-221229. We assume an attractive contact

potential Vm = −Uc
∑
σ d
†
mσdmσ for the core hole, with

Uc = 5.0 eV18,30. To H0 we add charge density wave
(CDW), d-density wave, and antiferromagnetic (AF)
orders:

HCDW =
∑
k

VCDW d
†
k+Qdk (7)

HDDW =
∑
k

VDDW (k)d†k+Qdk (8)

HAF =
∑
k

VAF

[
d†k+Q,↑dk,↑ − d

†
k+Q,↓dk,↓

]
, (9)

where the ordering wavevectors are Q = (2π/4, 0)
(CDW), Q = (π, π) (DDW), and Q = (π, π) (AF), and
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VDDW (k) = VDDW (cos kx − cos ky). We restrict our at-
tention here to period-4 commensurate CDW order, but
the qualitative features of the RIXS signal we present
below are not specific to this wavevector. The form of
HAF in Eq. (9) is that of an alternating sublattice mag-
netization, which could occur in cuprates if residual lo-
cal antiferromagnetic correlations persist after long-range
antiferromagnetic order is destroyed by hole doping. It
is important to compare this form of AF to DDW be-
cause they have the same (π, π) wavevector. Thus we
are able to study whether indirect RIXS is sensitive not
only to the ordering wavevector but also to the form fac-
tor VDDW (k). Another important distinction to note is
that the DDW is orthogonal to conventional charge order
– while DDW is a form of translational symmetry break-
ing, the charge density due to DDW does not exhibit
symmetry breaking. We will therefore be able to reject
any naive suspicion that indirect RIXS is only sensitive
to order parameters that accompany a density distortion.

In direct RIXS experiments, and indeed in most spec-
troscopic experiments it is customary to present data
in the form of lineshapes, that is, intensity versus ∆ω
and ∆k for momenta along some fixed cut in momen-
tum space. This makes sense for presenting the disper-
sion of collective modes. However, in indirect RIXS of
underdoped cuprates the fundamental excitations are a
continuum of particle-hole pairs, the dispersion of which
is not inherently interesting. Rather, the indirect RIXS
intensity measures the joint density of states of particles
and holes, which are useful in that they reflect the overall
fermiology over the entire Brillouin zone. Thus, the most
natural way to present indirect RIXS data is as plots of
intensity versus momenta over the entire Brillouin zone
for fixed ∆ω. (In a work complementary to this one,
Marra et al have argued that such a presentation of data
is also useful for discerning ground state properties via
direct RIXS31).

In Fig. 1 we examine the indirect RIXS spectrum in a
state with no terms in Hd other than the band structure
H0 and compare it to states in which various mean-field
order parameters are added to H0. The intensity in the
unordered state corresponds closely to the joint density
of particle-hole pairs with total momentum ∆k and total
energy ∆ω. Besides the peaknear zero momentu trans-
fer, the dominant feature is the peak at ∆k = (π, π) at
energies several hundred meV and less. This is due to the
large density of states for both particles and holes near
antinodal regions (π, 0) etc, which is caused by a saddle
point in the dispersion. The peak does not occur exactly
at (π, π) because the Fermi surface does not cross antin-
odal momenta (0, π) and (π, 0), and thus there exists
no antinodal-antinodal particle-hole pair with momen-
tum (π, 0)− (0, π) = (π, π). In a non-interacting system
at half filling and only nearest-neighbor hopping there
are van Hove singularities at antinodal momenta and we
would expect the diamond-shaped Fermi surface to yield
a RIXS maximum at (π, π) for small energy transfers.
For the ordered systems we use order parameter ampli-

FIG. 2: Comparison of exact (Eqs. (2) and (5)) and approx-
imate (Eq. (10) formulas for momentum-dependent indirect
RIXS intensity of unordered system for doping p = 0.15, en-
ergy transfer ∆ω = 100 meV.

tudes VDDW = 100 meV, VCDW = 100 meV, VAF = 100
meV, which are typical energy scales for the pseudogap of
the cuprates’ normal state. These yield distinct changes
in the RIXS spectra that allow experiments to distin-
guish them. Of particular interest is that the d-density
wave phase exhibits a clear signature distinct from other
phases, including the antiferromagnetic phase which also
has a wavevector of (π, π). As seen in Fig. 1, indirect
RIXS at small ∆ω of systems with DDW and AF order
follows a similar pattern to unordered systems described
by the band structure H0: intensity maxima at zero
momentum and around (π, π), joined by arms running
along the nodal directions (k, k). In the DDW system,
the maximum near (π, π) is strengthened relative to the
maximum near (0, 0), while in the AF system intensity
increases along the arms. The behavior of the AF spec-
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trum is directly related to the Fermi surface reconstruc-
tion due to ordering at a wavevector of (π, π). As long as
VAF is not extremely strong, the bulk of the Fermi sur-
face is replaced by large oval-shaped pockets that overlap
the unreconstructed Fermi surface on one side and par-
allel it on the other. From the point of view of the joint
density of states of particle hole pairs, the effect is sim-
ilar to a broadening of the Fermi surface. In contrast,
the d-density wave has the same (π, π) wavevector, but
the form factor VDDW (k) vanishes in the nodal direction
and is maximal in the antinodal direction. Hence the
Fermi surface reconstruction due to DDW order is re-
stricted to the antinodal momenta near (π, 0) and (0, π).
This explains why the “arms” of the indirect RIXS in-
tensity pattern are not broadened as in the system with
AF order. The reason the intensity maximum at (π, π)
is strengthened is that the antinodal saddle point of the
dispersion is buried inside the unreconstructed Fermi sur-
face – there are antinodal holes, but only near -antinodal
particles. After reconstruction, there are more particles
available near the saddle point.

Unlike the previous examples, CDW order strongly
modifies the intensity pattern of the orderless system.
One distinct feature is the appearance of maxima near
(0, 2π/4), which is to be expected of Fermi surface recon-
struction due to translational symmetry breaking with
this wavevector. This is a robust feature of RIXS at
low energy transfers; indeed, at zero energy transfer this
momentum becomes the elastic peak of the symmetry-
broken system. That is, the CDW by definition in-
duces elastic scattering at wavevector QCDW , which gen-
erates low-energy particle hole pairs with total momen-
tum QCDW . Another obvious feature is the destruction
of the intensity near (π, π), which was a maximum for
the unordered system as well as the DDW and AF sys-
tems. We observe generally that a perturbation with
wavevector Q does not destroy the density of states of
low energy particle-hole pairs with wavevector Q. (Of
course, the order yields a gap at energy scales of meV
or tens of meV, which are much smaller than current
energy scales measured by RIXS). Thus DDW and AF
order are in a sense “compatible” with the RIXS spec-
trum of the unordered system. Ordering at a differ-
ent wavevector, on the other hand, can and does dras-
tically change the particle-hole joint density of states.
The clear qualitative difference between the CDW spec-
trum and those of DDW and AF systems, along with
the maximum at QCDW , are telltale signs of transla-
tional symmetry breaking at a wavevector other than
(π, π). However, one can discern different orders even
more clearly with a complementary measurement: Re-
call from above that the Keldysh-like two-site correlator
Smn can be measured as the Fourier transform of inten-
sity. Specifically, the Fourier transform of I(∆k, ω,∆ω)
gives S(∆r, ω,∆ω) ≡

∑
rm−rn=∆r Smn(ω,∆ω). It is in-

tuitively clear that S(∆r) ought to have a spatial struc-
ture corresponding to that of H. In Fig. 3, we see that
the Fourier transform of RIXS intensity exhibits the spa-

tial periodicity of H, that is, a checkerboard pattern for
DDW and AF orders and a stripe at ∆x = 4 for period-
4 CDW. (Even though our calculations were performed
on 40 × 40 systems, we show only a few near-neighbor
lattice sites in the Fourier-transformed spectra because
Smn decays rapidly with separation between rm and rn).

While plots over the entire Brillouin zone are the most
efficient way to convey qualitative features of RIXS spec-
tra, a two-dimensional plot of intensity along a cut in
momentum space (still at fixed ∆ω) may more precisely
capture certain quantitative features. For example, in
the density plots over the full two-dimensional Brillouin
zone, the aforementioned difference between DDW and
the unordered state is apparent but not overwhelming. In
a one-dimensional plot, the quantitative difference is ob-
vious – scattering with momentum transfer near (π, π) is
very strongly enhanced relative to near-zero momentum
transfers for the DDW case, compared to the unordered
state. We show in Fig. 4 one-dimensional plots in the
antinodal (π, π) direction for alltypes of order considered
above.

Thus, each of the orders we have considered have not
only distinct patterns of indirect RIXS, but “smoking
gun” signatures with simple interpretations. There are,
of course, many proposed pseudogap order parameters
other than the CDW, DDW, and AF that we have con-
sidered here. However, these three examples demonstrate
that one can easily obtain robust, falsifiable predictions
for the indirect RIXS spectrum of any candidate order.
Furthermore, these are among the most widely-proposed
orders for the normal state of underdoped cuprates and
it is encouraging that they exhibit such distinct patterns.

Another prominent proposal for the pseudogap is the
so-called “loop current state”32–34. We do not consider
this phase here because it involves intra-unit cell currents
and as such requires a more complicated band structure,
involving multiple basis orbitals, that what suffices for
studying other types of order. However, the analytical
machinery we present in this paper can be extended to
this case at some additional computational cost.

IV. MODELLING RIXS WITH A SINGLE
PARTICLE-HOLE PAIR

As mentioned above, our exact results ought to be well-
approximated by considering only a single shake-up pair
in indirect RIXS. It is straightforward to derive the RIXS
intensity under this approximation for arbitrary bilinear
Hamiltonians Hd containing any combination of mean-
field and impurity potentials. We obtain

I ∝
∑
α,β

∣∣∣∣Ṽα,β(k)

∫
g(ε)dε

(ω − (εα − εβ − ε+ iΓ)(ω − ε+ iΓ)

∣∣∣∣2
× nf (εα)(1− nf (εβ))δ(εα − εβ −∆ω), (10)

Ṽα,β(k) =
∑
m

eik·rm〈α|Vm|β〉
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FIG. 3: Fourier transforms of RIXS intensities from Fig. 1 exhibiting clear period-4 periodicity of the CDW system and
checkerboard periodicity in the DDW and AF systems.

FIG. 4: One-dimensional plots of intensity along antinodal momenta for fixed ∆ω and various types of order.

where |α〉 and |β〉 are single-particle eigenstates of Hd,

g(ε) is the 4p density of states, and Ṽ (k) =
∑
m e

ik·rmVm
is the Fourier transform of the core hole potential opera-
tor. We show in Fig. III that Eq. (10) gives results very
similar to the exact formula Eq. (5), which we used to
generate the figures in this paper. In addition to mak-
ing explicit the connection between RIXS and the joint
particle-hole density of states, Eq. (10) is also useful for
analyzing the dependence of the RIXS signal on the inci-
dent photon energy ω. Here the resonance in ω is convo-
luted with the broad and featureless 4p density of states.
The intensity is maximal when ω is in resonance to ex-
cite the core electron to the 4p band minimum, where
the group velocity vanishes and the p electron is most
likely to return to the core hole site. Other than this
feature the resonant factor yields little structure. In par-

ticular, the overall shape of the spectrum as a function of
∆k and ∆ω is unchanged as ω varies (to the point that
ω = 10 eV yields figures identical to those shown above,
up to an overall scale), although the overall magnitude is
strongly ω-dependent. In experiments one should tune ω
to maximize the intensity but varying ω yields no useful
information.

V. ALTERNATIVE ANALYSIS OF RIXS DATA

It is possible that in real samples, with the combined
effects of disorder, inhomogeneity, and non-resonant scat-
tering, it may be desirable to increase the statistical
power and robustness of measurements. One way to do
this is to define appropriate averaged variables. One nat-
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FIG. 5: Same as Fig. 1 but with ∆ω integrated from 100 meV to 500 meV. Clockwise from top left: unordered state, CDW,
AF, DDW.

ural choice is simply to average over a range of ∆ω:∫ ∆ω2

∆ω1

I(∆k,∆ω)d∆ω, (11)

The most useful choice of the interval [∆ω1,∆ω2] will
be some range of small energy transfers with ∆ω1 large
enough to avoid the elastic peak but with ∆ω2 small
enough that the averaged quantity still reflects the redis-
tribution of low-energy particles and holes due to Fermi
surface reconstruction. In Fig. 5 we plot this integrated
intensity in the window 100 meV ≤ ∆ω ≤ 500 meV.
The same qualitative distinctions between spectra that
appeared for fixed energy transfer ∆ω = 100 meV are
also present in the integrated spectra, namely, concen-
tration of intensity near ∆k = (π, π) for DDW, increase
of intensity along the “arms” ∆k = (k, k), 0 ≤ k ≤ π for

AF order, and general diffuseness of intensity across the
Brillouin zone for CDW. Another measure is the first mo-
ment, that is, the averaged energy transfer ∆ω weighted
by the intensity:

1st moment(∆k) =

∫
∆ωI(∆k,∆ω)d∆ω (12)

This measures the shift of particle-hole pairs to higher
energies as gaps are opened at parts of the Fermi surface,
and to lower energies as new parts of the Fermi surface
arise. In Fig. 6 we show the distinct patterns in the first
moments for DDW, CDW, and AF orders relative to the
unordered state.
Summary.– We presented a formalism for treating ex-

act band structures and core hole potentials in indirect
RIXS. We showed that indirect RIXS measures the joint
density of states of particles and holes and is sensitive to
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FIG. 6: Change in first moments integrated over 100 meV ≤ ∆ω ≤ 500 meV relative to unordered first moments as function
of momenta across the entire Brillouin zone.

perturbations to band structure due to the formation of
local ordered states. Furthermore, we showed that it is
sensitive even to types of order that do not modulate the
electron density.
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