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Virtual Topological Insulators with Real Quantized Physics

Emil Prodan
Department of Physics, Yeshiva University, New York, NY 10016, USA

A concrete strategy is presented for generating strong topological insulators in d + d′ dimensions
which have quantized physics in d dimensions. Here, d counts the physical and d′ the virtual di-
mensions. It consists of seeking d-dimensional representations of operator algebras which are usually
defined in d + d′ dimensions where topological elements display strong topological invariants. The
invariants are shown, however, to be fully determined by the physical dimensions, in the sense that
their measurement can be done at fixed virtual coordinates. We solve the bulk-boundary correspon-
dence and show that the boundary invariants are also fully determined by the physical coordinates.
We analyze the virtual Chern insulator in (1 + 1)-dimensions realized in Ref.1 and predict quantized
forces at the edges. We generate a novel topological system in (3 + 1)-dimensions, which is predicted
to have quantized magneto-electric response.

PACS numbers: 71.23.Ft, 05.30.Rt, 42.70.Qs, 73.43.Nq

I. INTRODUCTION

In Refs.1,2, Kraus et al put forward a framework in
which topological insulators can be generated in arbi-
trary dimensions but with some of these dimensions
occurring in a parameter space. For example, a Chern
insulator defined in one physical dimension and one vir-
tual dimension was proposed and realized in the labora-
tory using coupled one-dimensional wave guides, and
several interesting topological effects were pointed out.
The paper states at some point that the entire approach
could work in any number of dimensions, and indeed,
a Chern insulator of the second kind in 2 + 2 dimen-
sions was found in Ref.2. The virtual Chern insulator
in 1 + 1 dimensions was since observed in several other
experiments3–5.

There is certainly a common feature between the 1+1-
and 2+2-dimensional systems mentioned above, namely
the quasi-crystalline structure, but beyond that they
seem to be exceptional isolated topological examples of
this type. One interesting question is if these systems
actually fit into a larger class unified by a common prin-
ciple? The defining and unifying property was already
conjectured in1: A virtual (d + d′)-dimensional topolog-
ical insulator is characterized by a strong topological
invariant in (d + d′)-dimensions but the invariant is mea-
surable or computable entirely from the physical d di-
mensions. How can such systems exist? As we shall see,
the reason is two-fold:

1. Operator algebras which are naturally defined or
represented in higher dimensions sometime accept
faithful (i.e. no information is lost) representations
in lower dimensions.

2. A certain self-averaging property occurs in these
lower dimensions, which has the effect of integrat-
ing out the virtual dimensions.

These two principles were already stated in1,2 but,
since there was no explicit expression of the invariant
for the quasicrystal itself, there was some confusion and,

for example, the claims were challenged in6. In their re-
sponse letter7, the authors reiterated the statements but
again no expression for the invariants was provided.
They conceded in this letter that the boundary phenom-
ena depend on the virtual dimensions, alluding that the
topological class cannot be determined from boundary
phenomena without exploring the virtual dimensions.

In this work, we use an operator algebra formalism
to provide the missing expressions of the topological
invariants. We pin-point the fundamental difference
between the irrational and rational cases, which is the
ergodic vs non-ergodic character of the lattice transla-
tions. The self-averaging property, which exists only for
the irrational case, can then be rigorously formulated
using Birkhoff’s ergodic theorem8. We also solve the
bulk-edge correspondence and prove that the bound-
ary invariant, which is equal to the bulk invariant, is
entirely computable from the physical dimensions. In
other words, the topological class can be determined
even if we have access only to the boundary of the sys-
tems. The formalism also enables us to make three new
physical predictions for the experimentalists.

We recall that the bulk-edge correspondence prin-
ciple is not just about the emergence of the bound-
ary states. The bulk-boundary program was defined
and solved by Hatsugai9 for the clean integer quantum
Hall effect, and consists of 1) defining a boundary in-
variant, 2) proving that the boundary and bulk invari-
ants are equal, 3) determining the physical meaning of
the boundary invariant. In the general setting, which
includes disorder and irrational magnetic flux values,
the bulk-boundary problem was solved by Kellendonk,
Richter and Schulz-Baldes10,11 using a K-theoretic ap-
proach. Our analysis relies on these works, which are
adapted to the present context without detailed proofs.
This is mainly because a comprehensive manuscript on
the bulk-boundary principe for the complex classes is in
preparation12. For the virtual Chern insulator in (1 + 1)-
dimensions, we find that the boundary invariant is equal
to the average mechanical force spontaneously exerted
at the edge of the system. The existence of such quan-
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tized forces were first predicted in Refs.13,14. We also
formulate and analyze the boundary invariant for the
virtual second-Chern insulator in 3 + 1 dimensions.

The analysis is carried out at the level of operator al-
gebras, which we find useful for the following reasons:

• It provides a natural framework for the analysis of
homogeneous aperiodic systems15. It enables us to
incorporate incommensurate and random poten-
tials yet keep the calculations explicit. As such, we
are able to translate all the claims made in1 into rig-
orous mathematical statements and to strengthen
some of them, especially those referring to the edge
physics. While we agree that in condensed mat-
ter physics the ultimate confirmation comes from
experiment, the mathematics may be appreciated
here because it gives definitive answers to some
of the open issues. We also feel that we can teach
the reader in these 13 pages how to slightly tweak
the old tools and adapt them to these more general
settings.

• It provides the big picture, in the sense that seem-
ingly unrelated models can be connected by one
relatively simple operator algebra. Many oper-
ator algebras have been studied independently
and a great deal of information is available (see
for example16). Perhaps the most important piece
of information is the K0-group which encodes the
topology of the projections, in particular, of the
spectral projections of the Hamiltonians generated
from the algebra. Then the patterns seen in the
energy spectrum, such as the Hofstadter butter-
fly, can be qualitatively and quantitatively under-
stood from the K0-group alone17. The K0-group
of the rotational algebra, which generates our ex-
ample of (3 + 1)-dimensional topological insulator,
has 8 generators among which one has non-zero
second-Chern number (equal to 1). As such, even if
we generate the Hamiltonians randomly, we have
12.5% chance to generate a second-Chern insula-
tors, hence no numerics are needed to prove that
such Hamiltonians exist.

• Lastly, it provides an outstanding computational
toolbox. Note that no proof (or reference) was
provided in1,2 for the quantization of the invari-
ants in the strict irrational settings. After all, the
whole point7 there was that one cannot “break the
symmetry” of the quasi-crystal and go into the
rational setting where one can use a range of ar-
guments. The index theorems for the irrational
settings, which give the quantization of the first18

and higher19 Chern numbers, were established us-
ing the operator algebra formalism. Also, for ex-
ample, it is well known that one cannot use per-
turbation theory even for small magnetic fields,
hence computing response functions involving the
derivatives with respect to the magnetic field can

be a challenging task (see for example20 in the
context of magneto-electric response of topologi-
cal insulators). With operator algebras, one has
a well defined calculus21, that is, a set of explicit
rules which reduce these calculations to a simple
exercise in differential geometry (see for example22

for a computation of the magneto-electric response
function done in this way, and to be used here). For
the systems defined in1, these tools can be applied
to investigate the behavior of various quantities
with respect to the parameter b1 (called θ here).
In particular, one can show that the invariants are
continuous of b (hence constant) if a gap happens
to remain open, a fact which was assumed in6 but
questioned in7, for example.

II. A VIRTUAL CHERN INSULATOR IN
1+1-DIMENSIONS

A. The System Defined

The first example of a virtual topological insulator con-
sists of a 1-dimensional periodic chain subjected to an
incommensurate onsite potential:

Hφ = T1 + T†1 + 2W cos(θX + φ), (1)

where Tn represents the translation operator by n unit
cells Tn|x〉 = |x + n〉, and X the position operator X|x〉 =
x|x〉. The Hamiltonian has a localization-delocalization
transition at the critical value Wc = 1: For W < 1, the en-
tire spectrum is delocalized and for W > 1 the spectrum
is localized23. Throughout, we will set the fundamental
constants to one.

This is the topological model considered in the
Ref.1 and further analyzed in a number of subsequent
works3,6,24–26. While most of the related experimental
works have been focused on photonics, here we adopt
a different view and think of this model as that of a
molecular chain absorbed on a substrate with incom-
mensurate lattice. The angle θ quantifies the substrate’s
lattice constant relative to that of the chain and the angle
φ quantifies how the molecular structure is aligned with
respect to the substrate’s lattice. In a real experiment,
one deals with an entire ensemble of absorbed molecu-
lar chains, for whichφ is expected to take random values
in the interval [0, 2π].

The bulk energy spectrum of Hφ as function of θ is
shown in the left panels of Figs. 1 and 2 for subcritical
and overcritical values W = 0.5 and W = 1.5, respec-
tively. The spectra are identical with the corresponding
Hofstadter spectra (see discussion below). The energy
spectrum of an ensemble of long but finite chains with
open boundary conditions and random φ-parameter is
shown in the right panels of Figs. 1 and 2. They reveal
that, regardless of the localized or delocalized character
of the bulk states, almost all bulk energy gaps are com-
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FIG. 1. (Color online) Left panel: The energy spectrum of
Hφ defined in Eq. 1 as function of θ, computed with periodic
boundary conditions on a finite 1 dimensional lattice of 103

sites. Right panel: The energy spectrum of Hφ as function
of θ, computed on a 400-sites lattice but with open boundary
conditions. The plot shows a superposition of 100 spectra
obtained with 100 random values of φ in the interval [0, 2π].
For guidance, the bulk spectrum from the left panel is shown
with darker color. The value of W is subcritical, W = 0.5.

pletely filled with edge spectrum. These are indeed the
trades of a topological insulator.

B. Connection with the Hofstadter Model

Since Hφ is nothing but the Harper or the almost-
Mathieu Hamiltonian, its connection with models de-
scribing two dimensional electrons in magnetic fields is
well known. Here we provide an algebraic connection
which will help us shape the principle for constructing
virtual topological insulators. Quite surprisingly, a key
role is played by the angle φ.

Note first that under translations:

TnHφT†n = T1 + T†1 + 2W cos(θX + φ + nθ), (2)

or:

TnHφT†n = H(φ+nθ)mod 2π. (3)

As a result, the translations generate a dynamical system
(S, τ) on the unit circle S:

S 3 φ→ τφ = (φ + θ) mod 2π. (4)

Acting repeatedly with τ, we obtain an action ofZ on S:

Z 3 n→ τnφ =

n times︷     ︸︸     ︷
τ ◦ . . . ◦ τ φ = (φ + nθ) mod 2π. (5)

As we shall see, this dynamical system is key to the self-
averaging property mentioned in the introduction.

Next, we define a dual dynamical system. For this, one
considers the algebra C(S) of complex valued continuous
functions over the unit circle. τn implements an action
of the group Z on C(S) in the following way:

C(S) 3 f → αn( f ) = f ◦ τn. (6)

FIG. 2. (Color online) Same as Fig. 1 but for the overcritical
value W = 1.5.

Pointwise, this is equivalent to:

f (φ)
αn
−→ f (τnφ), ∀φ ∈ [0, 2π]. (7)

The dual dynamical system is
(
C(S), α

)
. In the theory of

operator algebras, there is a standard construction which
enlarges the algebra C(S) so that the action defined in
Eq. 6 is implemented by unitary internal elements. It is
called the crossed product of C(S) by Z and is denoted
by C(S)oαZ. It is obtained by augmenting a unitary op-
erator u to C(S) and enforcing the commutation relation:

un f u−n = αn( f ), ∀ f ∈ C(S). (8)

Then the elements of C(S) oα Z are formal series:

a =
∑
n∈Z

fnun, fn ∈ C(S). (9)

If b =
∑

n∈Z gnun is another element, then the commuta-
tion relation in Eq. 8 leads to:

ab =
∑
n∈Z

( ∑
m∈Z

fm αm(gn−m)
)
un, (10)

which should be seen as a convolution that is twisted by
the map α. We should mention that the crossed product
algebra C(S) oα Z is one of the most studied algebras in
operator algebra theory27.

The algebra C(S) oα Z accepts a family of canonical
representations on the Hilbert space `2(Z) of square-
summable functions over Z:

πφ(a) =
∑

n,x∈Z

fn(τxφ) |x〉〈x|Tn, φ ∈ [0, 2π]. (11)

It is a simple matter of term counting for one to convince
himself that indeed πφ(a)πφ(b) = πφ(ab). The family of
Hamiltonians defined in Eq. 1 are representations

Hφ = πφ(h) (12)

of the following element:

h = u + u∗ + 2W cos(φ). (13)
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We now consider the Hofstadter Hamiltonian on the
2-dimensional lattice Z2:

HΦ = T(1,0) + T †(1,0) + W
(
T(0,1) + T †(0,1)

)
(14)

where:

T(n,m)|x, y〉 = e−imxΦ
|x + n, y + m〉 (15)

are the dual magnetic translations and obey the follow-
ing commutation relation:

T(1,0)T(0,1) = eiΦ
T(0,1)T(1,0). (16)

In this form, the Hofstadter Hamiltonian is invariant
with respect to the magnetic translations:

T
′

(n,m)|x, y〉 = einyΦ
|x + n, y + m〉, (17)

written here in the Landau gauge. Above, Φ represents
the magnetic flux through the unit cell, expressed in units
~/e.

We show in the following that HΦ is in fact a repre-
sentation on `2(Z2) of the same element h from Eq. 13.
Indeed, since any continuous function over S can be de-
composed as a discrete Fourier series, one can see from
Eq. 9 that the algebra C(S)oαZ is generated by z = eiφ and
u. The commutation relation between these generators
is:

uz = eiθzu, (18)

which is exactly the commutation relation between the
T ’s, if we enforce Φ = θ. If that is the case, we imme-
diately obtain a representation of C(S) oα Z on `(Z2), by
sending z into T(1,0) and u into T(0,1). In other words:

π′(a) =
∑
n∈Z

fn
(
T(1,0)

)(
T(0,1)

)n
. (19)

It is evident that HΦ = π′(h) with the same h as in Eq. 13.

C. Analysis of the Virtual Topological Insulator

Given the connection between Hφ and HΦ, we can un-
derstand at once why their energy spectra are identical.
Indeed, recall that the abstract element h itself posses a
spectrum, defined by those ξ ∈ C for which h − ξ · 1 is
not invertible. If θ is irrational, then the representations
π and π′ are faithful, and consequently the spectra of h,
πφ(h) and π′(h) coincide. We also know from Ref.28 that
the gap edges in the Hofstadter spectrum are continuous
with respect to θ, hence the spectra coincide also for the
rational values of θ. One should be aware that this state-
ment concerns strictly the location of the spectrum and
that it says nothing about the localized or delocalized
nature of the spectrum.

The next thing we want to investigate is the nature
of the virtual dimension and how to compute the bulk

topological invariant. Using the generators z and u, we
can write the generic elements as:

a =
∑

m,n∈Z

cmnzmun. (20)

This representation reveals the 2-dimensional nature of
the problem, as (m,n) live on the 2-dimensional lattice
Z2. The coordinate n is related to the real-space coordi-
nate x but the coordinate m is abstract and relates to the
Fourier decomposition of the fn functions. For example,
the generator h of the Hamiltonian Hφ is give by:

h = u + u∗ + W(z + z∗). (21)

We now follow the work of Bellissard on aperiodic
solids17 and introduce a non-commutative calculus on
C(S) oα Z. It is defined by a formal (but mathematically
rigorous) integration I:

I(a) = c00, (22)

and two derivations:

∂1a = i
∑

m,n∈Z

m cmnzmun (23)

and

∂2a = i
∑

m,n∈Z

n cmnzmun. (24)

In the representation given in Eq. 9, the first derivation
is just the ordinary derivation with respect to φ:

∂1a =
∑
n∈Z

(∂φ fn) un, (25)

and

I(a) = 1
2π

∫
S

dφ f0(φ). (26)

Together,
(
C(S) oα Z, ∂,I

)
define a non-commutative

manifold dubbed17 the non-commutative Brillouin
torus.

Now let χ(t) = 1
2 (1 + sgn(t)) be the usual step function

on the real axis and consider the Fermi projection:

p = χ(εF − h), (27)

that is, the spectral projection of h onto the spectrum
below the Fermi level εF. We define the bulk invariant
as the 1-st non-commutative Chern number18:

Ch1(p) = 2πi I
(
p[∂1p, ∂2p]

)
, (28)

which is a topological invariant18 in the sense that, as
long as εF is located in a spectral gap of h, Ch1(p) takes
integer values and it remains constant under continuous
deformations of h.
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As already elaborated in the introduction, one of the
main statements of1 was that the bulk invariant can be
computed at fixed φ. The implication of this statement
is that the topology is encoded in a single physical sys-
tem Hφ rather than in its whole family {Hφ}φ∈S. These
statements were reinforced in7, in response to the ap-
parently contradicting conclusions in6. Now, examining
Eq. 28 and the definition of the integration in Eq. 26, there
seems to be a contradiction here. But contrary, we show
that the statement of1 is correct and can be formulated
in mathematically rigorous terms. To start, let us use
Birkhoff’s ergodic theorem8 to rewrite the integration
as:

I(a) = 1
2π

∫
S

dφ f0(φ) = lim
N→∞

1
2N

∑
|x|≤N

f0(τxφ). (29)

Then we use the representation πφ to write:

f0(τxφ) = 〈x|πφ(a)|x〉 (30)

and now one can see that the integration is nothing but
the trace per length TrL of a physical representation at
fixed φ:

I(a) = lim
N→∞

1
2N

∑
|x|≤N

〈x|πφ(a)|x〉 = TrL

(
πφ(a)

)
. (31)

Furthermore, using the simple rules: πφ(∂1a) = ∂φπφ(a)
and πφ(∂2a) = i[X, πφ(a)], we obtain the desired expres-
sion for the bulk invariant:

Ch1(p) = −2π TrL

(
Pφ

[
∂φPφ, [X,Pφ]

])
, (32)

where Pφ = χ(εF − Hφ) is the physical Fermi projection.
The statement in1 is confirmed. A fine point which was
made in1,7 was that the statement is true only if θ is
irrational. We now can see explicitly the reason behind
this statement: the map τx is ergodic on S for θ irrational
hence Birkhoff’s ergodic theorem applies (w.r.t. the usual
measure), but this is not the case if θ is rational. The
former case can be visualized by imagining the sequence
φ, τφ, τ2φ, . . . being inked on a piece of paper, in which
case one will discover that, no matter how sharp the
writing instrument, the unit circle will always be entirely
covered by ink. This is obviously not the case if θ is
rational, in which case the sequence of dots will closed
into itself and there will only be a finite number of marks.
Hence, the system is a virtual topological insulator, as
defined in the introduction, only if θ is irrational.

D. Robustness Against Disorder

The disorder can occur in the chain’s lattice or in the
substrate. In a tight-binding approach, the disorder in-
troduces random fluctuations in all the coefficients of the

Hamiltonian:

Hω,φ =
∑
x∈Z

(1 + λωx)
(
|x〉〈x + 1| + |x〉〈x − 1|

)
(33)

+ 2W
∑
x∈Z

(1 + λ′ω′x) cos(xθ + φ) |x〉〈x|.

The distributions of ωx and ω′x should be determined
from the energetics of the lattice distortions, but here we
will assume that they are independently and randomly
generated from the interval [− 1

2 ,
1
2 ]. One should note

that the original Hamiltonian is recovered when λ and
λ′ are set to zero.

As it follows from the works of Bellissard15, the dis-
order can be treated algebraically too. For this, one con-
siders the disorder configuration space

Ω = [− 1
2 ,

1
2 ]Z × [− 1

2 ,
1
2 ]Z, (34)

such that ω = (ω,ω′) ∈ Ω gives at once all the random
amplitudes in the Hamiltonian:

Ω 3 ω = {ωx, ω
′

x}x∈Z. (35)

The probability measure to be used for disorder averag-
ing is simply

dω =
∏

x

dωxdω′x. (36)

Next, one defines the ergodic dynamical system (Ω×S, τ),
with:

τn(ω, φ) = (τnω, τnφ)

=
(
{ωx+n, ω

′

x+n}x∈Z, (φ + nθ) mod 2π
)
. (37)

The relevance of this dynamical system comes from the
fact that:

TnHω,φT†n = Hτnω,τnφ. (38)

Systems possessing such covariance property are called
homogeneous.

The dual dynamical system
(
C(Ω×S), α

)
is defined by:

αn( f ) = f ◦ τn, ∀ f ∈ C(Ω × S). (39)

Pointwise, this is equivalent to:

f (ω, φ)
αn
−→ f (τnω, τnφ), ∀ (ω, φ) ∈ Ω × S. (40)

As before, one can form the crossed product algebra
C(Ω × S) oα Z by augmenting a unitary element u to the
algebra of continuous functions over Ω × S, such that:

un f u−n = αn( f ). (41)

The elements of this algebra are formal series of the form:

a =
∑
n∈Z

fnun, fn ∈ C(Ω × S), (42)
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and, if b =
∑

n∈Z gnun is another element, then the com-
mutation relation in Eq. 41 leads to:

ab =
∑
n∈Z

( ∑
m∈Z

fm αm(gn−m)
)
un. (43)

This looks formally the same as Eq. 8, but note that fn
and αn have a new meaning.

The algebra C(Ω×S)oαZ accepts a family of canonical
representations:

πω,φ(a) =
∑

n,x∈Z

fn(τxω, τxφ) |x〉〈x|Tn. (44)

and it is easy to see that the disordered Hamiltonian in
Eq. 33 is the representation

Hω,φ = πω,φ(h′) (45)

of the following element:

h′ = (1 + λω0)(u + u∗) + 2W(1 + λ′ω′0) cos(φ). (46)

Here and throughout, byω0 we mean the function which
assigns to ω = {ωx}x∈Z the real number ω0. Note that
when h′ is multiplied by another element or, for example,
is squared, the result of the multiplication (see Eq. 43)
will contain ωτx0 = ωx, explicitly.

Following again the work on IQHE of Bellissard and
his collaborators18, we define a non-commutative cal-
culus over the new algebra. First, let us note that the
elements of this algebra can be represented as in Eq. 20,
but this time the coefficients cmn are not just numbers but
functions over Ω:

a =
∑

m,n∈Z

cn,m(ω) zmun. (47)

The noncommutative Brillouin torus is defined as the
non-commutative space(

C(Ω × S) oα Z, ∂,I
)

where the derivations remain the same as before but the
integral is modified as:

I(a) =

∫
Ω

dω c00(ω). (48)

In the representation given in Eq. 42:

I(a) = 1
2π

∫
S

dφ
∫

Ω

dω f0(ω, φ). (49)

Consider now the Fermi projection:

p′ = χ(εF − h′) =
∑

m,n∈Z

p′mn(ω) zmun. (50)

According to Ref.18, as long as:∑
m,n∈Z2

(m2 + n2)
∫

Ω

dω |p′mn(ω)| < ∞, (51)

the first Chern number:

Ch1(p′) = 2πi I
(
p′[∂1p′, ∂2p′]

)
(52)

remains quantized and constant under continuous de-
formations of h′. This invariant can be evaluated nu-
merically using the elementary methods developed in
Refs.29–31. For example, even in the regime where the
Fermi level is imbedded in dense localized spectrum,
the quantization of the Chern numbers can be obtained
with machine precision when these algorithms are use.

To understand the physical meaning of the mathemat-
ical condition 51, first note that:

πω,φ(p′) = χ(εF −Hω,φ) = Pω,φ, (53)

i.e. the Fermi projection for one physical representation.
Then:

p′n(ω, φ) = 〈0|Pω,φ|n〉, (54)

and ondition 51 can now be translated into:∑
n∈Z

n2
∫
S

dφ
∫
Ω

dω
∣∣∣〈0|Pω,φ|n〉∣∣∣2 < ∞ (55)

and ∑
n∈Z

∫
S

dφ
∫
Ω

dω
∣∣∣∂φ〈0|Pω,φ|n〉∣∣∣2 < ∞. (56)

These two conditions must be simultaneously satisfied
for the quantization and homotopy invariance of the
first Chern number to hold. While Eq. 55 is automat-
ically satisfied if the Fermi level resides in a region of
Anderson-localized spectrum, this may not be the case
for Eq. 56. However, the later condition is for sure satis-
fied if the Fermi level resides in a clean spectral gap.

Since the dynamical system (Ω×S, τ) is ergodic, we can
follow exactly the same arguments as before to equiva-
lently expressed the bulk invariant as:

Ch1(p′) = −2π TrL

(
Pω,φ

[
∂φPω,φ, [X,Pω,φ]

])
. (57)

As one can see, both integrals over φ and ω disappear,
which tells us that the invariant can be computed at
fixed virtual coordinate φ and from one disorder config-
uration.

E. Physical Prediction for Bulk

The physical meaning of the invariant can be de-
termined by adapting the non-commutative Kubo-
formula18,32,33 to the present context. This leads us to
the prediction that by moving the chain relative to the
substrate, hence varying the angle φ in time, one can
set a charge current J along the chain. The time-average
value of the current is:

J = Ch1(p′) φ̇. (58)
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This is our physical prediction, concerning the bulk. This
effect will be present in the absence of edges, such as in
a ring geometry.

F. Bulk-Boundary Correspondence

We now consider the half-space system by restrict-
ing the physical space from Z to N. Consequently, we
replace the Hilbert space `2(Z) with `2(N). As it fol-
lows from the works of Kellendonk, Richter and Schulz-
Baldes10,11, this new physics can also be treated alge-
braically. To understand the required modifications, let
us enquire about the faith of the translation operator,
after we project onto the half of the space:

T1 → T̂1 = T1Π, (59)

where Π is the projection from `2(Z) to `2(N). We have:

T̂1|x〉 = |x + 1〉, ∀ x ∈N, (60)

and

T̂†1 |x〉 = |x − 1〉, ∀ x > 0, and T̂†1 |0〉 = 0. (61)

As a consequence, the translation is no longer a unitary
operator and instead is a partial isometry:

T̂†1T̂1 = I, T̂1T̂†1 = I − |0〉〈0|. (62)

This suggests that the only modification we need to make
to the algebra C(Ω × S) oα Z is to replace the unitary
operator u by a partial isometry û:

û∗û = 1, ûû∗ = 1 − ê, (63)

where ê is a projection, ê2 = ê, ê∗ = ê. This projection
relates to |0〉〈0| once a physical representation is con-
sidered. The elements of the new algebra, denoted by
C(Ω×S)oαN (not a standard notation), are formal series:

â =
∑

m,n∈N

fmn ûm(û∗)n, fmn ∈ C(Ω × S). (64)

Now, any element a =
∑

n∈Z fn un from the bulk alge-
bra C(Ω × S) oα Z can be transformed into an element
from the half-space algebra:

a→ j(a) =
∑
n∈Z

fn ûn, (65)

where by û−n it is understood (û∗)n. Note that û is not in-
vertible hence û−1 will be incorrect to use. Also note that
j is only a linear map and not an algebra homomorphism
(it does not respect the multiplication rule). Reciprocally,
any element â =

∑
m,n∈N fmn ûm(û∗)n from the half-space

algebra can be transformed into an element from the
bulk-algebra:

â→ ev(â) =
∑

m,n∈N

fmn um−n, (66)

by sending û into u and û∗ into u−1. This time, the map ev
respects both the addition and multiplication operations,
hence it is an homomorphism of algebras.

Using Eqs. 63, it follows immediately that any element
from C(Ω × S) oαN can be written uniquely as:

â = j(a) + ã, (67)

with

a = ev(â) and ã = â − j(a). (68)

The component ã is necessarily of the form:

ã =
∑

m,n∈N

f̃mn ûm ê (û∗)n, f̃mn ∈ C(Ω × S), (69)

and the elements like ã form an ideal inside the half-
space algebra, which we call the edge-algebra. A formal
integral can be defined over the edge algebra:

Ĩ(ã) =
∑

n

∫
S

dφ
∫

Ω

dω f̃nn(ω, φ). (70)

The elements of the half-space algebra accept a canon-
ical representation as operators over `2(N):

â = j(a) + ã→ π̂ω,φ(â)

= Ππω,φ(a)Π +
∑

m,n∈N
f̃mn(τmω, τmφ)T̂m|0〉〈0|T̂†n,

(71)

where πω,φ(a) is the bulk representation already dis-
cussed above. We can see that the first term represents
the restriction of the bulk operator πω,φ(a) to the half-
space via the open boundary condition, while the second
term represents the component of the half-space opera-
tor that is localized at the edge. For example, the family
of half-space Hamiltonians ΠHω,φΠ is generated by:

j(h′) = (1 + λω0)(û + û∗) + 2W(1 + λ′ω′0) cos(φ). (72)

The open boundary condition can be changed to any
other boundary condition by adding an element from
the edge algebra:

h̃ =
∑

m,n∈N

h̃mn ûm ê (û∗)n. (73)

This term can account for the lattice distortions or re-
laxations near the edge, chemical contamination, bond
breaking and so on. The statements below are true for
any such generic boundary condition.

We now follow again Kellendonk, Richter and Schulz-
Baldes10,11, and define the topological invariant for the
edge states. We will consider the general case with dis-
order and an arbitrary boundary condition at the edge.
A bulk spectral gap is assumed. Hence, let Ĥω,φ be a
family of half-space Hamiltonians, generated by ĥ′ from
the half-space algebra:

ĥ′ = j(h′) + h̃′, (74)
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with h′ from the bulk algebra and given in Eq. 46, and h̃′ a
generic element from the edge algebra. The construction
of the edge invariant starts from the bulk Fermi projec-
tion p′ = χ(εF − h′). The first task is to find an element
ĝ from the half-space algebra such that ev(ĝ′) = p′. In
mathematical terms, we are searching for a lift of p′ from
the bulk to the half-space algebra. In our context, this
means:

ĝ′ = j(p′) + p̃′. (75)

The solution is quite simple. Consider a smooth ver-
sion χ̃ of the step function χ, such that χ̃(ε) = 1/0
above/below a small interval around the origin (hence
the entire smooth variation happens inside the small in-
terval). Then ĝ′ can be taken as:

ĝ′ = χ̃
(
εF − ĥ′

)
(76)

because, since the difference between χ and χ̃ occurs
inside the bulk energy gap,

p′ = χ(εF − h′) = χ̃(εF − h′). (77)

and one can write:

p̃′ = χ̃(εF − ĥ′) − j
(
χ̃(εF − h′)

)
, (78)

which finally can be shown to be localized near the edge,
hence belongs to the edge algebra. This will not be the
case if χ̃were replaced by χ. In other words, the smooth-
ness of χ̃ is essential in this construction.

The next step is to consider the unitary element:

û′ = exp
(
− 2πiĝ′

)
(79)

in the half-space algebra. Then the edge invariant is
simply the winding number of û′ in one dimension:

ν1(û′) = −Ĩ
(
û′∂φ(û′)∗

)
. (80)

The first fundamental result of Ref.11 is the equality be-
tween the bulk and edge invariants:

Ch1(p′) = ν1(û′). (81)

Let us now consider the physical representation:

Uω,φ = π̂ω,φ(û′), (82)

which can be computed directly from:

Ûω,φ = exp
(
− 2πiχ̃

(
εF − Ĥω,φ

))
(83)

by diagonalizing Ĥω,φ or by any other methods of func-
tional calculus. Then the invariant takes a more familiar
form:

ν1(û′) = − 1
2π

∫
S

dφ
∫

Ω

dω Tr
{
Ûω,φ∂φÛ†ω,φ

}
. (84)

This is a true edge invariant because Ûω,φ can be replace
by Ûω,φ − I in 84. Looking back at the construction, it
immediately becomes apparent that Ûω,φ− I can be built
entirely from the spectrum and the states inside the bulk
energy gap, i.e. from the boundary states. One can see at
once that, if the bulk invariant is not zero, then the bulk
spectral gap must be filled entirely with edge spectrum
when φ is scanned over the interval [0, 2π]. Indeed, if
there was a gap left, then we can place the Fermi level in-
side this gap in which case Ûω,φ−I = 0 and consequently
ν1(û′) = 0. But this will contradict the equality between
the bulk and boundary invariants, hence no spectral gap
can occur in the edge spectrum. Note that this statement
is now established for any boundary condition.

We now show that the boundary invariant, hence also
the bulk invariant, can be retrieved from the boundary
physics at a fixed φ and disorder configuration. An
interesting remark in7 was that if the boundary of one
physical realization is etched atom by atom, then bound-
ary states will appear and disappear in the process, and
if we mark the energies of all these states, then these
marks will eventually fill the insulating gap entirely.
This will reveal indeed the topological character but it
is not clear how one will recover the bulk invariant by
just observing the edge eigenvalues (think of some large
value, Ch1 = 10, for example). Now, when the atoms
are etched, the boundary is moved but we can shift the
whole system (chain + substrate) and place the bound-
ary back in the original position. This set of moves will
effectively shift the disorder and advance the phase φ by
θ. Now consider the quantity Tr{(Ûω,φ−I)∂φÛ†ω,φ}, which
can be computed entirely from the boundary states. If
we average the proposed quantity as the boundary is
etched atom by atom, then we can see again Birkhoff’s
ergodic theorem in action:

− lim
N→∞

1
N

∑
x<N

Tr
{
(Ûτxω,τxφ − I)∂φÛ†τxω,τxφ

}
(85)

= − 1
2π

∫
S

dφ
∫

Ω

dω Tr
{
(Ûω,φ − I)∂φÛ†ω,φ

}
, (86)

and the boundary invariant emerges. The statement is
proved.

G. Physical Interpretation and Predictions

Returning to physics, let us state the second funda-
mental result of Refs.10,11, which is the following equiv-
alent formula for the edge invariant:

ν1(û′) = − 1
2π

∫
S

dφ
∫

Ω

dω Tr
{
ρ(Ĥω,φ)∂φĤω,φ

}
, (87)

with ρ(ε) = ∂εχ̃(ε),
∫

dε ρ(ε) = 1. Recall that φ is actually
a distance, hence

∂φĤω,φ = ∂φV̂ω,φ (88)
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is the force operator. If ρ(Ĥω,φ) is interpreted as a spectral
weight, then the above formula is nothing else but the
quantized averaged boundary force acting on the edge
of the chain, discovered in Refs.13,14.

One question that arises is how is one going to enforce
the weight distribution ρ on electrons in practice? The
answer is similar to that for IQHE: create an imbalance
between the occupation of the edge states by applying
voltage. Indeed, note that if the chain has two edges,
then at equilibrium there will be boundary forces on
both edges which cancel themselves exactly. But if one
applies a potential bias ∆V between the two edges of
a finite chain, then there will be an imbalance in the
occupation of the edge states and this creates an effective
weight distribution on one of the edges:

ρ(ε) =

{
1 if ε ∈ [εF −

1
2 ∆V, εF + 1

2 ∆V]
0 otherwise. (89)

We now can state our physical prediction, namely, that
there will be a net force on the chain, which, on average,
is determined by the bulk invariant and by ∆V:

〈Fnet〉φ = Ch1(p′) ∆V. (90)

In the view of the above discussion, 〈Fnet〉φ is also equal to
the average force exerted spontaneously at one edge, as
the edge is etched atom by atom. The potential difference
∆V can, in principle, be induced by irradiating the chain
with electromagnetic waves.

III. A VIRTUAL CHERN INSULATOR IN
3+1-DIMENSIONS

We now follow the program outlined in the first Chap-
ter to generate a virtual Chern insulator in three physical
dimensions and one virtual dimension. We primarily
use this example to show how the strategy works in
a new setting. Below we describe the steps that take
us from the abstract setting all the way to the concrete
physical predictions.

A. The system defined

We consider the 4-dimensional rotational algebra gen-
erated by the unitary elements u0, . . .u3 satisfying the
commutation relations:

uiu j = eiθi j u jui, θi j = −θ ji ∈ [0, 2π]. (91)

This algebra is generated by the monomials

ux = ux0
0 . . . u

x3
3 , x = (x0, . . . , x3) ∈ Z4, (92)

hence the elements are formal series:

a =
∑
x∈Z4

fx ux, (93)

with fx just c-numbers. The crossed product considered
in the previous chapter is isomorphic with the algebra
generated by u0 and u1 if we take θ = θ01. In fact, the
whole rotational algebra can be generated as an iterated
crossed product34.

The non-commutative calculus is defined by the inte-
gration:

I(a) = f0, (94)

and by the derivations:

∂ ja = i
∑
x∈Z4

x j fx ux. (95)

Given a projection p in this algebra, the second non-
commutative Chern number is defined as19:

Ch2(p) = Λ2

∑
σ∈S4

(−1)σI
(
p

3∏
j=0

∂ jp
)
, (96)

where S4 is the group of permutations and (−1)σ is the
sign of the perturbation σ. Λ2 is a proper normalization
constant. It is known19 that Ch2(p) takes integer values
which are invariant under continuous deformations of
the projector p.

The K0-group of this algebra is known in any dimen-
sion d (= 4 in our case), K0 = Z2d−1

, and if all θi j’s are
irrational, then the 8 generators of the K0 groups are
known explicitly34. In particular, K0 is known to contain
a multitude of projections with non-zero second Chern
number. Hence, the self-adjoint element:

h =

3∑
j=1

(u j + u∗j) + W(u0 + u∗0) (97)

will display a large number of spectral gaps and if we
place the Fermi level in one of these gaps, then the Fermi
projection p = χ(εF − h) will have a non-zero second
Chern number for many of these gaps. These affirma-
tions can be easily tested numerically.

We now define a representation of the algebra on the
Hilbert space `2(Z3), which will lead us to the desired
physical models. It is given by:

u0 → πφ(u0) = ei(θ0X+φ) (98)

u j → πφ(u j) = Td j , j = 1, 2, 3, (99)

where θ0 = (θ01, θ02, θ03), X = (X1,X2,X3) is the position
operator on `2(Z3) and:

Td j |y〉 = e−i
∑

k< j θ jk yk |y + d j〉 (100)

with d j the generators of Z3. Let us verify the commu-
tation relations between u0 and ul for l ≥ 1:

ei(θ0X+φ)
Tdl |y〉 = ei(θ0X+φ)e−i

∑
k<l θlk yk |y + dl〉

= ei(
∑3

j=1 θ0 j(y j+δ jl)+φ)e−i
∑

k<l θlk yk |y + dl〉, (101)
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and

Tdl e
i(θ0X+φ)

|y〉 = Tdl e
i(θ0 y+φ)

|y〉

= ei(
∑3

j=1 θ0 j y j+φ)e−i
∑

k<l θlk yk |y + dl〉. (102)

Hence:

πφ(u0)πφ(ul) = eiθ0lπφ(ul)πφ(u0), (103)

as required. The other commutations can be verified in
the same way. The representation of a generic element
Eq. 93 is given by:

πφ(a) =
∑
x∈Z4

fxei(θ0X+φ)x0T
x1
d1
T

x2
d2
T

x3
d3
. (104)

We now can write down our example of a Chern in-
sulator in three physical dimensions and one virtual di-
mension. It is generated by h of Eq. 97:

Hφ = πφ(h). (105)

Explicitly:

Hφ =

3∑
j=1

(Td j + T †d j
) + 2W cos

(
θ0X + φ

)
. (106)

As one can immediately see, we are talking about a crys-
tal in a magnetic field B which additionally experiences
an incommensurate potential in all 3-directions. The
magnetic flux through the unit cell’s facet in the ( jk)
planne is θ jk in units ~/e. If we consider the magnetic
translations on `2(Z3), written in the Landau gauge:

T
′

d j
|y〉 = ei

∑
k> j θ jk yk |y + d j〉, (107)

then T ′d j
and Tdk commute and one can see that Hφ de-

fined in Eq. 106 posses the covariant property:

T
′

yHφ(T′y)† = Hφ+θ0 y, (108)

hence it is a homogeneous system.
The bulk invariant for this system is given by the sec-

ond Chern number in Eq. 96 applied to the Fermi projec-
tion p = χ(εF − h). Our task now is to show that the bulk
invariant is computable inside the physical dimensions.
For this, let us write the invariant explicitly, using the
physical representations πφ(p) = χ(εF −Hφ) = Pφ. From
Eq. 104:

I(a) = f0 =

∫ 2π

0

dφ
2π
〈0|πφ(a)|0〉, (109)

hence:

Ch2(p) = Λ2

∑
σ∈S4

(−1)σ
∫ 2π

0

dφ
2π

〈
0
∣∣∣∣Pφ 3∏

j=0

∂ jPφ
∣∣∣∣0〉, (110)

where ∂0Pφ = ∂φPφ and ∂ jPφ = i[X j,Pφ] for j = 1, 2, 3.
If θ0i angles are irrational, then the dynamical system
φ→ φ+θ0y is ergodic w.r.t. all three lattice translations
and we can use Birkhoff’s ergodic theorem

1
2π

∫ 2π

0
dφ f (φ) = lim

V→∞

1
V

∑
y∈V

f (φ + θ0y) (111)

to express the invariant as

Ch2(p) = Λ2

∑
σ∈S4

(−1)σTrV

(
Pφ

3∏
j=0

∂ jPφ
)
, (112)

where TrV represents the trace per volume. This shows
that the invariant can be indeed computed at fixed vir-
tual coordinate, hence our model is a virtual topological
insulator.

B. Physical Interpretation and Predictions

The bulk topological invariant is connected to the
isotropic part of the magneto-electric response function:

α = 1
3

3∑
j=1

∂P j

∂B j
, (113)

where P is the macroscopic electric polarization vector.
Indeed, according to Ref.22 which treated the generic case
with arbitrary magnetic fields and aperiodic potentials,
the change in α when φ is varied by a whole cycle of
2π is equal to the second Chern number of the Fermi
projection:

∆α = Ch2(p). (114)

We can write this as:

1
3

∫ 2π

0
dφ

3∑
j=1

∂2P j

∂φ∂B j
= Ch2(p). (115)

Employing again Birkhoff’s ergodic theorem and observ-
ing that the integrand is a macroscopic quantity hence
invariant to lattice translations, we arrived to:

1
3

3∑
j=1

∂2P j

∂φ∂B j
= 2πCh2(p). (116)

This is our physical prediction. It can be tested experi-
mentally in the following way. Consider the small time-
modulations:

B(t) = B + ∆B cos(2π f1t) (117)
φ(t) = φ + ∆φ cos(2π f2t). (118)
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Since the variation of P with time gives the electric
current35:

J = ∂tP, (119)

one can see that the two modulations in Eq. 117 will
induce AC charge currents at frequencies f1, f2, 2 f1, 2 f2,
f1 ± f2 and so on, but at the frequencies f = f1 ± f2 the
amplitude of the current is:

J f1± f2 = π2( f1 ± f2) Ch2(p)∆φ∆B. (120)

C. Robustness Against Disorder

Let us now consider the effect of disorder, which in-
duces random fluctuations in the coupling constants of
the Hamiltonian:

Hω,φ =

3∑
j=1

∑
y∈Z3

(1 + λωy)|y〉〈y| (Td j + T †d j
)

+ 2W
∑
y∈Z3

(1 + λ′ω′y) cos(θ0y + φ)|y〉〈y|. (121)

The space Ω of the disorder configuration and the action
τy of Z3 on Ω can be introduced as before. The latter is
given by the shift of the disorder configuration by an y.
The disordered Hamiltonian has the covariant property
with respect to the magnetic translations:

T
′

yHω,φ(T ′y)† = Hτyω,φ+θ0 y. (122)

The disorder is integrated in the algebraic approach
by considering the algebra generated by C(Ω) and u j’s,
with the additional commutation relations:

f u j = u j ( f ◦ τd j ), j = 1, 2, 3, (123)

and f u0 = u0 f , for all f ∈ C(Ω). The new algebra is
generated by the monomials f (ω) ux and the elements of
the algebra are formal series:

a =
∑
x∈Z4

fx ux, (124)

with fx now complex valued functions over Ω. Each
element accepts a representation as an operator on the
Hilbert space `2(Z3):

πω,φ(a) =
∑
x∈Z4

∑
y∈Z3

fx(τyω) |y〉〈y|πφ(ux), (125)

where π is the representation already defined above.
One can verify explicitly that indeed πω,φ(ab) =
πω,φ(a)πω,φ(b), as required for a representation. For ex-
ample, the disordered Hamiltonian in Eq. 121 is gener-
ated by

h′ = (1 + λω0)
3∑

j=1

(u j + u∗j) + (1 + λ′ω′0)W(u0 + u∗0). (126)

The integration becomes:

I(a) =

∫
Ω

dω f0(ω), (127)

and the derivations remain unchanged. The second
Chern number of a projection is formally defined as in
Eq. 96. According to Ref.19, the second Chern number
of the Fermi projection continues to take integer values
that are invariant under continuous deformations of the
Hamiltonians, provided the Fermi resides in a spectral
gap. As in the previous Chapter, one can formulate
stronger conditions that cover the regime of strong dis-
order. It can also be computed at fixed virtual coordinate
and from a single disorder configuration.

The non-commutative second-Chern number can be
evaluated numerically using the methods developed in
Refs.31. Explicit numerical calculations can be found in
Leung’s PhD thesis36.

D. The Half-Space Algebra

Let us now constrain the model to half of the space,
x3 ≥ 0. Following the arguments from the previous
chapter, we define the half-space algebra as the alge-
bra generated by C(Ω) and û0, . . . , û3 satisfying the same
commutation relations as before, with the exception that
û3 is modified into a partial isometry:

û∗3û3 = 1, û3û∗3 = 1 − ê3. (128)

The half-space algebra is generated by the monomials:

f (ω)ûx0
0 ûx1

1 ûx2
2 ûm

3 (û∗3)n = f (ω)ûx̂ûm
3 (û∗3)n, (129)

with x̂ = (x0, x1, x2) ∈ Z3. Hence the elements are formal
series:

â =
∑

m,n∈N

∑
x̂∈Z3

fmn(ω, x̂)ûx̂ûm
3 (û∗3)n. (130)

Any element a =
∑

x∈Z4 fx(ω)ux from the bulk algebra
can be transformed into an element from the half-space
algebra:

a→ j(a) =
∑

(x̂,x3)∈Z4

fx̂,x3 ûx̂ûx3
3 , (131)

with û−1
3 interpreted as û∗3, and reciprocally, any element

â =
∑

m,n∈N

fmn(ω, x̂)ûx̂ûm
3 (û∗3)n (132)

from the half-space algebra can be transformed into an
element from the bulk-algebra:

â→ ev(â) =
∑

m,n∈N

∑
x̂∈Z3

fmn(ω, x̂)ux̂um−n
3 . (133)
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As before, any element of the half-space algebra can be
written uniquely as:

â = j(a) + ã, (134)

with

a = ev(â) and ã = â − j(a). (135)

The component ã is necessarily of the form:

ã =
∑

m,n∈N

∑
x̂∈Z3

f̃mn(ω, x̂)ûx̂ûm
3 ê3 (û∗3)n, (136)

and the elements like ã form an ideal inside the half-
space algebra, which we call the boundary-algebra.

The elements of the half-space algebra accepts a canon-
ical representation as operators over `2(Z2

×N), given
by:

π̂ω,φ( f ) = Π
( ∑

y∈Z3

f (τyω)|y〉〈y|
)
Π (137)

and:

π̂ω,φ(û0) = ei(θ0X+φ)Π (138)

π̂ω,φ(û j) = Td jΠ, j = 1, 2, 3, (139)

with Π the projection from `2(Z3) to `2(Z2
×N). The fam-

ily of half-space Hamiltonians obtained from the bulk
Hω,φ, via open boundary conditions, ΠHω,φΠ are gener-
ated by:

j(h′) = (1+λω0)
3∑

j=1

(û j + û∗j)+ (1+λ′ω′0)W(û0 + û∗0). (140)

The open boundary condition can be changed to any
other boundary condition by adding an element from
the edge algebra:

h̃′ =
∑

m,n∈N

h̃mn(ω, x̂)ûx̂ ûm
3 ê (û∗3)n. (141)

This term can account for the lattice distortions or re-
laxations near the edge, chemical contamination, bond
breaking and so on.

E. The Boundary Invariant

We need to define a non-commutative differential cal-
culus over the edge algebra in order to define the bound-
ary invariant. This is given by the integration:

Ĩ(ã) =
∑
n∈N

∫
Ω

dω f̃nn(ω, 0), (142)

which is well defined only if f̃nm is localized near the
boundary, and by the derivations:

∂̃ jã = i
∑

m,n∈N

∑
x̂∈Z3

x j fmn(ω, x̂) ûx̂ ûm
3 ê (û∗3)n, (143)

for j = 0, 1, 2.
We now restrict the bulk Hamiltonian to half of

the space by imposing a generic boundary condition
through an element h̃′ from the boundary algebra:

ĥ′ = j(h′) + h̃′. (144)

As before, we define the element:

ĝ′ = χ̃(ε f − ĥ′) (145)

such that ev(ĝ′) = p′, the Fermi projector of h′, and then
the unitary element

û′ = exp(−2πiĝ′). (146)

The boundary invariant is then defined as the 3-
dimensional winding number of this unitary element:

ν3(û′) = Λ3

∑
σ∈S3

(−1)σ Ĩ
( 2∏

j=0

(û′ − 1)∂̃ j(û′ − 1)
)
, (147)

with Λ3 a proper normalization constant. According
to Ref.37, the non-commutative odd Chern number of
unitary elements takes integer values and is invariant to
continuous deformations. And according to Ref.11 (see
Theorem A10):

ν3(û′) = Ch2(p′). (148)

As in 1 + 1 dimension, the boundary invariant can be
computed at fixed virtual coordinate by cleaving the sur-
face layer by layer and averaging the quantity inside the
formal integral in Eq. 147.

To determine the physical meaning of this invariant
one needs a formula like Eq. 87, which is not available
yet. Nevertheless, we point out that it is this boundary
invariant that assures the existence of boundary states of
the half-space Hamiltonian:

Hω,φ = π̂ω,φ(ĥ), (149)

when φ is scanned over the interval [0, 2π]. Indeed,
the spectrum of ĥ is the reunion of all spectra of Hω,φ

and if this spectrum is gapped, then we can deform χ̃
such that its variation occurs entirely inside this gap.
Consequently, ûF − 1 = 0 and the boundary invariant
is zero. Then equality 148 ensures that, whenever the
bulk invariant is no zero, the bulk gap is entirely filled
with boundary spectrum when the angle φ is scanned
over the interval [0, 2π]. This conclusion applies to all
the other boundaries, hence we are indeed dealing with
a strong topological insulator.
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IV. CONCLUSIONS

Our conclusion is that Refs.1,2 have indeed introduced
a new class of strong topological systems. We are partic-
ularly excited about this prospective because the search
for strong topological insulators is no longer bound to
our 3-dimensional physical space, which will certainly
lead to the discovery of many new interesting classes of
topological insulators. So far, the results are restricted
to the unitary symmetry class but it will be interesting
to explore the other symmetry classes and see exactly
how the virtual topological insulators are constructed

there. We believe that progress in this direction within
the chiral symmetry class can be achieved based on
the non-commutative winding number introduced in
Refs.37,38. It also seems that virtual quantum spin-Hall
insulators in 1 + 1 dimensions can be straightforwardly
constructed starting from two copies of the already ex-
isting 1 + 1-dimensional Chern insulators and inserting
Sz-non-conserving terms of Rashba type.

ACKNOWLEDGMENTS

We acknowledge support from the U.S. NSF-CAREER
grant DMR-1056168.

1 Y. E. Kraus, Y. Lahini, Z. Ringel, M. Verbin, and O. Zilber-
berg, Phys. Rev. Lett. 109, 106402 (2012).

2 Y. E. Kraus, Z. Ringel, and O. Zilberberg, Phys. Rev. Lett.
111, 226401 (2013).

3 M. Verbin, O. Zilberberg, Y. E. Kraus, Y. Lahini, and Y. Sil-
berberg, Phys. Rev. Lett. 110, 076403 (2013).

4 M. Verbin, O. Zilberberg, Y. Lahini, Y. E. Kraus, and Y. Sil-
berberg, Phys. Rev. B 91, 064201 (2015).

5 W. Hu, J. C. Pillay, K. Wu, M. Pasek, P. P. Shum, and Y. .
Chong, Phys. Rev. X 5, 011012 (2015).

6 K. A. Madsen, E. J. Bergholtz, and P. W. Brouwer, Phys. Rev.
B 88, 125118 (2013).

7 Y. E. Kraus, Z. Ringel, and O. Zilberberg, “Comment on
”topological equivalence of crystal and quasicrystal band
structures”,” http://arxiv.org/abs/1308.2378.

8 G. D. Birkhoff, Proc. Natl. Acad. Sci. USA 17, 656 (1931).
9 Y. Hatsugai, Phys. Rev. B 48, 11851 (1993).

10 H. Schulz-Baldes, J. Kellendonk, and T. Richter, J. Phys. A:
Math. Gen 33, L27 (2000).

11 J. Kellendonk, T. Richter, and H. Schulz-Baldes, Rev. Math.
Phys. 14, 87 (2002).

12 E. Prodan and H. Schulz-Baldes, “The bulk-boundary cor-
respondence principle for complex topological insulators,”
(2015), in preparation.

13 J. Kellendonk, J. Phys. A: Math. Gen. 37, L161 (2004).
14 J. Kellendonk and I. Zois, J. Phys. A: Math. Gen. 38, 3937

(2005).
15 J. Bellissard, in Geometric and Topological Methods for Quantum

Field Theory (World Sci. Publ., River Edge, NJ, 2003) pp. 86–
156.

16 K. R. Davidson, C∗-Algebras by Example, Fields Institute
Monographs (Am. Math. Soc., Providence, Rhode Islands,
USA, 1996).

17 J. Bellissard, in Lecture Notes in Physics, Vol. 257, edited
by T. Dorlas, M. Hugenholtz, and M. Winnink (Springer-
Verlag, 1986) pp. 99–156.

18 J. Bellissard, A. van Elst, and H. Schulz-Baldes, J. Math.
Phys. 35, 5373 (1994).

19 E. Prodan, B. Leung, and J. Bellissard, J. Phys. A: Math.
Theor. 46, 485202 (2013).

20 A. M. Essin, A. M. Turner, J. E. Moore, and D. Vanderbilt,
Phys. Rev. B 81, 205104 (2010).

21 R. Rammal and J. Bellissard, J. Phys. France 51, 1803 (1990).
22 B. Leung and E. Prodan, J. Phys. A: Math. and Theor. 46,

085205 (2013).
23 A. Avila and S. Jitomirskaya, Solving the ten martini problem,

Lecture Notes in Physics, Vol. 690 (Springer, New York, 2006)
pp. 5–16.

24 Y. E. Kraus and O. Zilberberg, Phys. Rev. Lett. 109, 116404
(2012).

25 L.-J. Lang, X. Cai, and S. Chen, Phys. Rev. Lett. 108 (2012).
26 F. Liu, S. Ghosh, and Y. D. Chong, Phys. Rev. B 91, 014108

(2015).
27 M. A. Rieffel, Pacific J. Math. 93, 415 (1981).
28 J. Bellissard, Comm. Math. Phys. 160, 599 (1994).
29 E. Prodan, T. Hughes, and B. Bernevig, Phys. Rev. Lett. 105,

115501 (2010).
30 E. Prodan, J. Phys. A: Math. Theor. 44, 113001 (2011).
31 E. Prodan, Appl. Math. Res. Express AMRX 2013, 176 (2013).
32 H. Schulz-Baldes and J. Bellissard, Rev. Math. Phys. 10, 1

(1998).
33 H. Schulz-Baldes and J. Bellissard, J. Stat. Phys. 91, 991

(1998).
34 T. Sudo, Nihonkai Math. J. 15, 141 (2004).
35 H. Schulz-Baldes and S. Teufel, Commun. Math. Phys. 319,

649 (2013).
36 B. Leung, A response theory of topological insulators, Ph.D. the-

sis, Rutgers University (2013).
37 E. Prodan and H. Schulz-Baldes, “Non-commutative odd

Chern numbers and topological phases of disordered chiral
systems,” http://arxiv.org/abs/1402.5002.

38 I. Mondragon-Shem, J. Song, T. L. Hughes, and E. Prodan,
Phys. Rev. Lett. 113, 046802 (2014).


