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We report on a strong transport anisotropy in a 2D hole gas in a Ge/SiGe quantum well, which
emerges only when both perpendicular and in-plane magnetic fields are present. The ratio of resis-
tances, measured along and perpendicular to the in-plane field, can exceed 3× 104. The anisotropy
occurs in a wide range of filling factors where it is determined primarily by the tilt angle. The
lack of significant anisotropy without an in-plane field, easy tunability, and persistence to higher
temperatures and filling factors set this anisotropy apart from nematic phases in GaAs/AlGaAs.

PACS numbers: 73.43.Qt, 73.63.Hs, 73.40.-c

Strong transport anisotropies were experimentally dis-
covered in a high-mobility 2D electron gas (2DEG) in
GaAs/AlGaAs heterostructures subject to strong per-
pendicular magnetic fields and low temperatures (T <
0.1 K).1,2 This remarkable phenomenon is marked by the
resistivity minima (maxima) in the easy (hard) transport
direction near half-integer filling factors, ν = 2N+1±1/2
(2 ≤ N ≤ 6), where N is the Landau level index. The
effect has been interpreted in terms of “stripes”,3,4 or a
nematic phase,5–7 formed due to interplay between ex-
change and direct Coulomb interactions. The origin of
the native anisotropy, i.e., how its axes are chosen, is
still being debated.8,9

It is well known that an in-plane magnetic field B‖

applied along the easy direction usually switches the
anisotropy axes,10–13 aligning the hard axis parallel to
B‖. Applying B‖ along the hard axis could either in-

crease or decrease the anisotropy10,11,14 and, sometimes,
also switch easy and hard axes.10 In addition, B‖ can
induce anisotropy in isotropic states, such as fractional
quantum Hall (QH) states at ν = 5/2, 7/210,11 and
ν = 7/3.15 When B‖ is applied, these states either be-
come anisotropic compressible states or the anisotropy
coexists with the QH effect.15–17 The effect of B‖ can also
depend on its orientation with respect to the crystallo-
graphic axes, even when the initial state is isotropic.18,19

Another class of B‖-induced anisotropies appears at
integer ν, when two Landau levels are brought into
coincidence.20–22 For example, Ref. 20 reported a strong
anisotropy at ν = 4 of a 2DEG in Si/SiGe in a narrow
range of tilt angles, with the hard axis along B‖. Similar
observations were made in wide GaAs/AlGaAs quantum
wells with two occupied subbands.21,22 However, we are
not aware of any reports that B‖ can induce significant
anisotropy near half-integer ν in a wide range of N ≥ 2
in originally isotropic 2D systems.

In this Rapid Communication we report on a strongly
anisotropic transport in a 2D hole gas (2DHG) in a high-
mobility Ge/SiGe quantum well.23–26 While no signifi-
cant anisotropy is observed in either purely perpendic-
ular or purely parallel B (up to at least B = 10 T),
tilted B introduces a dramatic anisotropy. Remarkably,
the anisotropy emerges almost everywhere, except for

QH states, with the hard (easy) axis oriented parallel
(perpendicular) to B‖, and is largely controlled by a sin-
gle parameter, the tilt angle θ, up to N ∼ 20. With
B = (Bx, 0, Bz) and θ = tan−1(Bx/Bz) = 80◦, the re-
sistance ratio Rxx/Ryy reaches 3 × 104 at ν = 9/2. Al-
though the emergence of the anisotropy naturally hints
on a stripe phase, our findings differ from observations
in GaAs in several important aspects, including the lack
of significant anisotropy at B‖ = 0, easy tunability by θ,
and persistence to much higher N and T .

Our samples were ∼ 5× 5 mm squares fabricated from
a fully strained, ∼ 20 nm-wide Ge quantum well grown
by reduced pressure chemical vapour deposition on a re-
laxed Si0.2Ge0.8/Ge/Si(001) virtual substrate.23–26 At T
= 0.3 K, our 2DHG has density p ≈ 2.8 × 1011 cm−2

and mobility µ ≈ 1.3 × 106 cm2/Vs. The resistances
Rxx ≡ R〈11̄0〉 and Ryy ≡ R〈110〉 were measured by a low-
frequency lock-in technique.

Before presenting our results, we briefly discuss how
our 2DHG in Ge/SiGe compares to 2D systems in
GaAs/AlGaAs. First, Ge (GaAs) has a diamond (zinc
blende) crystal structure which has (lacks) an inversion
center. Second, the perpendicular component of the g-
factor in Ge is much larger than in GaAs, while its par-
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FIG. 1. (Color online) Rxx (solid line) and Ryy (dotted line)
versus Bz at θ = 0 and T = 0.3 K.
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FIG. 2. (Color online) (a) Rxx and (b) Ryy at different θ versus Bz (bottom) and ν (top) at T ≈ 0.3 K.

allel component is zero,27 resulting in a much larger, but
B‖-independent, Zeeman energy. On the other hand, the
band structure in our 2DHG is relatively simple; the light
hole band is pushed down by strain and only the heavy
hole band, with an effective mass m⋆ ≈ 0.09me,

24,28,29 is
populated. In this respect, a 2DHG in Ge/SiGe is more
akin to a 2DEG than to a 2DHG in GaAs/AlGaAs.

In Fig. 1 we present Rxx and Ryy versus Bz at θ = 0
and T = 0.3 K. As shown in the inset, quantum oscil-
lations corresponding to even (odd) ν start to develop
at Bz ≈ 0.1 T (≈ 0.25 T). At higher Bz, both Rxx and
Ryy show QH states at all integer ν, attesting to excel-
lent quality of our 2DHG.30 While Rxx and Ryy differ by
about a factor of three at Bz = 0, no strong anisotropy is
observed at Bz & 0.1 T. However, as we show next, once
B‖ is introduced, a remarkably strong anisotropy sets in.

In Fig. 2(a) and Fig. 2(b) we present Rxx and Ryy, re-
spectively, versus Bz (bottom) and ν (top), for different
θ with B‖ = Bx. We observe that with increasing θ,
Rxx (Ryy) increases (decreases) almost everywhere ex-
cept at the QH states. At ν = 9/2 and θ = 80◦ the
resistance ratio reaches Rxx/Ryy ≃ 3 × 104 (Rxx ≈ 2.6
kΩ, Ryy < 0.1 Ω). When B‖ = By, the hard and easy
axes switch places, i.e., Rxx decreases and Ryy increases,
showing almost identical dependence on θ. Since the hard
(easy) axis is always parallel (perpendicular) to B‖, the

sole cause of the observed anisotropy is tilting the sample.
The intrinsic zero-field anisotropy, on the other hand,
seems to be irrelevant.

We define the anisotropy as Aθ ≡ (ρxx/ρyy −
1)/(ρxx/ρyy + 1), where ρxx/ρyy is found using

(π
√

ρxx/ρyy/4 − ln 2)eπ
√

ρxx/ρyy ≈ 4Rxx/Ryy.
31 In

Fig. 3(a) we present Aθ versus Bx for ν = 9/2, 13/2,
and 17/2. We find that Aθ starts at Aθ ≈ 0.05, in-
creases approximately linearly with Bx, and eventually
saturates. We observe that at higher ν, smaller Bx is
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FIG. 3. (Color online) Aθ versus (a) Bx and (b) Bx/Bz at
ν = 9/2, 13/2, and 17/2. Solid lines are guides for the eyes.
Dotted line is drawn at Aθ = 0.05 + 0.21 tan θ.
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FIG. 4. (Color online) (a) Aθ versus Bz for θ ≃ 0◦, 66◦ and
88◦. (b) δAθ versus Bz for 66◦ and 88◦. Solid line represents
δAθ = (Bz −B0)/B⋆, where B0 = 0.1 T and B⋆ = 0.4 T.

needed to induce the same Aθ. Remarkably, the data
at all ν can be well described by a common dependence
on Bx/Bz = tan θ. Indeed, as illustrated in Fig. 3(b),
Aθ versus Bx/Bz for all ν fall onto a single curve. Such
a dependence is quite remarkable and we are not aware
of similar findings in GaAs. The dotted line, drawn at
Aθ = 0.05 + 0.21Bx/Bz, illustrates that Aθ increases
roughly linearly until Bx/Bz ≈ 3.

To see how Aθ evolves with Bz we construct Fig. 4(a)
showing Aθ(Bz), for θ = 80◦, 66◦, and 0◦. Below 0.1
T, Aθ is independent of θ and decreases with Bz . At
higher Bz, Aθ increases and saturates at ≈ 0.84 (0.50) for
θ = 80◦ (66◦). In Fig. 4(b) we present δAθ = Aθ −Aθ=0◦

demonstrating that at Bz . B0 = 0.1 T, B‖ does not
induce any anisotropy. A roughly linear growth of δAθ

with Bz follows δAθ = (Bz −B0)/B⋆, where B⋆ = 0.4 T
(cf. solid line). The data at both angles are described well
by this dependence until δAθ saturates at Bz ≈ Bθ ≈
0.5 (0.3) T at θ = 80◦ (66◦). We thus conclude that
at B0 < Bz < Bθ, Aθ is controlled primarily by Bz.
At Bz > Bθ, Aθ is independent of both Bz and Bx for
a given θ, which again confirms that Aθ is controlled
by θ alone. In contrast, the native anisotropy in GaAs
increases with Bz until it vanishes at N < 2.

We next demonstrate that the observed anisotropy is
remarkably robust against temperature. Fig. 5 shows (a)
Rxx and (b) Ryy measured in different sample at θ ≈ 72◦

(Bx/Bz ≈ 3) and T = 0.3, 0.9 and 1.5 K. At filling
factor ν = 9/2, the ratio Rxx/Ryy exceeds 2000 at T =
0.3 K and drops by about an order of magnitude as the
temperature is raised to T = 1.5 K. This drop occurs due
to both decreasing Rxx and increasing Ryy (which change
much more rapidly than in the isotropic state at θ = 0),
suggesting that the anisotropy will vanish completely at a
few kelvin. Interestingly, the Rxx maxima at half-integer
ν evolve into local minima with increasing T .

While we cannot currently explain why tilted field in-
duces such a strong and robust anisotropy in Ge, below
we examine several scenarios. First obvious scenario is
the formation of stripes, similar to those found in GaAs.
Indeed, as no significant anisotropy shows up in a pure
in-plane magnetic field, we conclude that a perpendicu-
lar magnetic field is a necessary ingredient, which sets
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FIG. 5. (Color online) (a) Rxx (in kΩ) and (b) Ryy (in Ω) at
θ ≈ 72◦ (B‖ = Bx) and T = 0.3, 0.9 and 1.5 K.

the observed anisotropy in the same context of nematic
physics in 2D systems. We recall that the original predic-
tion of the stripe phase3,4 did not specify any preferred
direction in the 2D plane, i.e., it predicted randomly
oriented stripe domains and no anisotropy on a macro-
scopic scale. Thus, one possibility is that B‖ aligns these
pre-existing stripe domains giving rise to the macro-
scopic transport anisotropy. According to Ref. 8, the na-
tive anisotropy in GaAs results from a combination of
Rashba and Dresselhaus spin-orbit interactions. Since Ge
lacks the Dresselhaus term, such a symmetry-breaking
mechanism does not apply and no native macroscopic
anisotropy should be expected. However, introducing an
external field, such as B‖, could indeed reveal the under-
lying stripe phase producing observed anisotropy. Fur-
thermore, since B‖ is the only symmetry-breaking field
in our 2DHG, one can indeed expect easy tunability and
simple dependence on θ, in contrast to complex behavior
in GaAs caused by the interplay between B‖ and other
symmetry-breaking fields. We also note that the direc-
tion of the anisotropy axes with respect to B‖ is consis-
tent with what has been observed in GaAs, especially at
initially isotropic filling factors, such as ν = 5/2 and 7/2.

On the other hand, there exist factors which seem to
rule out stripes as the origin of the anisotropy in our
2DHG, namely the persistence to much higher N and T
compared to that in GaAs. Indeed, at such high temper-
ature, no strong anisotropy has been observed in GaAs,
even under applied B‖. Although B‖ can change stripe
orientation, theory predicts very small energy difference
(∼ 10−2 K) between stripes being parallel and perpen-
dicular to B‖.

12,13 Persistence of the anisotropy in Ge up
to T > 1 K suggests a much larger energy scale. It would
be interesting to test the possible existence of anisotropic
domains in a purely perpendicular field. For example, nu-
clear magnetic resonance32 and pinning mode resonances
in the r.f. conductivity33 are promising techniques to
probe such domains. Other external perturbations, such
as direct current, in principle, could also align the do-
mains and lead to macroscopic anisotropy.34
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It is also known that B‖ couples the 2D cyclotron
motion to the motion in the ẑ direction due to fi-
nite thickness effects.35 This coupling results in the
anisotropy in both the effective mass36–39 and in the
Fermi contour.40,41 At high Bz, the anisotropy in the
effective mass may result in broken rotational symmetry
of electron interactions, giving rise to a nematic order.
However, since the effective mass anisotropy is controlled
essentially by B‖, it remains unclear why the transport
anisotropy depends primarily on θ. It also remains to be
understood why such a mechanism, if it exists, is sup-
pressed in GaAs.40,41

Finally, we mention that surface roughness, in combi-
nation with B‖, was proposed42 to explain anisotropies

near level crossings.20,21 However, such a scenario is not
applicable here since our 2DHG is a single-band sys-
tem and the vanishing in-plane component of the g-
factor27,43 precludes crossings of spin sublevels. Al-
though the anisotropy in the surface roughness can lead
to modest anisotropies at zero field44 or in pure in-plane
magnetic fields,45 it cannot be directly linked to the ob-
served anisotropy in the QH regime since tilting along x̂
and ŷ directions produced identical results. Since exper-
iments on Ge quantum wells with similar surface rough-
ness, but with much lower mobilities, have found no
transport anisotropies in tilted B,43 mobility seems to be
an important parameter. It is indeed highly desirable to
perform measurements on various samples to investigate
how the anisotropy depends on mobility, carrier density,
strain, symmetry, and width of the quantum well.
In summary, we observed a strong anisotropy in the

quantum Hall regime of a 2DHG in a Ge/SiGe quan-
tum well. The anisotropy (i) emerges only in tilted B

and can be easily tuned by θ, (ii) is characterized by
Rxx/Ryy which can be as high as 3 × 104, (iii) per-
sists to high ν, and (iv) requires neither extremely low T
nor extremely high mobility. These features set the ob-
served phenomenon apart from the anisotropic phases in
GaAs/AlGaAs and, as such, point towards a novel mech-
anism of transport anisotropy, which, for some reason, is
suppressed in GaAs. As a result, observation of a distinct
type of strongly anisotropic transport in a system other
than GaAs represents an important step towards overall
understanding of electronic anisotropies.
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