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Motivated by the unconventional superconductivity observed in heavy-fermion metals, we inves-
tigate pairing susceptibilities near a continuous quantum phase transition of the Kondo-destruction
type. We solve two-impurity Bose-Fermi Anderson models with Ising and Heisenberg forms of
the interimpurity exchange interaction using continuous-time quantum Monte-Carlo and numerical
renormalization-group methods. Each model exhibits a Kondo-destruction quantum critical point
separating Kondo-screened and local-moment phases. For antiferromagnetic interimpurity exchange
interactions, singlet pairing is found to be enhanced in the vicinity of the transition. Implications
of this result for heavy-fermion superconductivity are discussed.
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A quantum critical point (QCP) arises when matter
continuously transforms from one ground state to an-
other [1]. Whether and how a magnetic QCP underlies
unconventional superconductivity in correlated electron
systems remains one of the central questions in condensed
matter physics [2–4]. At a macroscopic level, a QCP is
accompanied by an enhanced entropy [5]. At sufficiently
low temperatures, in the proximity of a QCP, it is natu-
ral for the enhanced entropy to promote emergent phases
such as superconductivity. At a microscopic level, how-
ever, how quantum criticality drives superconductivity
remains an open issue. Developing an understanding of
unconventional superconductivity is pertinent to a large
list of correlated materials such as iron pnictides, copper
oxides, organics, and heavy fermions.

An important opportunity for detailed exploration of
this general issue is provided by heavy-fermion metals, in
which many QCPs have been explicitly identified [3, 6].
Theoretical studies have shown that antiferromagnetic
QCPs in a Kondo lattice system fall into two classes.
Spin-density-wave (SDW) QCPs are described in the
Landau framework of order-parameter fluctuations [7].
The other class of QCPs goes beyond the Landau ap-
proach by invoking a critical destruction of the Kondo
effect [8, 9]. Distinctive features of this “local quan-
tum criticality” include ω/T scaling in the spin suscepti-
bility and the single-particle spectral function, vanish-
ing of an additional energy scale, and a jump in the
Fermi-surface volume. There is mounting experimen-
tal evidence for these characteristic properties, e.g., from
inelastic neutron-scattering measurements on Au-doped
CeCu6 [10], scanning tunneling spectroscopy on CeCoIn5
[11], Hall-effect and thermodynamic measurements on
YbRh2Si2 [12], and magnetic quantum-oscillation mea-
surements on CeRhIn5 [13].

Given the considerable advances in the understanding
of the unconventional quantum critical behavior of heavy

fermions in the normal state, it is clearly important to
address its implications for superconductivity. Theoret-
ically, it remains an open question whether a Kondo-
destruction QCP promotes unconventional superconduc-
tivity [14]. To make progress, it is essential to identify
simplified models in which this issue can be addressed
and insights can be gained. Because an on-site Coulomb
repulsion does not favor conventional s-wave pairing, this
issue can only be studied in models that incorporate cor-
relations among different local-moment sites.

In this work, we propose perhaps the simplest mod-
els that support Kondo-destruction physics and allow
the study of superconducting correlations: two local mo-
ments that interact with each other through a direct
exchange interaction and are also coupled both to a
conduction-electron band and to a bosonic bath. The
models we have considered can be obtained from a clus-
ter generalization of the extended dynamical mean field
theory (C-EDMFT) [15] applied to the periodic Ander-
son model with Ising anisotropy. The critical physics
arises from the antiferromagnetic channel, which we will
be concerned with. We then arrive at the model de-
fined in Eq. (1) below [15]. In the past, significant
insights have been gained from single-impurity models,
where Kondo-destruction QCPs are characterized by a
vanishing Kondo energy scale, an ω/T scaling in the lo-
cal spin susceptibility and a linear-in-temperature single-
particle relaxation rate [16–21]. Such properties are rem-
iniscent of the aforementioned experiments near the an-
tiferromagnetic QCPs of heavy-fermion metals.

We solve the two-impurity Bose-Fermi Anderson mod-
els via a continuous-time quantum Monte-Carlo (CT-
QMC) approach [19, 21, 22] and using the numerical
renormalization group (NRG) [16, 23]. We determine
the magnetic quantum critical properties and compute
pairing susceptibilities across the phase diagram. We
find that pairing correlations are in general enhanced
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FIG. 1: (color online). Schematic representation of the
two-impurity Bose-Fermi Anderson models considered in this
work. The impurity spins interact via a direct exchange cou-
pling I (or Iz), and Sz

1 − Sz

2 couples with strength g to a
dissipative bosonic bath having dispersion ωq. For very large
impurity separation, each impurity effectively hybridizes with
strength V with its own conduction band of dispersion ǫk.

near the Kondo-destruction QCP. This suggests a new
mechanism for superconductivity near antiferromagnetic
quantum phase transitions (QPTs).

The two-impurity Bose-Fermi Anderson models, illus-
trated in Fig. 1, are defined by Hamiltonians of the form

H =
∑

i=1,2

(

ǫd
∑

σ

ndiσ + Undi↑ndi↓

)

+H12

+
∑

k,σ

ǫkc
†
kσckσ +

V√
Nk

∑

i,k,σ

(

eik·rid†iσckσ +H.c.
)

+
∑

q

ωqφ
†
qφq + g(Sz

1 − Sz
2 )

∑

q

(φ†
q + φ−q). (1)

Here, diσ destroys an electron on impurity site i = 1 or
2 with spin σ = ↑ or ↓, energy ǫd, and on-site Coulomb
repulsion U ; ndiσ = d†iσdiσ , and Si =

1
2

∑

α,β d
†
iασαβdiβ

where σx,y,z
αβ are the Pauli matrices. The operator ckσ

destroys a conduction electron with wave vector k, spin
σ, and energy ǫk that has a hybridization V with each
impurity, while φq destroys a boson with energy ωq that
couples with strength g to the difference of impurity spin
z components. Nk is the number of k values.

To control the interimpurity exchange interaction, we
take the limit of infinite impurity separation |r1 − r2|
to ensure the vanishing of the indirect Ruderman-Kittel-
Kasuya-Yosida exchange interaction between S1 and S2.
Then impurities 1 and 2 hybridize with linearly inde-
pendent combinations of band states, and interact only
through their coupling to the bosonic bath and via a di-
rect exchange term H12, either of the Ising form H12 =
IzS

z
1S

z
2 or the Heisenberg form H12 = IS1 · S2. Ising

exchange is naturally obtained from the C-EDMFT ap-
proach [15], but including the static Heisenberg interac-
tion allows us to study anisotropic couplings since this
breaks the purely Ising coupling of the bosonic bath. We
note that integrating out the bosonic bath will induce a
retarded antiferromagnetic exchange of Ising symmetry.

We assume a flat electronic density of states ρc(ǫ) =

ρ0Θ(D − |ǫ|) and a sub-Ohmic bosonic density of states

ρφ(ω) = K2
0ω

1−s
c ωs Θ(ω) f(ω/ωc). (2)

For the CT-QMC calculations we have used a cutoff func-
tion f(x) = exp(−|x|) and chosen K−2

0 = ω2
cΓ(s + 1) so

that the density of states is normalized to unity. Within
the NRG, we use f(x) = Θ(1− |x|) with K0 = 1. In this
work we restrict ourselves to the range 1/2 < s < 1.
In the absence of the bosonic bath, the pure-fermionic

two-impurity Anderson model can be mapped via a
Schrieffer-Wolff transformation to a two-impurity Kondo
model with a direct exchange interaction [24]. In the case
of Heisenberg exchange, both the Anderson and Kondo
formulations are well studied [25, 26], displaying a crit-
ical point at an antiferromagnetic exchange Ic > 0 in
the presence of particle-hole symmetry; at this point,
the static singlet-pairing susceptibility diverges [27]. For
an Ising H12, the model possesses a Kosterlitz-Thouless
(KT) QPT at |Icz | > 0 between a Kondo-screened phase
and an interimpurity Ising-ordered phase [28, 29]. With-
out the conduction band, Eq. (1) reduces to a two-spin
boson model; studies of this model with Sz

1 + Sz
2 cou-

pled to a spin bath found a QCP separating a delocalized
phase and a ferromagnetically localized phase [30, 31].
We have solved Eq. (1) with H12 of Ising form by

extending the CT-QMC approach [19, 21, 22]. We
determine the staggered Binder cumulant [20, 21, 32]
Us
4 (β, Iz , g) = 〈M4

s 〉/〈M2
s 〉2, where the staggered magne-

tization Ms = β−1
∫ β

0
dτ Sz

s (τ) with Sz
s = 1

2
(Sz

1 − Sz
2 ),

and the staggered static spin susceptibility χs(T ) =
β〈M2

s 〉. The Heisenberg form ofH12 we have solved using
the Bose-Fermi extension [16] of the NRG [23, 33]. To
measure the pairing correlation between the d-electrons
at different impurity sites, we study dynamic singlet (d-
wave) and triplet (p-wave) pairing susceptibilities

χα(τ, β) = 〈Tτ∆α(τ)∆
†
α〉, α = d or p, (3)

where ∆†
d=

1√
2
(d†1↑d

†
2↓−d†1↓d

†
2↑), ∆

†
p=

1√
2
(d†1↑d

†
2↑+d†1↓d

†
2↓),

and Tτ orders in imaginary time. The static pairing sus-

ceptibilities follow via χα(T ) =
∫ β

0
dτ χα(τ, β). Each nu-

merical technique as applied to the models studied here
is further described in the supplementary material [34],
and additional details will be given elsewhere [35].
In the following, we work with fixed Γ0 = 0.25D and

U = −2ǫd = 0.001D. This choice places the Anderson
impurities at mixed valence with a high Kondo temper-
ature TK ≃ 1.39D (for g, Iz, I = 0), ensuring a corre-
spondingly high temperature of entry into the quantum
critical regime [21]. We also take ωc = D and focus on
sub-Ohmic bath exponents [see Eq. (2)] s = 0.8 for Ising
exchange and s = 0.6 for the Heisenberg case.
Ising H12: Figure 2(a) shows the T = 0 phase dia-

gram for the case of Ising exchange, as obtained using
CT-QMC. For 0 ≤ g, Iz ≪ D, each impurity spin is
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FIG. 2: (color online). (a) Phase diagram for an Ising H12 de-
termined via CT-QMC from the staggered Binder cumulant.
A square marks the Kosterlitz-Thouless QPT and circles de-
note second-order Kondo-destruction QPTs governed by the
QCP at Iz = 0. (b) Phase diagram for a Heisenberg H12

found with the NRG. Squares represent QPTs governed by
the critical point at g = 0, while circles represent Kondo-
destruction QPTs induced by the coupling to the bosonic
bath. Kondo-screened (Kondo), interimpurity-singlet (IS),
and local-moment (LM) phases all meet at a tricritical point.
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FIG. 3: (color online). Staggered spin susceptibility χs(T ) in
the Kondo phase (circles), at the QCP (triangles), and in the
LM phase (squares), for (a) an Ising H12 with s = 0.8, and
(b) a Heisenberg H12 with s = 0.6. At the QCP, χs ∼ T−s.

locked into a Kondo singlet with the conduction band
and χs(T ) approaches a constant at low temperatures
[e.g., Fig. 3(a)]. Upon increasing g and/or Iz , the system
passes through a QPT into an Ising-antiferromagnetic
local-moment phase (LM) in which the impurity spins are
anti-aligned and decoupled from the conduction band, as
seen through a Curie-Weiss behavior of the staggered spin
susceptibility: χs(T ) ∼ T−1 [Fig. 3(a)]. The Kondo en-
ergy scale vanishes continuously on the Kondo side of the
QPT, characteristic of a Kondo-destruction QCP. The
staggered Binder cumulant Us

4 (β, Iz , g) varies from 3 deep
in the Kondo phase to 1 far into the LM phase. For fixed
Iz , the cumulant near the QCP has a scaling form

Us
4 (β, Iz , g) = Us

4

(

β1/ν(g/gc − 1); Iz
)

, (4)

identifying gc as the point of temperature independence
of Us

4 vs g [Fig. 4(a)]. Optimizing the scaling collapse
according to Eq. (4) gives a correlation-length exponent
ν(s = 0.8)−1 = 0.45(8) [Fig. 4(b)], close to the value
0.469(1) found using the NRG for the single-impurity
Ising-symmetry Bose-Fermi Kondo model [16].
For g = 0, the Ising critical point is KT-like, charac-

terized by a divergence χs(T, Iz = Icz , g = 0) ∼ T−1.
Consequently, the coupling g has a scaling dimension
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FIG. 4: (color online). (a) Binder cumulant Us

4 (β, Iz, g) vs
g for an Ising H12 with Iz = 1.25D, s = 0.8, and at the
labeled temperatures. The intersection of curves gives the
critical bosonic coupling gc/D = 0.465(5). (b) A scaling col-
lapse of the same data near gc according to Eq. (4) yields a
correlation-length exponent ν(s = 0.8)−1 = 0.45(8). (c) Flow
of a low-energy NRG eigenstate vs iteration number N for
a Heisenberg H12 with I = 0.2D, s = 0.6, and six values of
∆g ≡ 106(g − gc), where K0gc = 1.08742545(1). (d) Low-
energy crossover scale from the NRG, fitted to T ∗ ∝ |g− gc|

ν

yielding ν(s = 0.6)−1 = 0.40(2).

[g] = (1 − s)/2 and is relevant for s < 1. This dictates
a flow away from the KT fixed point along the phase
boundary in Fig. 2(a) toward the Iz = 0 critical point
[34]. Tuning g to the boundary at fixed Iz > 0, we find
that the staggered spin susceptibility diverges as

χs

(

T, Iz , g = gc(Iz)
)

∼ T−x (5)

with x = 0.79(3), 0.78(3), 0.80(3), 0.82(3), 0.82(3), 0.83(4)
for increasing Iz . These values are consistent with x = s,
suggesting that the staggered channel exhibits the same
critical properties as the single-impurity Ising-symmetric
Bose-Fermi Kondo model [16].
Heisenberg H12: For Heisenberg exchange, the NRG

gives the phase diagram shown in Fig. 2(b), based on runs
performed with a basis of up to Nb = 4 bosons per site of
the bosonic Wilson chain and retaining up to Ns = 800
many-body eigenstates at the end of each iteration. For
small g and I, the model is in the Kondo phase. Tun-
ing I for g = 0, we pass through a critical point into an
interimpurity singlet (IS) phase, in which the impurity
spins are locked into a singlet and decoupled from the
conduction band. At the particle-hole-symmetric criti-
cal point [25, 26], the staggered spin susceptibility di-
verges as χs(T, I = Ic, g = 0) ∼ ln(TK/T ). Using the
corresponding scaling dimension of the staggered impu-
rity spin, along with the scaling dimension of φq, we de-
termine that the bosonic coupling has scaling dimension
[g] = −s/2 and is irrelevant for s > 0. Indeed, we find
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that the NRG spectrum along the phase boundary is in-
dependent of g for small values of g [34], indicating that
the critical behavior is governed by the g = 0 QCP.
For small I > 0, tuning the bosonic coupling g yields

a QPT from the Kondo phase to the LM phase [Fig.
4(c)]. The Kondo energy scale vanishes continuously on
approach from the small-g side of this Kondo-destruction
QCP. At the QCP, the staggered spin susceptibility obeys
Eq. (5) with Iz replaced by I and x = 0.61(2) [Fig.
3(b)], again consistent with x = s. Nearby, a low-energy
crossover temperature T ∗ (equal to the effective Kondo
temperature for g < gc) varies as T ∗ ∝ |g − gc|ν , yield-
ing for the data shown in Fig. 4(d) a correlation-length
exponent ν(s = 0.6)−1 = 0.40(2). However, we find
that (unlike the global phase diagram and the value of
the exponent x), the value of ν is sensitive to the NRG
truncation of states. Increasing Nb from 4 to 6 and Ns

from 800 to 1 200 leads to a refinement of our estimate to
ν(s = 0.6)−1 = 0.51(4), within numerical error identical
to the value ν(s = 0.6)−1 = 0.509(1) found for the single-
impurity Ising-symmetry Bose-Fermi Kondo model [16].
We therefore conclude that the Kondo-destruction QCPs
for Ising and Heisenberg exchange fall within the same
universality class. In both Ising and Heisenberg cases,
the Kondo-destruction QCPs are insensitive to breaking
of particle-hole symmetry via setting U 6= −2ǫd, as well
as to a finite impurity separation [35].
We turn next to the transition between the IS and

LM phases. Fixing I at a large value and tuning g, the
bosonic bath decoheres and destroys the interimpurity
singlet state at a QCP, where we find similar critical prop-
erties to those on the Kondo-LM boundary: χs diverging
according to Eq. (5) with x = 0.61(3), and for Nb = 4,
a correlation length exponent ν(s = 0.6)−1 = 0.40(2)
indistinguishable from the corresponding value found on
the Kondo-LM boundary.
In the particle-hole symmetric case that is the focus of

this paper, the Kondo, IS, and LM phases all meet at a
tricritical point, as shown in Fig. 2(b). Generic particle-
hole asymmetry is known to turn the Kondo-to-IS tran-
sition in figure 2(b) into a crossover [25, 26], leaving only
a single line of Kondo-destruction QPTs.
Pairing susceptibilities : We now consider the singlet

and triplet pairing susceptibilities defined in Eq. (3). For
both the Ising and Heisenberg forms of the interimpurity
exchange, the static triplet pairing susceptibility χp (not
shown) is reduced by any nonzero value of g, Iz, or I.
More interesting is the singlet susceptibility, which we

illustrate along paths on the g-Iz and g-I phase diagrams
that start from g = Iz = I = 0 and cross the Kondo-
LM boundary. In C-EDMFT [15] such trajectories are
representative of tuning spin-spin interactions within the
lattice model. Figure 5(a) plots χd vs Ising exchange
coupling at a sequence of temperatures along the cut g =
0.372Iz. The pairing susceptibility grows as Iz increases
from zero, is peaked for Iz slightly below Icz , and then falls
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FIG. 5: (color online). (a) Static singlet pairing susceptibility
χd(T, Iz, g) vs Iz for an Ising H12 with s = 0.8 along the line
g = 0.372Iz , which crosses the Kondo-LM phase boundary at
Icz = 1.25D. (b) Static singlet pairing susceptibility χd(T =
0, I, g) vs I for a Heisenberg H12 with s = 0.6 along the line
g = 2.54I , which crosses the Kondo-LM phase boundary at
Ic = 0.40D. In both (a) and (b), χd is peaked just on the
Kondo side of the phase boundary and remains elevated at
the QCP over its value for g = Iz = I = 0.

off within the LM phase as the d electrons localize and
decouple from the conduction band. The singlet pairing
susceptibility saturates at temperatures T . 0.003TK.

Figure 5(b) illustrates the Heisenberg form of H12,
plotting the T = 0 singlet pairing susceptibility vs I at
T = 0 along a path g = 2.54I that crosses the Kondo-LM
boundary. Very much as in the Ising case, χd rises from
I = 0 and peaks just below I = Ic.

The enhancement of the static singlet pairing suscepti-
bility near a Kondo-destruction QCP is one of the princi-
pal results of this work. Although χd peaks just inside the
Kondo phase, the pairing correlation at the QCP is sig-
nificantly higher than at g = Iz = I = 0. We stress that
these results are associated with the critical destruction
of the Kondo effect. They differ from those for g = 0,
where for Heisenberg exchange χd(T = 0) diverges at
the Kondo-IS QPT [27]. We have found (by following
the path g = 0.717I, not shown) that the singlet pair-
ing susceptibility also diverges on crossing the Kondo-IS
boundary at some g > 0, consistent with the picture that
this boundary is governed by the g = 0 critical point.

The models considered here have both a dynamic (in-
duced by g) and a static (Iz or I) exchange interaction be-
tween the impurities. The combination of the two antifer-
romagnetic interactions is responsible for both, the exis-
tence of a Kondo-destruction QCP and the enhancement
of χd in its vicinity. This behavior is likely to have signif-
icant effects in lattice systems. Within C-EDMFT [15],
the cluster pairing susceptibility determines the lattice
pairing susceptibility, in such a way that the enhanced χd

may give rise to a pairing instability near a Fermi-surface-
collapsing QCP of a Kondo lattice [8, 9]. As such, this
would represent a new mechanism for superconductiv-
ity in the vicinity of antiferromagnetic order, and would
be of considerable interest in connection with the super-
conductivity observed in the Ce-115 materials [37] and
related heavy-fermion superconductors [38].

In summary, we have introduced and solved two vari-
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ants of the two-impurity Bose-Fermi Anderson model us-
ing robust numerical methods. We have mapped out the
phase diagrams for these models and shown that each
possesses a line of Kondo-destruction QCPs that are in-
sensitive to breaking particle-hole symmetry. The QCPs
in the two models belong to the same universality class
despite the differing symmetries of the interimpurity ex-
change interaction. Just as importantly, we have shown
that the Kondo-destruction quantum criticality in these
models enhances singlet pairing correlations. Our results
hold promise for elucidating the superconductivity ob-
served in heavy-fermion metals whose normal state shows
characteristics of Kondo-destruction quantum criticality.
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