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We consider the Rényi entanglement entropy of bosonic Tomonaga-Luttinger liquids under a
particle bipartition and demonstrate that the leading order finite-size scaling is logarithmic in the
system size with a prefactor equal to the inverse Luttinger parameter. While higher order corrections
involve a microscopic length scale, the leading order scaling depends only on this sole dimensionless
parameter which characterizes the low energy quantum hydrodynamics. This result contrasts the
leading entanglement entropy scaling under a spatial bipartition, for which the coefficient is universal
and independent of the Luttinger parameter. Using quantum Monte Carlo calculations, we explicitly
confirm the scaling predictions of Tomonaga-Luttinger liquid theory for the Lieb-Liniger model of
δ-function interacting bosons in the one dimensional spatial continuum.

I. INTRODUCTION

Entanglement is a fundamental non-classical property
of quantum many-body systems, and provides a physi-
cal resource for quantum information processing1. The
quantification of entanglement via entanglement entropy
(EE) has been demonstrated to aid in the characteri-
zation of quantum matter2,3, especially when the con-
ventional use of local correlation functions may not be
feasible due to a lack of symmetry breaking. In partic-
ular, the study of the EE between two spatially distinct
regions (partitions) of a many-body system allows the
canonical “area law” scaling to be probed, including its
sub-leading corrections which have been demonstrated
to reveal fundamental features of the underlying phase
of matter4–18. Systems of itinerant particles can alter-
natively be bipartitioned into subsets of particles rather
than spatial regions19–25, with the associated entangle-
ment entropies providing complementary information on
the role that interactions and exchange statistics play in
generating the non-classical correlations in a quantum
state.

The study of EE has been particularly fruitful in low
dimensional quantum many-body systems, where strong
fluctuations inhibit transitions to conventional ordered
phases. For example, the EE of a spatial bipartition
of a critical system in one-dimension (1D) scales loga-
rithmically with subsystem size, where the prefactor is
proportional to the central charge of the underlying con-
formal field theory26–28. The low energy behavior of such
systems is known to be described by Tomonaga-Luttinger
liquid (LL) theory, which characterizes the universal long
distance physics that is unique to quantum mechanics
in one spatial dimension29–32. A LL is characterized by
a single non-universal dimensionless parameter K which
determines the nature of correlations functions, in addi-
tion to a velocity which sets the energy scale for quasi-
particle excitations. While the central charge is a uni-
versal feature of LLs, K depends on the specific details
of the system, and in general, is not easily determined

FIG. 1. (Color online) Systems of N itinerant bosons in the
one-dimensional spatial continuum under n-particle partitions
indicated through a fictitious coloring scheme.

for a given microscopic model. Thus the leading spatial
entanglement scaling gives access to a universal quantity
of the LL, but is not sensitive to K which characterizes
the long-distance behavior of correlation functions. The
Luttinger parameter does appear in the bipartite fluctu-
ations of a Tomonaga-Luttinger liquid, which scales log-
arithmically with subsystem size with a prefactor that is
proportional to K33,34, as well as higher order corrections
to the spatial partition EE35–37 and the EE of a partition
into disjoint spatial regions38,39.

In this paper we demonstrate that the finite-size scal-
ing form of the n-particle partition 2nd Rényi entan-
glement entropy of a N -particle bosonic Tomonaga-
Luttinger liquid is:

S2 (n) ' n

K
logN + const.+O

(
1

N1−1/K

)
; (1)

thus the leading-order scaling coefficient of the particle
partition EE is proportional to the inverse Luttinger pa-
rameter. In the remainder of this paper, we evaluate the
explicit form of the constant and correction terms for
a bosonic LL, and confirm their accuracy for the Lieb-
Liniger model of δ-function interacting bosons in 1D40,41

via large scale quantum Monte Carlo simulations.
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II. QUANTUM HYDRODYNAMICS

The ubiquity of Tomonaga-Luttinger liquid behavior
manifests in its experimental observation in a diverse
set of quasi-1D experimental systems including electronic
conductance and tunneling in carbon nanotubes42 and
quantum Hall edges43 as well as in the energy and correla-
tion functions of low density ultra cold bosonic gases44–46.
Recent work has proposed that it may also be seen in con-
fined superfluids of 4He47,48 with associated experiments
already underway49.

Here, we focus on spinless bosons, and the low energy
effective Hamiltonian capturing the hydrodynamics of a
LL with N interacting particles on a line of length L with
density ρ0 = N/L may be written in terms of bosonic
fields φ(x) and θ(x) representing the phase and density
fluctuations of a microscopic field operator ψ† as:

H =
~v
2π

∫
dx

[
K

(
∂φ

∂x

)2

+
1

K

(
∂θ

∂x

)2
]

(2)

where

ψ†(x) '
√
ρ0 +

1

π

∂θ

∂x
e−iφ(x), (3)[

φ(x),
∂θ(x′)
∂x′

]
= iπδ(x− x′). (4)

For Galilean invariant systems, the Luttinger parame-
ter K may be computed from the compressibility, as

K =
~π
L

(
m

N

∂2E0

∂N2

)−1/2

, (5)

where E0 is the ground state energy and m is the mass
of the particles. Even at zero temperature, LLs display
no true long-range order; the ground state of Eq. (2) has
algebraically decaying correlations parametrized by K.
In the non-interacting limit, K →∞, and phase correla-
tions dominate over density correlations. The reverse is
true for impenetrable bosons with K → 1+. In particu-
lar, the one-body reduced density matrix is a power law
at long distances, with exponent proportional to K−1 :

ρ1 (x, x′) ≡
〈
ψ†(x)ψ(x′)

〉
∼ |x− x′|−1/2K

. (6)

With the exception of a few models where exact solu-
tions are available40,50,51, determining the precise value
of K for a given microscopic model is a difficult task,
and may require a detailed analysis of the decay of cor-
relation functions52. We find that this information is
encoded in the leading order scaling of the particle par-
titioned entanglement entropy, and can even be bounded
by measurements of the condensate fraction53.

III. PARTICLE PARTITION ENTANGLEMENT

Given a bipartition of a system into subsystems A and
B, one can quantify the entanglement in |ΨAB〉 describ-

ing the full pure state via Rényi entanglement entropies:

Sα [ρA] ≡ 1

1− α log (TrραA) , (7)

where ρA is the reduced density matrix (RDM) of sub-
system A,

ρA = TrB

(∣∣ΨAB

〉〈
ΨAB

∣∣)
and α is the Rényi index. For α→ 1 the Rényi entropy is
equivalent to the von Neumann entropy: −Tr ρA log ρA.

Entanglement entropy of many-body systems is most
often studied under spatial bipartitions. For example, if a
translationally invariant 1D system is bipartitioned into
contiguous subsystems, then subsystem A is completely
characterized by the length of the subsystem `A. For the
ground states of critical 1D systems, the leading order
scaling of the EE is logarithmic in `A

27,28,

S (`A) ≈ c

3
log `A + . . . , (8)

where c is the central charge of the underlying confor-
mal field theory. In systems of itinerant particles, one
may alternatively bipartition the system into subsets of
particles (Fig. 1), rather than spatial subregions19–25. An
indistinguishable particle partition is uniquely character-
ized by the number of particles n in the subsystem, with
the RDM for the subsystem given by the n-body reduced
density matrix:

ρn ≡
∫
drn . . .

∫
drN−1 〈rn . . . rN−1| ρN |rn . . . rN−1〉 ,

where {ri} are the positions of the N particles (i ∈
[0, . . . , N − 1]), and ρN is the full N -body density ma-
trix. One can then quantify the entanglement entropies
between subsets of particles by the particle partitioned
EE24,25:

Sα (n) ≡ Sα [ρn] . (9)

Note that since ρn is non-local in space and contains no
length scale, Sα(n) can capture physics that is distinct
from, and complimentary to, the EE under a spatial bi-
partition.

The importance of particle partition EE, and in partic-
ular, its connection to physically utilizable entanglement
for quantum information processing applications has only
recently been uncovered54,55. Zozulya et al. have pro-
posed a general scaling form for particle EE which is lin-
ear in the subsystem size and logarithmic in the system
size24:

S (n,N) = b1n logN + b2. (10)

The coefficients b1, b2 have only been computed in a lim-
ited number of models and one may ask what physical
content is contained within22–25,56. Additionally, previ-
ous work has demonstrated that in systems of itinerant
bosons, the n = 1 second Rényi EE is bounded by the ex-
perimentally accessible condensate fraction, thus offering
a direct relationship between particle EE and experimen-
tally measurable quantities53.
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IV. ONE PARTICLE ENTANGLEMENT IN
BOSONIC LUTTINGER LIQUIDS

A. Asymptotic scaling for L→∞

We begin with an analysis of the one particle partition
2nd Rényi EE S2(n = 1) for a LL described by Eq. (2).
Using the Galilean invariance of the one-body RDM, we
take the general, appropriately normalized (Tr ρ1 = 1)
and regularized form of ρ1 to be:

ρ1(r) =
1

L

{
Φ
(
r
a

)
r ≤ a

Φ(1)
(
a
r

)1/2K
r > a

(11)

where we have used Eq. (6), a is some short distance
length scale and Φ(y) is a dimensionless function satisfy-
ing Φ(y) ≤ 1, Φ(0) = 1 that depends on the non-universal
details of the microscopic model. Performing the trace
in Eq. (7) (see Refs. 57 and 58 for related calculations)
for α = 2 yields

Tr ρ2
1 =

∫ L/2

−L/2
dxdx′ρ1 (x, x′) ρ1 (x′, x)

= Φ (1)
2 K

K − 1

(
2a

L

)1/K

×
{

1 +

(
2a

L

)1−1/K
[

Φ2(1)

Φ(1)2

K − 1

K
− 1

]}

where

Φ2(y) ≡ y−1

∫ y

0

Φ(z)2dz. (12)

Taking the log, the central finding of our work is that
the finite size scaling of the one-particle 2nd Rényi EE
for K > 1 is described by

S2(n = 1) ' b1 logN + b2 − log

[
1 +

b3
N1−b1

]
(13)

where b1 = 1/K and the constants b2,3 depend on both K
as well as the short distance physics captured in Φ(r/a).
We note this result is consistent with previously reported
results for the Tonks-Girardeau model of impenetrable
bosons, which corresponds to K → 1 where it was found
that S1(n = 1) ∼ lnN25,56. Thus the leading scaling
coefficient of the particle EE is equal to the inverse of
the Luttinger parameter which characterizes the univer-
sal quantum hydrodynamics in one dimension.

B. Finite size corrections

Modifications can be determined for a finite system
with periodic boundary conditions by replacing the sep-
aration |x− x′| in Eq. (6) with the distance between two
points on a ring of circumference L 59,60:

|x− x′| → L

π
sin
(π
L
|x− x′|

)
. (14)

Proceeding as above, by assuming a short distance form
Φ(r/a) and by employing normalization and translational
invariance we may write:

ρ1(r|L) =
1

L

Φ(r) r ≤ a
Φ(1)

∣∣∣ sin(πa/L)
sin(πr/L)

∣∣∣1/2K r > a
. (15)

Performing the trace over ρ2
1 now yields:

Tr ρ2
1 =

2a

L

[
Φ2(1) + Φ(1)2

∣∣∣sin πa
L

∣∣∣1/K ∫ L/2a

1

dr csc1/K

(
πar

L

)]

=
2a

L

[
Φ2(1) + Φ(1)2 L

πa

∣∣∣sin πa
L

∣∣∣1/K cos
πa

L
2F1

(
1

2
,

1

2
+

1

2K
;

3

2
; cos2 πa

L

)]
(16)

where 2F1(q, b; c; z) is the Hypergeometric function. Thus we find the Rényi entropy to be

S2(n = 1) = − 1

K
log sin

πρ0a

N
− log

[
2ρ0aΦ2(1)

N sin1/K(πρ0a/N)
+

2

π
Φ(1)2 cos

πρ0a

N
2F1

(
1

2
,
K + 1

2K
;

3

2
; cos2 πρ0a

N

)]
. (17)

Expanding for large N and making use of the Γ-function recursion relation: Γ(z)Γ(1− z) = −zΓ(z)Γ(−z) = π cscπz
we find:

S2(n = 1) ' 1

K
logN − log

1 +
2
[
(K − 1)Φ2(1)−KΦ(1)2

]
π3/2−1/K

(K − 1)Φ(1)2 sin π
2KΓ

(
1

2K

)
Γ
(

1
2 − 1

2K

) (ρ0a

N

)1− 1
K


− log

[
π1/K−3/2(ρ0a)1/KΦ(1)2 sin

π

2K
Γ

(
1

2K

)
Γ

(
1

2
− 1

2K

)]
, (18)
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which exhibits identical scaling behavior as that in
Eq. (1) and (13), albeit with different non-universal sub-
leading coefficients b2,3. Up to this point, we have only
demonstrated the accuracy of Eq. (1) for n = 1, but
we now conjecture its leading order n dependence for a
bosonic Luttinger liquid under an arbitrary particle par-
tition of size n, and numerically test for n ≥ 1 in a specific
microscopic model.

V. CONFIRMATION IN THE LIEB-LINIGER
MODEL

The Lieb-Liniger model describes N non-relativistic
bosons interacting with a contact potential in 1D40,41,
with Hamiltonian:

H = −λ
N∑
i=1

d2

dx2
i

+ g
∑
i<j

δ (xi − xj) , (19)

where λ ≡ ~2/2m and g is an interaction strength with
dimensions of energy × length. We consider only re-
pulsive interactions g ≥ 0 and as g → +∞ the Tonks-
Girardeau50 gas of impenetrable bosons is recovered. It
is useful to parameterize finite interactions using a single
dimensionless parameter γ ≡ gL/2λN , which has partic-
ular experimental relevance to ultracold Bose gases con-
fined in quasi-1D optical traps.46 The Lieb-Liniger model
is analytically soluble via the Bethe ansatz, which pro-
vides access to the exact ground state energy in the ther-
modynamic limit L→∞.40 At low energies, its emergent
properties are well described by LL theory and moreover,
the existence of an exact solution allows for access to the
short distance properties of the one-body RDM parame-
terized here by the function Φ(r/a).

Olshanii and Dunjko61 have analyzed the short dis-
tance behavior of the one-body density matrix Φ(r/a) as
a power series

Φ
( r
a

)
= 1 + c2

( r
a

)2

+ c3

( r
a

)3

+ · · · (20)

where r ≤ a and the constants c2 and c3 were found to
be:

c2 = −1

2
[e(γ)− γe′(γ)] , c3 =

1

12
γ2e′(γ) (21)

with e(γ) a dimensionless function of the interaction pa-
rameter γ = g/2λρ0 appearing in the ground state en-
ergy E0 = λρ2

0Ne(γ) that can be numerically determined

from the Bethe ansatz solution40. Both Φ(1) and Φ2(1)
are decaying functions of the interaction parameter γ at
the short distance cutoff length scale r = a as shown in
Fig. 2.

A. Quantum Monte Carlo Method

We test our LL calculations for the particle parti-
tion EE of the Lieb-Liniger model using a path integral

0 10 20 30 40 50
γ

0.5

0.6

0.7

0.8

0.9

1.0

Φ
(1

),
Φ

2
(1

)

Φ2(1)

Φ(1)

FIG. 2. (Color online) Short distance properties of the one
body reduced density matrix as a function of the dimension-
less interaction parameter γ = gL/2λN for the Lieb-Liniger

model. Φ(1) and Φ2(1) are the bare and integrated short
distance functions given by Eq. (20) at the crossover micro-
scopic length scale r = a appearing in the particle partition
entanglement entropy.

ground state quantum Monte Carlo (QMC) method62,63

which provides unbiased access to ground state expecta-
tion values through imaginary time projection:

〈
Ô
〉

= lim
β→∞

〈
ΨT

∣∣e−βH/2Ôe−βH/2∣∣ΨT

〉〈
ΨT

∣∣e−βH ∣∣ΨT

〉 (22)

where Ô an observable and |ΨT〉 is a trial wave func-
tion. In this section, for ease of presentation, we set
~ = 1. We Monte Carlo sample the discrete imaginary
time worldlines of N bosons in one spatial dimension
with the δ-function interactions described by the Lieb-
Lingier Hamiltonian in Eq. (19). Using a discrete imagi-
nary time representation, we approximate the propagator

as the product of short time propagators e−βH ' (ρτ )
P

where P ≡ β/τ . We represent the imaginary time world-
lines configurations in the position basis, such that each
imaginary time slice is described by a state |R〉, where
R = {r0, . . . , rN−1} is a vector of length N describing
the position of all particles in continuous space. The
short time propagator ρτ is approximately decomposed
into the product of the free particle propagator, which
can be sampled exactly, and an interaction propagator
such that

ρτ (R,R′) = ρ0(R,R′; τ, λ)ρint(R,R
′; τ) (23)

'
〈
R
∣∣e−τH ∣∣R′〉, (24)

where ρ0(R,R′; τ, λ) is the free N particle propagator

ρ0(R,R′; τ, λ) ≡
N−1∏
j=0

ρ0

(
rj − r′j , τ, λ

)
, (25)

ρ0 (∆x, τ, λ) ≡ e−∆x2/4λτ

2
√
πλτ

. (26)
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To efficiently sample the imaginary time propagator,
because of the short-ranged nature of the interactions
we use a pair-product decomposition62 which employs
the exact two-body propagator for δ-function interacting
bosons64–66:

ρint

(
R,R′; τ

)
'
∏
j 6=k

Wint

(
rj − rk, r′j − r′k; τ

)
(27)

where Wint is a weight that takes into account the pair-
wise interactions, and only depends on the relative sepa-
ration of each pair. The form of Wint for the Lieb-Liniger
model is given in Appendix A 1.

Rényi EE are accessible via QMC by sampling an ex-
tended configuration space consisting of two identical
replicas of the physical system under consideration. The
sampled ensemble has imaginary-time worldlines that are
broken at the center of both paths corresponding to the
“A” subsystems consisting of n particles53,67,68. The es-
timator for Tr ρ2

A is related to the expectation value of
the short-imaginary-time propagator which connects the
broken worldlines across the replicas:

Tr ρ2
A =

〈
ρSWAP
A

〉〈
ρDIR
A

〉 , (28)

where ρDIR
A and ρSWAP

A are the reduced propagators for
the A subsystems which connect the broken beads to the
same (A) and other (B) replica, respectively; see Ref. 68
for complete algorithmic details.

B. Numerical Results

Using QMC, we have computed S2(n) for the ground
state of the Lieb-Liniger Model for n = 1, 2 and γ and N
ranging over two orders of magnitude. Fig. 3 shows the
finite-size scaling of S2(n) at constant γ for 4 ≤ N ≤ 96
and γ ∈ {0.5, 5, 50}. The EE data has been analyzied
via two approaches: (solid lines) a generic LL scaling
form and (dashed lines) the microscopic finite-size form
for the Lieb-Liniger model. The generic LL scaling form
is given in Eq. (13) where b1−3 are taken to be free pa-
rameters. The coefficient of the logN term, b1 allows
us to determine K numerically, directly from the QMC
data, free of any assumptions regarding the microscopic
model. Alternativerly, for each value of γ, we may use
the short distance behavior of the Lieb-Liniger one-body
RDM61 and K(γ) computed from the Bethe ansatz41 in
combination with Eq. (17), leaving only a single free pa-
rameter: the short distance cutoff a. Fig. 4 shows the
best fit values of a as a function of γ; for all γ considered
here, we find that a is of order ρ−1

0 , a natural short-
distance length scale. The agreement between these two
independent analyses is seen in Fig. 3, with full details
provided in Appendix A 3. The two-particle partition EE
computed with QMC is also shown in Fig. 3, scaled by
a factor of n = 2, demonstrating consistency with the

4 8 16 32 64 96
N

0.0

0.2

0.4

S
2
γ = 0.5γ = 0.5

0.5

1.0

1.5

S
2

γ = 5.0γ = 5.0

4 8 16 32 64 96N

1.0

2.0

3.0

S
2

γ = 50.0γ = 50.0

QMC: S2(n = 1)

fit: Luttinger liq.

fit: Lieb-Liniger

QMC: S2(n = 2)/2

fit: Luttinger liq.

FIG. 3. (Color online) Finite-size scaling of S2(n) of ground
state of the Lieb-Liniger model for γ = 0.5, 5, 50 for 4 ≤
N ≤ 96. The solids lines represent three parameter fits to the
generic Luttinger liquid (Eq. (13)) while the dashed line is a
one-parameter fit to the finite-size Lieb-Liniger form of the
scaling coefficients in Eq. (17). S2(n = 2) is shown scaled by
a factor of 2.

conjectured generic scaling form:

S2(n) ' (n/K) logN + · · · (29)

The small offset between the n = 1 and n = 2 data
suggests that the constant term in Eq. (1) may depend
on n.

Using the generic Luttinger liquid three parameter fit
to the QMC finite size scaling data shown in Fig. 3, we
have determined the Luttinger parameter from K = n/b1
and plot it as a function of interaction strength γ in
Fig. 5. The agreement between the QMC derived data
points and the analytical value of K(γ) determined from
the Bethe ansatz provides quantitative confirmation of
the predictions from LL theory discussed above. We re-
iterate that this analysis uses no microscopic information
and is applicable to any bosonic model displaying LL be-
havior.
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0 10 20 30 40 50γ
0.8

1.0

1.2

1.4

1.6
ρ

0
a

FIG. 4. Best fit for the short distance cutoff a for the one-
parameter fit to the finite-size Lieb-Liniger scaling form to
the finite-size scaling of S2(n = 1) as a function of interaction
strength γ = gL/2λN (dashed lines in Fig. 3 and 8). The
horizontal dashed line corresponds to the physically relevant
short distance length scale a = ρ−1

0 ; note that a is of order
ρ−1
0 for all γ, and for γ & 2, a ∼ ρ−1

0 . The dotted line is a
guide for the eye.

0 10 20 30 40 50γ
0

1

2

3

4

5

6

K

Bethe ansatz

QMC: n = 1

QMC: n = 2

FIG. 5. (Color online) The Luttinger parameter K vs. inter-
action strength γ for the Lieb-Liniger model determined from
the leading order coefficient of the finite-size scaling of S2(n)
as computed by quantum Monte Carlo for n = 1, 2. The
line displays the exact value of K(γ) known from the Bethe
ansatz.

VI. DISCUSSION

We have demonstrated from bosonic Luttinger liquid
theory that the Luttinger parameter K may be extracted
from the coefficient of the leading logarithmic term in the
finite-size scaling of the n-particle partition Rényi entan-
glement entropy. We note that this (n/K) logN scaling
is intuitively sensible: this leading term vanishes in the
weakly interacting limit where K � 1 and converges to
the particle partition entanglement entropy of a Mott in-
sulator as K → 1 where the bosons are impenetrable. In
the case when K = ∞, the system may develop a finite
condensate fraction leading to a qualitative modification

of the prefactor of the leading order scaling term25. Addi-
tionally, this result is consistent with previously reported
results for the Tonks-Girardeau model of impenetrable
bosons, corresponding to K → 125,56. Although this pa-
per has focused exclusively on bosonic Luttinger liquids,
similar analytical methods can in principle be applied to
models of interacting fermions in the spatial continuum.
However, in this case, the spatial decay of the one body
density matrix in Eq. (6) is modified with an oscillating
part, even in the long wavelength limit and evaluating
the trace of the square of the reduced density matrix
becomes non-trivial. This sensitivity of particle entan-
glement to statistics is in contrast to that of that of a
spatially bipartitioned Luttinger liquid, for which the co-
efficient of the entanglement entropy has a universal value
of 1/327,28. As another point of comparison, bipartite
fluctuations in a Luttinger liquid scale logarithmically
with subsystem size with a prefactor that is proportional
to K, rather that 1/K33,34. Additionally, we have shown
that K may be numerically computed via direct quantum
Monte Carlo simulations of a microscopic model without
appealing to an analysis of the energy or the algebraic
decay of correlation functions. Thus the particle parti-
tion entanglement entropy of a bosonic Luttinger liquid
provides access to the sole non-universal dimensionless
parameter which characterizes its long distance behav-
ior. This suggests that further studies of entanglement
entropy under particle partitions offer the possibility of
uncovering new insights into quantum phases of matter
that are distinct from those employing spatial biparti-
tions.
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Appendix A: Path-integral ground state Monte
Carlo simulations of the Lieb-Liniger model

Here we describe the quantum Monte Carlo method
used to compute the particle partition Rényi EE of the
Lieb-Liniger model53,62,67,68.

1. Pair product approximation for the Lieb-Liniger
model

Wint is determined by the exact two-body propagator
for the relative motion:

Wint (x, x′, τ, λ) ≡ ρrel (x, x′; τ, 2λ)

ρ0 (x− x′; τ, 2λ)
, (A1)
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where the relative pair propagator ρrel is defined as

ρrel (x, x′; τ, 2λ) =
〈
x
∣∣e−τHCM

∣∣x′〉 (A2)

and the center of mass Hamiltonian is

HCM ≡ −2λ
∂2

∂x2
+ V (x) . (A3)

For a δ-function potential, the relative propagator is
known exactly64,66,69–71 and can be written in dimen-
sionless form as

ρ̃δ (x̃, x̃′) = ρ̃0 (x̃− x̃′)− `0
2`int

exp
[1

2

(
`0
`int

)2

+
`0
`int

(
|x̃|+ |x̃′|

)]
erfc

[
1√
2

(
`0
`int

+ |x̃|+ |x̃′|
)]

(A4)

where the two fundamental length scales are defined as `0 ≡
√

2λτ and `int ≡ 2λ/g, and the associated dimensionless
separations are x̃ ≡ x/`0. We then may write the interaction weight as

Wint (x, x′, `0, `int) = 1−
√
π

2

`0
`int

exp
[1

2

(
`0
`int

)2

+
1

2`20
(x− x′)2

+
`0
`int

( |x|
`0

+
|x′|
`0

)]
erfc

[
1√
2

(
`0
`int

+
|x|
`0

+
|x′|
`0

)]
.

(A5)

A similar pair-propagator was used in a quantum Monte
Carlo method to study a system of harmonically trapped
fermions with δ-function interactions in one dimension in
Ref. 65.

2. Convergence of particle partition Rényi entropy
with QMC parameters

Here we demonstrate the convergence of S2(n) to the
exact ground state values with imaginary time length β
and finite time step τ which parametrize the systematic
errors in the QMC method. We use a constant trial wave
function in all cases; a variationally optimized trial wave
function would be expected to improve convergence to
the ground state at smaller β.

To compute ground state properties with imaginary
time projection, one must choose a β larger than the
finite-size gap to excited states. We assume an exponen-
tial decay to the ground state value of the form:

S (β) = S0 + cβ e
−δβ (A6)

where cβ is a dimensionless constant and δ has units of
energy. For N = 2 we benchmarked our code against the
exact ground state value of S2(n = 1) computed from
numerical integration of the Bethe ansatz ground state
wave function. Fig. 6 shows the convergence of S2(n = 1)
with β for N = 2, γ = 5; we find cβ = −0.142(1), δ =
4.82(2)gL−1, and S0 = 0.09549(2) which is in agreement
with the exact ground state value of SBA

2 = 0.09546 down
to order 10−5.

Fig. 7 shows the imaginary-time length scaling for N =
4, γ = 5 for which we find and exponential decay with
cβ = −0.354(3), δ = 2.16(2)gL−1, and S0 = 0.2940(3).
When scaling N at constant γ, we take β ∼ N due to
the 1/L scaling of the finite-size Luttinger liquid gap.

0.5 1.0 1.5 2.0

β/(g−1L)

0.07

0.08

0.09

0.10

S
2
(n

=
1)

QMC

fit

exact

0.5 1.0 1.5 2.0
β/(g−1L)

10−4

10−3

10−2

10−1

100

|S
Q

M
C

2
−
S

e
x

2
|

S
e
x

2

QMC

fit

FIG. 6. Scaling of S2(n = 1) with imaginary time length β
for N = 2 and γ = 5. (left) S2(n = 1) as computed by QMC
(circles) and the exact value determined by the Bethe ansatz
(dashed horizontal line). (right) Fractional error in S2(n = 1)
as computed by QMC. The solid lines represent the fit to an
exponential decay.

We assume a power-law scaling of the systematic error
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0.0 0.1 0.2 0.3 0.4 0.5

τ/(g−1L)

0.280

0.284

0.288

0.292

S
2
(n

=
1)

QMC

fit

1 2 3 4
β/(g−1L)

0.16

0.20

0.24

0.28

S
2
(n

=
1)

QMC

fit

FIG. 7. Scaling of S2(n = 1) with (left) imaginary time step,
τ , and (right) imaginary time length, β, for N = 4, γ = 5.
The solid lines represent the best fits to (left) power-law and
(right) exponential scaling.

due to finite time-step τ , for fixed g and L, of the form

S (τ) = S0 + cτ

(
τ

g−1L

)ν
(A7)

where cτ and ν are dimensionless constants (that may in
general depend on g and L). Fig. 7 shows the convergence
of S2(n = 1) with τ for N = 4, γ = 5 for which we
find cτ = −0.038(1), ν = 1.33(5), and S0 = 0.2940(3).
The required τ for a particular systematic error scales
primarily as a function of interaction and density and
therefore γ and thus is independent of system size.

3. Analysis of QMC data

We now discuss in detail the analysis of the finite-size
scaling of S2(n) as computed by QMC. We consider three
scaling functions: the generic Luttinger liquid form given
in Eq. (13), the finite-size Lieb-Liniger specific form using
Eq. (17), and a pure logarithmic form, valid only at large
N .

• Luttinger liquid: In fitting to the generic Luttinger
liquid form given in Eq. (13), we take all three pa-
rameters {b1, b2, b3} to be free parameters deter-
mined numerically by the fit; this approach uses no

assumptions about the microscopic model. Thus
this fit allows us to extract K numerically from the
finite-size scaling data by taking K = n/b1.

• Finite-size Lieb-Liniger: The finite-size Lieb-
Liniger specific form given in Eq. (17) is employed,
where the short distance behavior of the one-body
RDM Φ(r/a) is taken to be that of the Lieb-Liniger
model given in (20). In this case, for each interac-
tion strength γ we fix K, c2 and c3 to take their
known Bethe ansatz values, leaving only a single
free parameter, the short distance cutoff a. This ap-
proach allows us to test the Lieb-Liniger predicted
form against the QMC data.

• Pure logarithmic: We also consider a generic two
parameter fit to a simple logarithmic scaling in N ,
i.e. taking b3 = 0 in (13). This again allows us to
numerically extract the K from b1 with no assump-
tions about the microscopic model.

Fits to the finite-size scaling QMC data for γ ∈
{2, 4, 20, 40} using all three of these forms are shown in
Fig. 8. For the pure logarithmic case, we have only fit to
the larger system sizes as there are clear deviations from
the pure logarithmic scaling for small N . In the other
approaches we fit to all values of N for 4 ≤ N ≤ 96.
To extract K numerically with the same precision shown
in Fig. 5 (which uses the full generic Luttinger liquid
scaling form where b3 is not set to zero) with a pure log-
arithmic fit (i.e. b3 = 0) would require studying larger
system sizes due to the finite-size corrections that appear
for small N .
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N
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N
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FIG. 8. Finite-size scaling of S2(n = 1) for γ ∈ {2, 4, 20, 40} as computed by QMC. The lines represent fits to the generic
Luttinger liquid scaling form (solid line), finite-size Lieb-Liniger form (dashed line) and pure logarithmic scaling with no
finite-size corrections (dotted line).
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