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We determine the upper and lower critical fields, the penetration depth and the vortex pinning 

characteristics of single crystals of overdoped Ba0.2K0.8Fe2As2 with Tc ~ 10 K.  We find that 

bulk vortex pinning is weak and vortex dynamics to be dominated by the geometrical surface 

barrier.  The temperature dependence of the lower critical field, Hc1, displays a distinctive 

upturn at low temperatures, which is suggestive of two distinct superconducting gaps. 

Furthermore, the penetration depth, λ, varies linearly with temperature below 4 K indicative 

of line nodes in the superconducting gap.  These observations can be well described in a 

model based on a multi-band nodal superconducting gap.   

 

PACS numbers: 74.20.Rp, 74.70.Dd, 74.62.Dh, 65.40.Ba 
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Introduction 

The unconventional pairing symmetry and superconducting mechanism of the recently 

discovered Fe-based superconductors have attracted great attention [1]. Among them, 

hole-doped Ba1-xKxFe2As2 is particularly interesting as it is the first member of the so-called 

122 family [2] with the highest transition temperature among all 122-materials at Tc ~ 38 K 

near optimum doping (x ~ 0.4).  This high Tc, in conjunction with generally high values of 

the critical current density [3], low superconducting anisotropy [4] and extra-ordinarily high 

upper critical fields [5] makes this material promising for applications [6].  However, the 

nature of the superconducting pairing and the symmetry of the order parameter in these 

remarkable materials remain rather uncertain. In optimally doped Ba1-xKxFe2As2 most 

experiments suggest an almost isotropic superconducting gap [7-10].  Pairing is reported to 

be mediated by spin fluctuations [11], which yields a full superconducting gap of s± symmetry 

with opposite signs of the order parameter on the hole Fermi surface sheets centered on the Γ- 

point of the Brillouin zone and on the electron Fermi surface sheets centered on the X-point.  

In contrast to the doping phase diagram seen in many other iron-based superconductors where 

the fully doped state is non-superconducting, the fully doped material (x = 1), KFe2As2, is a 

superconductor with Tc ~ 3 K [12].  Furthermore, quantum oscillation measurements [13] 

show that in KFe2As2 the electron Fermi surface sheets have been replaced by narrow 

cylindrical hole sheets that are slightly displaced from the X-point.  Thus, with increasing 

hole-doping the Fermi surface of Ba1-xKxFe2As2 undergoes significant reconstruction in a 

Lifshitz transition that occurs in the neighborhood of x ~ 0.8 [14-19].  Magnetic penetration 

depth [20, 21], thermal transport [22-25], heat capacity [26-29], and ARPES measurements 
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[16, 17] on heavily doped Ba1-xKxFe2As2 indicate the presence of line nodes in the 

superconducting gap.  However, the detailed structure and symmetry of the gap are still 

under debate. 

Here we present a comprehensive study of the upper and lower critical fields, and of vortex 

pinning in single crystal Ba0.2K0.8Fe2As2 with Tc � 10 K and a doping level slightly above the 

Lifshitz point.  We observe a linear temperature dependence of the penetration depth at low 

temperatures, which indicates line nodes in the gap.  Micro-Hall probe magnetometry and 

magneto-optical imaging show that vortex behavior is almost entirely determined by surface 

barriers with very weak pinning in the bulk,.  Consequently, the magnetization curves are 

characterized by a sharp break at an applied magnetic field of Hp when vortices penetrate into 

the sample.  We deduce the c-axis lower critical field, Hc1, from Hp using the formalism 

developed by Brandt [30] and estimate a value of Hc1(0) ~ 360 Oe.  The temperature 

dependence of Hc1 is characterized by a distinctive up-turn at temperatures below ~2 K.  

Although extrinsic effects related to the mechanism of vortex penetration could produce this 

feature in Hc1(T), in our case the intrinsic nature of this upturn is supported by the consistency 

with the independently measured temperature dependence of the penetration depth.  The 

upturn in Hc1 can be very accurately reproduced by an appropriate choice of the 

zero-temperature penetration depth.  In addition, the penetration depth has a linear 

temperature dependence at low temperatures.  These observations can be well described in a 

model based on a multi-band nodal superconducting gap.  The upper critical field, Hc2, is 

determined from magneto-resistance measurements yielding slopes of µ0dHc2
c/dT = -1.67 T/K 

and µ0dHc2
ab/dT = -6 T/K near Tc implying a rather low anisotropy of the coherence length of 
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Γ~ 3.6.  

 

Experiment 

Single crystals of heavily overdoped Ba0.2K0.8Fe2As2 were grown using a self-flux method [31, 

32].  Selected crystals were characterized by single crystal x-ray diffraction and a 

commercial SQUID magnetometer.  X-ray diffraction measurements show good crystalline 

order and SQUID magnetization measurements display sharp superconducting transitions of 

our samples. The ratio of Ba:K is 0.8:0.2, as determined by energy-dispersive X-ray 

spectroscopy.  The crystals for magneto-optical imaging (MO) and Hall probe 

magnetometry have dimensions of 400x329x16 µm3 and 270x102x20 µm3, respectively.  

The sample used for tunnel diode oscillator (TDO) measurements has an irregular shape.  

Magneto-optical (MO) imaging experiments of the vortex distribution in the sample were 

performed in a 4He flow-type optical cryostat utilizing the Faraday rotation of linear polarized 

light in a doped iron-garnet ferrimagnetic indicator film with in plane magnetization placed 

on top of the crystal [33].  Before performing the experiments, the crystal was cleaved to 

acquire a fresh surface and immediately loaded it into the cryostat to avoid surface 

degradation due to air.  Local magnetization measurements were performed using a two 

dimensional electron gas based micro Hall sensor array with 4 inline sensors of 8x8 μm2 

active areas spaced at 40 μm.  The sample was placed onto the array with a thin grease layer 

(see inset of Fig. 1b) such that the edge of the crystal was less than 15 μm away from the 

nearest Hall sensor.  Measurements of the temperature dependence of the penetration depth 

were conducted using the tunnel diode oscillator (TDO) technique employing a 14-MHz 
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resonator operating in a He-3 cryostat. 

 

Results and Discussion 

The temperature dependent resistivity of Ba0.2K0.8Fe2As2 is shown in Fig. 1a: The 

superconducting transition temperature is 10.6 K (onset) with a transition width (ΔTc) ≤1 K 

(inset in Fig. 1a).  The high purity of the sample is indicated by the rather large residual 

resistivity ratio (RRR ≡ ρ(250K)/ρ(10.3K)) of 48.  The temperature dependence of the local 

magnetization at the three locations of the Hall probes is shown in Fig. 1b.  The perfect 

diamagnetic screening at low temperatures in all three locations indicates homogeneous 

superconductivity in our sample. The difference in the Tc and the ΔTc at the 3 positions is 

less than 0.01 K (onset of the transition) and 0.2 K, respectively, which demonstrates 

homogeneous superconductivity in our sample.  Fig. 2 shows the MO images (a)-(c) and the 

corresponding magnetic induction profiles (e)-(f) obtained in zero-field cooled mode at T = 

4.2 K.  The perfect Meissner shielding which occurs prior to vortex penetration, is shown in 

Figs. 2a and e for an applied field of 5 Oe.  The high intensity at the edges of the crystal is 

caused by the strong self-fields generated by the shielding currents.  Upon penetration, 

vortices rapidly move to the center of the sample (shown in Fig. 2b).  The maximum 

magnetic induction of Bz(x) = 42 G is observed at the center of the sample and the field profile 

is dome shaped (see Fig. 2e).  For strong bulk pinning a minimum should be observed at the 

center of the sample since vortices remain pinned near the edge on increasing field.  In 

contrast, vortex accumulation at the center is a manifestation of weak bulk pinning and the 

plate-like geometry of our sample [34].  Figs. 2c and f show the MO image and the magnetic 
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induction profile of trapped flux after the application and withdrawal of 1000 Oe.   Except 

for the bright contrast in the top right corner, which is due to a slight bend of the crystal, the 

trapped flux distribution is reminiscent of a faint Bean critical state.  In particular, the 

characteristic ‘pillow’ shape of the field map can be seen.  This pattern arises in a plate-like 

sample due to turns in the supercurrent flow that are imposed by the sample shape [33, 35].  

In Fig. 2c the lines on which the current turns bisect the corners indicating that the critical 

currents are isotropic in the ab-plane.  The critical current density, Jc, associated with this 

critical state can be estimated from the field profile (Fig. 2f) showing the normal component, 

Bz, of the magnetic induction near the sample surface measured along the line indicated in Fig. 

2c.  This profile displays the characteristic features of the critical state in a plate-like sample, 

namely a sharp positive maximum at the center and negative minima of Bz at the sample 

edges.  In general, Bz can be obtained from integrating Biot-Savart’s law for the supercurrent 

pattern in the sample.  For a sample in the shape of a long strip (length l, width w and 

thickness t, l > w >> t) in a field perpendicular to the surface, Bz is given in closed form.  In 

particular, one finds [36] for the difference ΔBz of the fields at the edges and in the center 

ΔBz ≈ 3μ0Jct 2π  ln w 24/3 z0( ) .  Here, z0 is the distance between the magneto-optical 

indicator film and the sample surface, which typically originates from an un-even sample 

surface.  Using the ratio, r, of the field at the center and at the edges of the sample, 

r ≈ −2 ln w 2z0( ) ln w 4z0( ) , we can estimate z0 from the data in Fig, 2f as z0 ~ 30 µm.  

This value is consistent with the rounding seen on the peaks of Bz at the sample edges.  In 

this analysis, we approximated the sample as a sheet current Jct located at a distance z0, an 

approximation that is justified since z0 > t.  We then obtain a critical current density of Jc ~ 
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18 kA/cm2 at 4 K.  This value of Jc is more than two orders of magnitude lower than 

typically seen for optimally doped Ba1-xKxFe2As2 [3] indicating that pristine Ba0.2K0.8Fe2As2 

has very low bulk pinning.  The evolution of pinning with doping mirrors the behavior 

previously reported in BaFe2(As1-xPx)2 [37].  For both families of superconductors the parent 

compounds, KFe2As2 and BaFe2P2, form crystals of very high purity displaying residual 

resistivity ratios of 600 [38] to 1280 [21], and ~85 [39], respectively.  Thus, by increasing 

the doping level the purity increases and, at the time, bulk pinning rapidly decreases.  

 

Surface barrier effects and lower critical field 

The low bulk pinning is evident in the magnetization hysteresis loops obtained with Hall 

probe magnetometry as shown in Fig. 3.  On initially increasing field, the linear M-H 

variation corresponding to the Meissner state is observed.  At an applied field Hp a sharp 

cusp in M(H) occurs signaling the penetration of vortices into the sample.  On reducing the 

applied field from a maximum field of 1000 Oe the magnetization stays close to zero until a 

small remnant field of ~60 Oe is reached.  This remnance corresponds to the trapped field 

shown in Fig. 2c and a critical current density of ~18 kA/cm2.  In contrast to strong-pinning 

superconductors the magnetization hysteresis loops shown in Fig. 3 display a characteristic 

anisotropy about the field axis, which is the signature of vortex dynamics dominated by 

surface barriers [30, 40, 41].   

In general, the penetration of vortices into the sample is a non-equilibrium process, and the 

apparent penetration field is related to the thermodynamic lower critical field in a nontrivial 

way.  At least two effects inhibit vortex entry, the microscopic Bean-Livingston surface 
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barrier [42] and the so-called geometrical or edge barrier that arises in plate-like samples [34, 

40], each being characterized by a vortex penetration field Hp
BL and Hp

GB, respectively.  A 

recent theoretical study [43] showed that the interplay between these barriers leads to two 

regimes of vortex penetration.  For a strong surface barrier, Hp
BL > Hp

GB, vortices nucleate at 

the corners at Hp
BL and then immediately move to the sample center.  For an ideal corner and 

negligible creep Hp
BL ≈ Hc(144tλ2/πw3)1/6, where Hc is the thermodynamic critical field.  In 

the case of a weak surface barrier, Hp
BL < Hp

GB, vortex penetration occurs in two stages: after 

nucleation at H = Hp
BL vortices first reside in the corners and jump to the center only at higher 

field, Hp
GB > Hp

BL.  Thus, in this two-stage process there appears a vortex-filled rim along the 

sample edges with a width that is of the order of the sample thickness [43].  The contrast 

seen in Figs. 2a, d along the inside edge of the sample could be a manifestation of this effect 

convoluted with the optical resolution.  A detailed numerical analysis of the geometrical 

barrier regime by Brandt for an isotropic superconducting slab yields 

H p
GB = Hc1 tanh αt w( )  with α = 0.36 for long strips and α = 0.67 for discs, w and t are 

the width and thickness of the sample, respectively [30]., This result can be generalized [47] 

to anisotropic superconductors using an expansion of the formalism given in [43]: 

H p
GB ≈ 4t πw( ) 1+ 2Γ π( )2 3⎡

⎣
⎤
⎦ Hc1

c , where Hc1
c is the c-axis lower critical field and Γ >> 

1 is the anisotropy factor, and t << w.  A numerical solution shows that for Γ ~ 3 this 

expansion over-estimates the reduction of the penetration field by ~4%.  A quantitative 

analysis of experimental data according to this relation is complicated by the fact that in real 

samples irregularities and defects at the edges have a strong effect on vortex penetration.  

For instance, estimated materials parameters of Ba0.2K0.8Fe2As2 would formally place this 
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material in the regime of predominant Bean-Livingston surface barrier, Hp
BL > Hp

GB.  

Following [43], the relation between HP
BL and Hc1 is given as 

HP
BL ≈ 1.53Hc1 m ln κ( ) λ ξ  λ t( )1/3

, where m = 4t πwdescribes the aspect ratio of the 

sample.  Expressing this relation in terms of Hc1 only and attributing the observed 

penetration field to the ideal Hp
BL yields an unreasonably small value of Hc1 ~ 11 Oe.  Here 

we used for the coherence length ξ ~ 4 nm (see below) and assumed κ ~ 40 (since κ enters 

only under the logarithm an error in κ would not affect above estimate in any significant way).  

The Bean-Livingston barrier is very sensitive to surface conditions [44], and as our samples 

are cut from a layered, micaceous material the sides of the samples are rough on the scale of λ 

such that numerous ‘gates’ [45] arise allowing vortices to pass through the Bean-Livingston 

barrier.  Here, we assume that Hp
BL is suppressed below Hp

GB by surface roughness and 

deduce the lower critical field Hc1 from the penetration field Hp
GB using the procedure 

outlined in Ref. [30, 43, 46] including the correction due to anisotropy.  

We determine the penetration field using two methods: (1) from the sharp cusps in the 

zero-field cooled magnetization M(H) (Fig. 4a,), (2) from measurements of the remnant local 

field Brem in the sample after applying a magnetic field H and then sweeping the field back to 

zero [46].  Brem will remain equal to zero in the Meissner state and start increasing sharply 

when the first vortices enter at Hp (Fig. 4b).  Fig. 5 shows the temperature dependence of the 

resulting values for Hc1.  For T � 4 K, Hc1(T) follows a conventional temperature 

dependence extrapolating to Hc1 = 0 at T ~ 10 K, whereas, below ~2 K, Hc1(T) displays a 

distinctive up-turn with a zero-temperature value of Hc1(0) ~ 360 Oe..  Such behavior has 

been observed previously, e.g. for cuprate high-temperature superconductors, and has been 
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attributed to thermal creep in the presence of bulk pinning and surface barrier effects [45, 48].  

These effects cannot be ruled out completely in our study, and pinning on rough side faces of 

the sample could lead to an enhanced geometrical barrier and enhanced apparent Hc1.  In 

addition, reported Hall probe magnetometry measurements of the penetration field of 

PrFeAsO1-y [49] revealed that the results depend on the location of the Hall sensor with 

respect to the sample edge.  Readings from the sample center yielded significantly higher 

values of the apparent penetration field and an upturn at low temperatures, which was not 

seen in readings taken close to the sample edge.  Such behavior may be expected since the 

PrFeAsO1-y crystal displayed sizable bulk pinning.  In contrast, our Ba0.2K0.8Fe2As2 crystal 

has very low bulk pinning mitigating such behavior.  Furthermore, a comparison with 

measurements of the temperature dependence of the penetration depth (see below) suggests 

that in the case of Ba0.2K0.8Fe2As2 the temperature variation of Hc1 shown in Fig. 5 is a 

reflection of the intrinsic superconducting gap structure.  We also note that µSR experiments, 

which are insensitive to vortex penetration and vortex pinning phenomena, revealed a 

low-temperature up-turn in the superfluid density of near-optimum doped Ba1-xKxFe2As2 that 

was interpreted as signature of two-gap superconductivity [50].  The change of the 

penetration depth of the sample is proportional to the frequency shift seen in TDO [51]: 

Δλ λ0 = Gδ f δ f0 .  Here Δλ = λ(T)-λ0 and λ0 is the zero-temperature penetration length; 

δf0 is the total frequency shift between Tc and the lowest temperature; G is a geometrical factor 

that depends upon the sample shape and volume as well as the coil geometry of the TDO 

system [51].  The inset of Fig. 5 displays the temperature dependence of the normalized 

resonance frequency shift δf/δf0. At low temperatures the data show clear linear behavior, 
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which corresponds to a linear temperature dependence of Δλ/λ0 and is indicative of nodes in 

the superconducting gap [52].  In fact, Δλ/λ0 can be obtained independently from the 

measured Hc1(T)-data using the Ginzburg-Landau relation .  

κ3 is the weakly temperature dependent 3rd Ginzburg-Landau parameter which in the 

Ginzburg-Landau regime near Tc becomes equal to κ = λ/ξ [53].  Here, we neglect the weak 

temperature dependence under the logarithm.  Then both data sets, Δλ(T)/λ0 as determined 

from Hc1 and δf/δf0, can be mapped exactly onto each other over a wide temperature range as 

shown in the inset of Fig. 5 indicating that both measurements yield a consistent 

determination of the temperature dependence of Hc1.  From the y-scales in the inset one can 

estimate a geometrical factor of G ~ 25 [54].  The linear temperature variation of Δλ/λ0 is 

consistent with the high purity of the sample, as strong impurity scattering would induce a 

T2-dependence in λ [52].  Similar results have been reported recently for a series of 

over-doped Ba1-xKxFe2As2 crystals [20].  The superfluid density is given as

ρs = λ0
2 λ T( )2 ≈ Hc1 T( ) Hc1 0( ) .  We use various models for the superconducting gap 

structure to fit the temperature dependence of ρs, that is, of Hc1.  The superfluid density of a 

(2D) cylindrical Fermi surface is given as [55]: 

ߩ ൌ 1 െ නܶߨ12 ଶ߶ଶగݏ݋ܿ
଴ න ଶି݄ݏ݋ܿ ඥߝଶ ൅ ∆ሺܶሻଶ2ܶஶ

଴  ߶݀ߝ݀

with the gap function ∆ሺܶሻ ൌ ∆଴ tanh ቆగ ೎்∆బ ටߙ ቀ ೎்் െ 1ቁቇ݃ሺ߶ሻ . Here, ∆଴  is the gap 

magnitude at zero temperature and α is a parameter dependent on the particular pairing state.  

For example, for clean d-wave symmetry, g(φ)=cos(2φ), α = 4/3 and for nodal s-wave g = 

|cos(4φ)| and α = 1 [17].  Single band models do not account for the observed upturn of Hc1 

at low temperatures.  Therefore, we fit the Hc1-data by using various two-band models.  For 

Hc1 = Φ0 4πλ 2  ln κ3( ) + 0.5⎡⎣ ⎤⎦
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a superconductor with two gaps, the normalized superfluid density may be written 

approximately as ߩ௦ ൌ  ଶ where γ1 + γ2 = 1 are the fractions of superfluid densityߩଵߛଵ൅ߩଵߛ

and ρi (i =1, 2) is the superfluid density on different Fermi surface sheets.  Although this 

procedure neglects possible modifications of the temperature dependence of the gaps due to 

multiband effects and is therefore not self-consistent [56], it has proven useful to describe 

experimental data of the specific heat or superfluid density of multi-band superconductors 

[57].  The fitting results and parameters are shown in Fig. 5 and TABLE I. 

 

TABLE I: Fit Parameters 

Model Δ1(0) (meV) γ1 Δ2(0) (meV) γ2 

s1+s2  1.5 0.57 0.2 0.43 

s1+s2nodal 1.5 0.5 0.4 0.5 

d1+d2  2 0.65 0.3 0.35 

 

The results obtained here are in overall agreement with recent ARPES measurements [16, 17] 

on heavily over-doped Ba1-xKxFe2As2.  Those measurements indicate the simultaneous 

appearance of Fermi surface sheets with nodal gaps and with complete gaps.  Although there 

are discrepancies regarding the exact gap structure [16, 17], they bear out the general feature 

of large complete gaps coexisting with small nodal (or highly anisotropic) gaps and are 

consistent with the results of the fits of our Hc1-data.  Furthermore, from the 

Hc1-measurements and its fits we can directly deduce the corresponding temperature variation 

of the penetration depth, which is also included in the inset of Fig. 5.  At temperatures below 



 13

7 K, the deduced Δλ/λ0 dependence agrees very well with the measured δf/δf0 data indicating 

that both measurement techniques yield consistent results and that the upturn in Hc1 is an 

intrinsic property caused by the structure of the superconducting gap.  As can be seen from 

Fig. 5, fits according to the s1+s2,nodal and the d1+d2 models describe the data equally well; 

with our current resolution we cannot distinguish these two gap symmetries. 

 

Upper critical field 

Figures 6a and b show the resistive transitions measured in magnetic fields applied along the 

ab-plane and along the c-axis, respectively, for a crystal with a slightly higher value of Tc.  

The superconducting transitions are sharp and shift uniformly with field to lower temperature 

without any significant field-induced broadening.  Similar results were recently reported in a 

study on a series of over-doped Ba1-xKxFe2As2 samples [32].  Weak broadening is indicative 

for high sample homogeneity and weak effects due to superconducting fluctuations.  The 

small contribution of superconducting fluctuations can be inferred from the small value of the 

Ginzburg number [58] Gi = kB µ0ΓTc 4πξ 3Bc
2( )2

2 ≈ 323.3 ΓκλTc( )2
, where we have 

employed the Ginzburg-Landau relations for an effective single-band superconductor, and λ 

is measured in meters.  kB is the Boltzmann constant, µ0 the permeability of vacuum, Γ the 

anisotropy of the coherence length, Bc the thermodynamic critical field, and ξ is the in-plane 

coherence length.  With Γ ~ 3.6 and κ ~ 40 as determined below, we find Gi ~ 10-4.  This 

value is significantly smaller than that of optimally doped Ba1-xKxFe2As2 and BaFe2(As1-xPx)2 

for which Gi ~ 10-3 [4, 59] and of the more anisotropic SmFeAsO0.85F0.15 and NdFeAsO0.82F0.18 

compounds with Gi ~ 10-2 [60, 61]. 
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Using the resistive mid-points as criterion we obtain the Hc2 phase diagram as shown in Fig. 

6c.  Near Tc, Hc2(T) is linear with slopes of µ0dHc2
c/dT = -1.67 T/K and µ0dHc2

ab/dT = -6 T/K 

yielding an anisotropy of the coherence length of Γ ~ 3.6.  This rather low value of the 

anisotropy is most likely due to a sizable c-axis dispersion of the middle hole sheet around the 

Γ-point [13].  Using the Ginzburg-Landau relation for a single-band superconductor we 

estimate an effective in-plane coherence length of ξ ~ 4 nm and a Ginzburg-Landau parameter 

of κ ~ 40.  For the in-plane orientation, Hc2(T) shows clear downwards deviation from the 

linear temperature dependence resulting in an anisotropy Γ that decreases with decreasing 

temperature.  Such behavior has been reported for several Fe-based superconductors [5, 62] 

and is probably a signature of paramagnetic limiting.  On the other hand, a weak upward 

curvature of Hc2
c near Tc may be a signature of multiple-band effects [63]. 

 

Conclusions 

In summary, we determine the vortex pinning characteristics, the upper and lower critical 

fields, and the penetration depth of single crystals of overdoped Ba0.2K0.8Fe2As2 with Tc ~ 10 

K and a doping level slightly above the Lifshitz point.  Bulk vortex pinning was found to be 

exceedingly weak, such that vortex dynamics is entirely dominated by the geometrical surface 

barrier.  Under such conditions, Hc1 can be determined from the field of first vortex 

penetration.  We deduce the c-axis value of Hc1(0) ~ 360 Oe, corresponding to an in-plane 

penetration depth of λab(0) ~ 140 nm.  The temperature dependence of the Hc1 displays a 

distinctive upturn below ~2 K, which is consistent with the observed linear temperature 

dependence of the penetration depth and which can be well described in a model of a 
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multi-band nodal superconducting gap. 
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Figures 

.  

FIG. 1: (color online) (a) Temperature dependence of resistivity of over-doped 

Ba0.2K0.8Fe2As2. The enlarged view of resistivity near superconducting transition is shown in 

inset of fig 1 (a). (b) Temperature dependence of magnetic induction at three different 

positions on the sample. Inset: A schematic of the sample placed on the micro-Hall probe 

array. 
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FIG. 2: (color online) MO image of Meissner shielding (a) and the corresponding magnetic 

induction (d) at 5 Oe. MO image of flux penetration (b) and the corresponding magnetic 

induction (e) at 55 Oe at 4.2K. (c) MO map of the remnant (trapped) flux (c) the 

corresponding magnetic induction (f) at 0 Oe flux at 4.2 K. The solid lines in the MO images 

indicate the location of the field profiles.  The dotted lines in panel (c) mark the pillow-shape 

of the flux pattern. 
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Fig. 3. Magnetization hysteresis loops measured with Hall sensor 1 at various temperatures. 
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FIG. 4: (color online) (a) The field dependence of local magnetization (at probe 1) in ZFC 

measurements measured at various temperatures between 2 K and 9 K at 0.5 K temperature 

increments. (b) The remnant induction at various temperatures measured with Hall sensor 1 as 

a function of applied peak field. 
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FIG. 5: The temperature dependent Hc1 determined from magnetization curves (black and 

green circles) and from the remnant field (red diamonds). Fitting: (purple line) two s wave 

gaps, (blue line) s-wave and nodal s wave gaps, (orange line) two d wave gaps.  Inset: 

Temperature dependence of the normalized resonance frequency of the tunnel diode oscillator 

plotted together with the change in penetration depth calculated using a 4th-order polynomial 

fit of the Hc1-data in the main panel. 
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FIG. 6: (a), (b) Resistive transitions in various magnetic fields applied along the ab-planes 

and along the c-axis, respectively. (c) The Hc2-phase diagram of Ba0.2K0.8Fe2As2. 


