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The hydrogenation of MgB2 is a critical step in the reversibility of several well-known

hydrogen storage reactions. Of the many processes that must occur during rehydrogenation,

at least two of them take place near the surface: the dissociation of H2 molecules and the

subsequent diffusion of atomic hydrogen. Using first-principles calculations, we determine

the energetic barriers for these processes on the ideal Mg-terminated MgB2 (0001) surface,

as well as on surfaces containing transition metal dopants (Sc – Zn, Y – Cd, Pt, and Au).

The calculated dissociation barrier for H2 on the clean surface is 0.89 eV, and the surface

diffusion barrier is 0.17 eV. However, we find examples of dopants that significantly decrease

the activation barrier for the dissociation of H2. Our calculations suggest that Ni, Cu, and

Pd are good catalytic candidates for the surface processes involved in MgB2 rehydrogenation.

1 Introduction

The design of safe, efficient, and economical hydrogen storage materials is a crucial barrier to

the utilization of hydrogen as a fuel source for passenger vehicles. Complex metal hydrides

have long been investigated as possible hydrogen storage materials because of their high
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volumetric and gravimetric densities [1–5]. Candidate complex metal hydrides as storage

material also should have desired thermodynamics that allow the release of H2 at a few

bar using the waste heat from the proton exchange membrane fuel cell [6, 7]. In addition

to re/de-hydrogenation in the targeted range of temperatures and pressures, the re/de-

hydrogenation processes should take place rapidly. The Department of Energy has a target

for the rehydrogenation rate of 2.0 kg H2/min and has also established targets for many

other properties (such as operational cycle life) [8]. However, no material has been found

that simultaneously meets the thermodynamic, kinetic, and other requirements for practical,

on-board hydrogen storage materials.

The demonstration that catalyzed NaAlH4 has a low hydrogen release temperature (around

100 ◦C) as well as reversibility [9] triggered extensive research on hydrogen release and decom-

position pathways of complex metal hydrides [3, 10–12]. In particular, two complex hydrides

systems attracted intense interest: 1) The first involves Mg(BH4)2, which contains 14.9%

hydrogen by weight 1 and has promising thermodynamics properties that distinguish it from

other metal borohydrides [13–15]. Previous experimental and theoretical studies found that

the first step of Mg(BH4)2 decomposition has a high gravimetric storage capacity (8.1 wt%)

and a reaction enthalpy of about 40 kJ/(mol H2) [Mg(BH4)2 −−→ 1
6

MgB12H12 + 5
6

MgH2 +

13
6

H2 −−→ MgB2 + 4H2], which is within the targeted range of enthalpies for near-ambient

desorption [16–21]. In addition, Severa et al. [22] successfully rehydrogenated commercially

available MgB2 under 95 MPa hydrogen pressure and 400 ◦C to obtain Mg(BH4)2, which

presented the possibility of full reversibility in Mg(BH4)2. 2) The other system of interest is

the mixture of LiBH4 and MgH2 (MgH2 + 2 LiBH4 −−→ MgB2 + 2 LiH + 4 H2). The TiCl3

doped mixture of MgH2 + 2 LiBH4 (or the decomposition products MgB2 + 2 LiH) was found

to have a reversible storage of 8 – 10 wt% H2, but a long equilibrium time, around 100 h

at 300 – 350 ◦C [23, 24]. Albeit the advantages in thermodynamics and reversibility, nei-

ther of the two systems has a fast desorption or adsorption rate that is suitable for mobile

114.9% H2 by weight is the “material-only” hydrogen storage capacity. The targeted ranges set by DOE
are “system-level” and would have to account for all balance of plant considerations.
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applications.

The end product of these two well-known systems is MgB2, whose hydrogenation is a

critical step for the reversibility and also influence the kinetic reaction rates. Therefore,

a solid understanding of MgB2 hydrogenation mechanisms can assist to identify the rate

limiting steps, and potentially provide new paths to tackle the kinetic constraints and boost

reaction rates. Prior experimental efforts have been devoted to improve the reversibility and

reaction rates of complex hydride and demonstrated that transition metals can dramatically

enable much lower H2 release temperature and fast desportion rate. In particular, Newhouse

et al. [25] found that the addition of 5 mol % of ScCl3 and TiF3 to Mg(BH4)2 improved

the hydrogen desorption capacity and kinetics, with MgB2 as an end product at 600 ◦C.

Compared with the sample without Sc or Ti additives, after the rehydrogenation reaction,

less residual MgB2 was detected, suggesting the additives aid the rehydrogenation process.

However, these additives produced less Mg(BH4)2 but more MgB12H12 (reference [25] table

2).

The hydrogenation of MgB2 has not been extensively explored and the mechanism of

transition metals for H2 adsorption is still not completely understood. Many processes could

impair the kinetic rates, such as nucleation, defect diffusion, and H2 dissociation and diffusion

at surfaces. Previous theoretical studies demonstrated that computational methods can be

applied in the study of kinetic process for various hydrogen storage systems [26–36]), and

some systems (such as AlH3 and MgH2) were reported to have undesired H2 dissociation

barriers which may hinder the reaction process [26–29, 37–39]. Thus, as an initial stage to

examine the kinetic process for MgB2 hydrogenation and find out the possible rate limiting

processes, we studied hydrogen dissociation and diffusion on MgB2 surface in this work (and

hydrogen diffusion in bulk MgB2 in a separate paper [40]). We also present the analysis of

the effects of transition metals on the surface hydrogen dissociation and diffusion.

In the current work, we utilized first-principle methods to explore the hydrogen adsorp-

tion, dissociation and diffusion behaviors on the clean and transition metal doped MgB2
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surface. We identified a high dissociation barrier and a low surface diffusion barrier. In

addition, we report the catalytic effects of various TM additions depending on the position

of the additives in the periodic table through a systematic examination of the 3d and 4d

transition metal dopants. We find the majority of transition metals can reduce the disso-

ciation barrier but simultaneously increase the surface diffusion barrier, especially for early

transition metal additives. Among the studied dopants, we show that Ni, Cu, and Pd, and to

some extent V, Cr, Mn, Fe, and Co can reduce the H2 dissociation barrier without impairing

surface diffusion, and can potentially accelerate MgB2 hydrogen adsorption rate. As a final

note, we hope that our first principles results will stimulate new experimental evaluation of

these complex hydrides and tests of our predictions.

2 Computational method

To investigate the kinetic behavior of hydrogen on the MgB2 surfaces, we use first-principles

density functional theory (DFT) (T = 0 K) [41, 42] to compute surface energies, hydrogen

binding energies, and substitutional energies of transition metals on the surfaces. In order to

determine which surfaces have low energies, and hence will likely be the most prevalent, we

must calculate the surface energies of many surfaces. To estimate the relative thermodynamic

stability of different MgB2 surfaces, we calculate the surface energy Esurf of several low index

B-, Mg-, B-Mg- terminations. The surface energy per unit area, Esurf , can be written as:

Esurf =
E

MgB2
slab −NatomsE

MgB2
bulk −

∑
i niµi

2A
, (1)

which is the total energy difference per unit area of surface between the slab of MgB2 and the

bulk of MgB2, as well as the chemical potential of B and Mg. E
MgB2
slab is the total energy of the

MgB2 slab, and Natoms corresponds to the number of atoms in the MgB2 slab. ni indicates

the number of non-stoichiometric atoms of type i that arise from creating the surface. For

example, in order to generate a Mg-terminated (0001) surface, one extra Mg atom per 1 ×
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1 unit cell needs to be put in the MgB2 slabs. That is, nMg = 1 and nB = 0 for a 1 ×

1 unit cell of Mg-terminated (0001) surface (figure 1a). µi are the corresponding chemical

potentials of Mg and B species. Further discussion about the calculation of µMg and µB can

be found in section 3.1. A is the area of the surface.

To study the dissociation and diffusion of hydrogen on the low energy MgB2 surfaces,

we need to obtain the adsorbed atomic hydrogen binding energies and determine the stable

hydrogen adsorption sites and patterns. The average binding energy of the adsorbed atomic

hydrogen can be expressed as

Eb(θ) =
1

N × θ

[
E

H/MgB2
slab (θ)− EMgB2

slab −
N × θ

2
EH2

]
, (2)

where θ is the adsorbed hydrogen atom coverage ratio. It is defined as the ratio of the number

of adsorbed hydrogen atoms to the number of Mg atoms in an ideal Mg surface layer. N

is the number of primitive cells that are contained in the calculated supercell. E
H/MgB2
slab

and E
MgB2
slab are the total DFT energies of the slabs with and without adsorbed hydrogen

atoms. EH2
is the total energy of a free hydrogen molecule, obtained by relaxing a hydrogen

molecule in a fixed 10 × 10 × 11 Å3 box. According to equation (2), a negative hydrogen

binding energy means the chemisorbed hydrogen is stable, while a positive value indicates

that it is energetically more favorable for hydrogen to be in the gas phase.

In order to probe the dopant effects on rehydrogenation, we must first compute the sub-

stitutional energies of dopants on surface sites. The substitutional energy (Esub) of transition

metals on MgB2 surfaces is defined as:

Esub = E
TM/MgB2
slab + µMg − µTM − E

MgB2
slab (3)

where E
TM/MgB2
slab is the total DFT energy of the transition metal substituted on the MgB2

surface, µMg and µTM are the chemical potentials for Mg and transition metal respectively.

Further discussion about the calculation of TM chemical potentials can be found in sec-
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tion 3.1. E
MgB2
slab is the total DFT energy of the clean (without doping or hydrogen) MgB2

slabs.

To obtain the total energies of ideal surfaces, hydrogen adsorbed surfaces, and TM-doped

surfaces, first-principles density functional theory [41, 42] calculations were performed using

the Vienna ab initio simulation package (VASP)[43] with the Perdew-Wang (PW91) gener-

alized gradient approximation [44] and Blöchl’s projector augmented wave (PAW) method

[45, 46]. In all of our calculations, the plane wave cutoff energy was set at 450eV. Surfaces

are modeled by periodic slabs separated by a vacuum region of 15 Å. In each surface slab,

at least three MgB2 layers are used, with the bottom two MgB2 layers fixed at the bulk

positions. Atomistic relaxations of the hydrogen adsorbed surface were performed using cell

sizes of 1× 1, 2× 2, and 3× 3 surface periodicities. Hydrogen dissociation and diffusion are

studied in a 2 × 2 unit cell. The k-space integrals are evaluated using a 4 × 4 grid for the 2

× 2 unit cell. The convergence for electronic structure optimization was set to 10−5 eV while

the atomic coordinates were refined until all forces were below 10−2 eV/Å. Spin polarization

calculations were performed for the magnetic transition metals.

After determining the low energy surfaces, stable atomic hydrogen adsorption pattern,

and substitutional energies of transition metals, we moved on to study the dissociation and

diffusion of hydrogen on the surfaces. Dissociation and diffusion paths were found using

the nudged elastic band (NEB) method [47], and climbing image NEB [48] calculations were

preformed to find the barriers. In the NEB calculations, starting guesses for the intermediate

structures were generated by interpolating images between the DFT relaxed initial and final

states. In section 3, we present the discussion of how we obtained the initial and final states.

Once these paths had been explored, the transition state for each was further refined using

the climbing image nudged elastic band method [49]. The dissociation and migration energy

(table 2) was defined as the total energy difference between the initial and transition states.
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3 Results and Discussion

3.1 Stability of MgB2 surfaces

(a) (0001) (b) (0001) (c) (101̄0) (d) (101̄0) (e) (101̄0) (f) (112̄0)

Figure 1: We illustrate the DFT-relaxed surface structure of Mg-terminated (0001), B-
terminated (0001), Mg-terminated (101̄0), two kinds of B-terminated (101̄0) and Mg-B-
terminated (112̄0), from left to right respectively. The first kind of B-terminated (101̄0)
surface, annotated as (101̄0)-B1 in table 1, is terminated by boron layer, but with Mg layer
as the sub surface layer. The other B-terminated (101̄0) surface, annotated as (101̄0)-B2
in table 1, has another boron layer as the sub surface layer. All surfaces cells are 1×1 in
the surface plane, except for the (112̄0) surface, which is 2×1. The bigger (orange) atoms
represent Mg atoms, while the smaller (green) ones represent B atoms (color online).

We begin by investigating the stability of MgB2 surfaces. The bulk structure of MgB2 we

use in the study of MgB2 surfaces has a hexagonal symmetry (space group: P6/mm) [40, 50],

formed by alternating hexagonal Mg layers and honeycomb B layers, stacked along [0001]

direction. We search for low-energy surfaces and use those surfaces to explore the reaction

with hydrogen molecule/atoms. Unfortunately, there are no clear experimental results that

identify which surfaces of MgB2 interact with H2 during hydrogenation. The chemical po-
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Table 1: DFT calculated surface energies as defined in equation (1). We calculated several
low surface indexes, terminated with different species (Mg, B or both). The surface structures
are shown in figure (1). The column of (nMg, nB) shows how many extra Mg, B chemical
potentials need to be removed from the total surface energy to obtain the surface energy. Two
sets of chemical potentials are considered, which provide bounds for the surface energies. One
set is determined by assuming equilibrium between MgB2 + Mg, and the other is determined
by equilibrium between MgB2 + MgB4. The (0001) Mg-terminated surface is the lowest
energy, regardless of chemical potentials. Figure (1) introduces the “B1” and “B2” notation.

∆Ef (J/m2)
Index Termination Surface Area(Å2) (nMg, nB) MgB2 + Mg MgB2 + MgB4

Equilibrium Equilibrium
(0001) Mg 8.17 (1,0) 0.82 0.92
(0001) B 8.17 (0,2) 2.89 2.79
(101̄0) Mg 10.84 (1,0) 1.32 1.40
(101̄0) B1 10.84 (0,0) 3.83 3.83
(101̄0) B2 10.84 (0,2) 2.64 2.58
(112̄0) Mg-B 18.78 (0,0) 2.28 2.28

tentials that appear in equation 1 account for the energy of Mg and B atoms that are added

or removed in non-stoichiometric surfaces. While these chemical potentials are determined

by the experimental conditions, bounds can be placed on the Mg and B chemical potentials

by considering stability of MgB2 with Mg-rich and B-rich phases on the Mg-B binary phase

diagram. Based on the Open Quantum Materials Database (OQMD) [51], the Mg-rich and

B-rich equilibrium phases with MgB2 on the Mg-B binary phase diagram are identified as

Mg and MgB4, respectively. µMg and µB can be expressed in terms of a linear combination of

the energies of these two set phases (i.e. MgB2 +MgB4 and MgB2 +Mg). A detailed example

on calculation of chemical potentials is given in section 3.3. For each surface, we show the

surface energy under each of these two sets of chemical potentials, which place bounds on the

surface energies that could exist. From table (1), we can see that the lowest energy surface is

the Mg-terminated (0001) surface, which indicates that it will be the most prevalent surface

in equilibrium samples. This result can be understood, since with hexagonal symmetry, a

cut along the basal plane of MgB2 breaks the fewest bonds to form the surface, and the
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Mg surface energy is lower than B. As a final note, MgB2 is a well-known superconductor,

and Mg-terminated (0001) surface has been identified and studied for the investigation of

MgB2 superconductivity [52–55]. No surface reconstruction has been observed in the previ-

ous works [52–55]. Therefore, this study also focus on the unreconstructed ideal surface. In

the following discussion, we study the interaction of hydrogen on the Mg-terminated (0001)

surface.

3.2 Hydrogen adsorption on the Mg-terminated (0001) surface of

MgB2

The [0001] direction of MgB2 is composed of alternating boron honeycomb layers and Mg

hexagonal layers. The top view of the Mg-terminated surface is shown in figure 2. Figure 2

also shows the three high symmetry sites (top, bridge and hollow) that were selected as

possible adatom sites. Three calculations were performed, with the atomic hydrogen put on

the top, bridge and hollow sites of a 2 × 2 unit cell surface, each in a separate calculation.

It is found that the hollow site is the lowest-energy site for adsorption of atomic hydrogen.

In fact, only the hollow site is stable while there is a barrierless path to it from the top and

bridge sites.

To explore the interaction between atomic hydrogen and the Mg-terminated MgB2 (0001)

surface, the hydrogen surface binding energy (equation 2) was computed under different cov-

erage ratios. Due to a partial charge transfer from the surface to the hydrogen atom, there

is a dipole moment associated with each. Normally, the dipole-dipole interaction is repul-

sive, leading to less favorable binding energies for increasing coverage [56, 57]. However, as

shown in figure 3, the behavior of the hydrogen surface binding energy is more complex than

that. In the coverage regime 0 < θ < 1ML, one can see from figure (3) that the binding

energy becomes more favorable with increasing hydrogen coverage. We also calculated the

energies of many different adatom configurations for each coverage ratio. The lowest energy

configuration for coverages θ = 0.5 ML and θ = 0.75 ML are shown in figure 4, and typi-
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Figure 2: Three different high symmetry sites for hydrogen adsorption on the Mg-terminated
(0001) MgB2 surface (top view). “T”, “B”, and “H” denote the top, bridge, and hollow sites
respectively. It is unstable for hydrogen to be adsorbed on the top and bridge sites. The
system will be at the local minimum energy if hydrogen stays at hollow site. The bigger
(orange) atoms represent Mg atoms, while the smaller (green) ones represent B atoms (color
online).

cally increase by up to 60 meV/(H atom) in the least favorable configurations. From these

calculations of various adsorbed H configurations, we can deduce some simple rules about

favorable adsorption patterns. The main finding is that the adsorbed H tends to maximize

its distance from other adsorbed H. Comparing figure 4c and 4d, it is obvious that there is a

strong repulsion between nearest neighbor hydrogen if they are adsorbed in the two nearest

heighbor hollow sites. This observation is also true for θ = 0.5 ML. The lowest energy con-

figuration for θ = 0.5 ML (figure 4a) has an average hydrogen distance of 4.2 Å compared

with 3.5 Å for configuration of figure 4b (the latter is the average of H-H distances of 3.1 Å
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Figure 3: Calculated hydrogen binding energy vs different coverage ratios on the Mg-
terminated MgB2 (0001) surface. The binding energy is defined in equation (2). A negative
binging energy indicates that the hydrogen adsorption is stable. The black, red, blue dots
represent hydrogen adsorbed on 1×1, 2×2, and 3×3 surface unit cells, respectively.

and 5.3 Å, see figure 4b). Moreover, the lowest-configuration of 0.25, 0.5, 0.7, and 1 ML (fig-

ure 4e, 4a, 4c, and 4f) share the similar adsorption pattern. Without changing the 0.75 ML

lowest-energy configuration, the lowest-energy configuration for 1 ML is just to adsorb one

more hydrogen on the hollow site which is as far as possible from other hydrogen adsorption

sites. This behavior can also be seen by comparing low energy configurations at 0.25 and 0.5

ML, and also comparing 0.5 ML and 0.7 ML. These lowest-energy configurations maximize

the average distance between adsorbed hydrogens.

To study the hydrogen adsorption in the coverage range of 1 < θ ≤ 2 ML, we choose a 2×2

supercell and construct four coverage ratios, i.e. θ = 1.25, 1.5, 1.75 and 2 ML. Compared

with a 1.0 Å relaxed distance away from the Mg layer for θ under 1 ML, for these high-

11



(a) θ=0.5ML Eb=-310 meV/(H atom) (b) θ=0.5ML Eb=-277 meV/(H atom)

(c) θ=0.75ML Eb= -412 meV/(H atom) (d) θ=0.75ML Eb=-350 meV/(H atom)

Figure 4: Configurations for hydrogen at coverage ratio of 0.5 ML, 0.75 ML, 0.25 ML, and 1
ML produced from p(2×2) surface unit cell. Eb is the binding energy defined in equation 2.
The purple, green, and orange atoms represent the H, B, and Mg species. We observe that
the adsorbed atomic hydrogens generally try to maximize their distances from one another.
Further discussion about hydrogen adsorption patterns can be found in section 3.2.

coverage configurations, some of the H relaxes to a distance of 1.2 to 1.5 Å away from the

surface Mg layer (figure 3). The binding energy also becomes less favorable with increasing

hydrogen coverage for 1 < θ ≤ 2 ML. Finally, we note that we did not consider temperature

and pressure effects on binding energies or adsorption configurations.

To conclude this section on hydrogen surface adsorption, we summarize that the present
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(e) θ=0.25ML Eb=-196 meV/(H atom) (f) θ=1 ML Eb=-426 meV/(H atom)

Figure 4: Continued

calculations lead to the conclusion that atomic hydrogen adsorption on the Mg-terminated

MgB2 (0001) surface is stable for the coverage ratio of 0 < θ ≤ 1 ML, and it becomes

increasingly energetically unfavorable for hydrogen to be adsorbed at coverage ratios higher

than 1 ML. The fully relaxed adsorbed atomic hydrogen for 0 < θ ≤ 1 ML is around 1 Å

above the Mg layer, with a Mg-H bond length of 2.05 Å, which is comparable with 1.98 Å

of the Mg-H bond length in the bulk of MgH2. As a final note, it is possible that surface

stability will change with respect to adsorbates on the surface [58]. In this work, we have

focused on hydrogen interactions with the low-energy Mg-terminated (0001) surface. In the

absence of adsorbates, this Mg-terminated (0001) surface is low in energy, and thus H2 will

initially interact with this surface.

3.3 Stability of TMs and vacancies on the MgB2 (0001) surface

Having studied the tendency of hydrogen to form on the clean MgB2 surface, we now turn to

the investigation of this process on TM-doped surfaces. We first show the formation energies

of the TMs substituting for atoms on the MgB2 (0001) surface. As dopants, transition metals

can substitute for Mg or B atoms. However, we find that substitution in the Boron layer is
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(a) Mg-B-Sc (b) Mg-B-Cu

Figure 5: Phase diagram of Mg-B-TM obtained from the Open Quantum Materials Database
(OQMD) [51]. The reference states of the chemical potentials can be found in the three-
phase region or two-phase tie line of the dilutely TM-doped MgB2. The blue arrow indicates
the doping direction. The green dots represent the reference states. MgB2 is always one of
the reference states. Figure 6 gives the formation energy of the second reference state. For
Mn, Fe, Co, Ni, Cu, Zn, Ru, Rh, Pd, Ag, Cd, Pt, and Au systems, the third reference state
is MgB4. For Cr and Y systems, the third reference state is CrB and Mg, respectively. The
rest systems only have two reference states. Further discussion can be found in section 3.3.

extremely energetically unfavorable, and always has a very high formation energy. Therefore,

we consider substitution only in the Mg layer for the remainder of this section.

The substitutional energy for transition metal doping in the MgB2 surface is defined by

equation 3, where the chemical potentials of Mg and transition metals must be specified

and should be chosen to represent experimental conditions. The chemical potentials indi-

cate the energy change of atoms to exchange between MgB2 and their respective reservoirs.

The reservoirs, in this work, should be the stable combination of phases formed when dop-

ing a small amount of TM for Mg in MgB2. This combination of phases cannot simply

be intuitively guessed, but may be obtained from the Open Quantum Materials Database

(OQMD) [51], which contains over 280,000 DFT calculations of crystalline compounds at

the time of this writing. The chemical potentials can be expressed in terms of a linear
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Figure 6: The chemical potentials of transition metals and the formation energies of the
reference states that contain TM atoms. The reference-state sets are discussed in section 3.3
and also in the caption of figure 5. The bottom panel only shows the formation energies of the
reference states that contain TM atoms. The formation energy Eform is defined as the total
energy difference between the reference state and ground states of composition elements (e.g.

E
ScB2
form = E

ScB2
DFT − ESc

DFT − 2ECu
DFT ). The top panel presents the chemical potential difference

Mg and TM, which is used in equation 3 to calculate the TM substitutional energy for one
Mg on the MgB2 surface.

combination of the energies of these phases. The equilibrium states can be either two-phase

(MgB2 and another phase) or three-phase (MgB2 and two other phases), depending on the

topology of the Mg-B-TM ground state phase diagram. To illustrate this point, we show

examples of TM = Sc and TM = Cu in figure 5. The T = 0 K phase diagram of Mg-B-Sc

(figure 5a) indicates two reference states, since the dilutely Sc-doped MgB2 lies on the tie

line of MgB2 and ScB2. However, the phase diagram of Mg-B-Cu (figure 5b) gives a three-

phase region as reference states, because the dilutely Cu-doped MgB2 falls in the region

of MgCu2, MgB2, and MgB4. In the former case, only the chemical potential difference

can be derived (µMg − µTM = EMgB2
− EScB2

). For the latter case, the chemical potentials
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Figure 7: (a) The substitutional energies of Mg vacancy and transition metals on surface and
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exothermic. (b) The difference between substitutional energies of TMs doped in the surface
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layer is more energetic favorable.

of Cu, B, and Mg can be extracted by solving the linear equations µMg + 2µB = EMgB2
,

µMg + 4µB = EMgB4
, and µMg + 2µCu = EMgCu2

. We note that because we only consider

TM substitution for Mg, we only need to know the chemical potential difference, µMg−µTM

(equation 3). Figure 6 shows the chemical difference (µMg−µTM) and the formation energies

of the reference states that contain TM atoms. The formation energy Eform is defined as the

total energy difference between the reference state and ground states of composition elements
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(e.g. E
ScB2
form = E

ScB2
DFT − ESc

DFT − 2ECu
DFT ). The reference states for the early transition metals

are strongly bound compounds, while those for the late transition metals are more weakly

bound. Correspondingly, the chemical potential for the early transition metals are generally

stronger than those for late transition metals. Moreover, the chemical potentials for the 3d

and 4d transition metals show a very similar pattern. The absolute value for the chemical

potentials increase from Sc to V (3d) and from Y to Nb (4d), while gradually decrease from

Cr to Zn (3d) and from Mo to Cd (4d).

The calculated Esub values for various TMs, as well as those for the vacancy Mg at the

surface and subsurface Mg layers are illustrated in figure 7. A positive Esub (equation 3)

value indicates the energy required to dope a TM from its bulk reference state on the MgB2

surface. On the other hand, a negative Esub indicates an exothermic doping process. The

Esub value for doping in the surface Mg layer generally decreases from Ti to Zn and from

Zr to Cd, and from about 1.5 eV to 0.5 eV for both 3d and 4d transition metals. On the

other hand, the Esub value for doping in the subsurface Mg layer generally increases within

each period. The energy difference between TM in the surface vs. subsurface layers is also

plotted in figure (7). According to the energy difference shown in figure 7, it is clear that

late 3d and 4d transition metals prefer the surface Mg layer over the subsurface. Still the

Esub values are generally positive, and hence indicate an energy penalty that would need

to be overcome to acheive significant TM concentration at the surface. The values of Esub

indicate the equilibrium thermodynamic solubility of TM at the surface is low. However, we

note that it might be possible to acheive higher concentrations of TM on MgB2 surfaces for

kinetics reasons.

The energy required to create a Mg vacancy has a similar formula to equation 3, except

that E
TM/MgB2
slab is the DFT total energy of MgB2 slabs with one Mg vacancy at the surface

and µTM is excluded. The reference states for µMg and µB are the set of MgB2 and MgB4,

because MgB2 with dilute vacancies decomposes into these two phases in equilibrium. We

find that the formation energy of an Mg vacancy is lowest in the surface layer, rather than in
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the subsurface layer, likely due to the fact that fewer bonds need to be broken at the surface.

3.4 H2 dissociation and diffusion on the clean MgB2 surface
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Figure 8: Binding energy of atomic hydrogen on the various transition metal doped Mg-
terminated MgB2(0001) surfaces. The binding energy has a similar definition to equation 2,
where a negative value indicates the atomic hydrogen is energetically bound on the surface.
Pattern1, 2, and 3 in the legend refer to the three kinds of hydrogen dissociation geometries
on the TM-doped MgB2 surface we investigated, as shown in figure 11.

Having investigated the hydrogen adsorption pattern on the MgB2 in section 3.2, we now

turn to the discussion of hydrogen kinetic behaviors. In this section, we focus on the clean

Mg-terminated MgB2 surface, and in the following section, TM-doped MgB2 surfaces will be

considered.

For the H2 dissociation calculations, the initial state for the NEB calculation involves the

hydrogen molecule positioned 5 Å away from the clean MgB2 surface. Our DFT calculations

find that the “binding energy” of a hydrogen molecule to the surface in this geometry is less
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Figure 9: Minimum energy path for H2 dissociation on the clean and Ni, Cu, and Pd-doped
MgB2(0001) surface. IS, TS, and FS represent the initial, transition, and final states of
hydrogen dissociation on the clean MgB2 surface. Color online.

than 6 meV/atom, which indicates that this 5 Å distance is large enough to approximate

complete separation. Since it is one hydrogen molecule dissociated on a 2 × 2 surface unit

cell, the coverage ratio for the dissociated state (the final state for the NEB calculations)

will be 0.5 ML. As discussed in section 3.2, the most stable adsorption pattern found for

0.5ML on the 2×2 surface unit cell is shown in figure (4a). We explore the minimum energy

pathway of hydrogen dissociating on the clean Mg-terminated MgB2(0001) surface using the

pattern shown in figure 4a as the final image.

Using nine intermediate images between the initial state and the final state, the NEB

calculations identify a 0.89 eV dissociation barrier for H2 on the MgB2(0001) surface. Figure 9
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(a) IS (0.25 ML) (b) TS (0.25 ML)
∆ETS−IS = 0.11 eV

(c) FS (0.25 ML)
∆EFS−IS = 0 eV

(d) IS (0.5 ML) (e) TS (0.5 ML)
∆ETS−IS = 0.17 eV

(f) FS (0.5 ML)
∆EFS−IS = 0.08 eV

Figure 10: H diffusion on the MgB2 surface as viewed from the top. From left to right,
sub-figures show hydrogen positions at IS, TS, and FS. The top panel shows the hydrogen
diffusion under 0.25 ML hydrogen coverage, while the bottom panel are under 0.5 ML cov-
erage. The Mg, B, and H atoms are represented by orange, green, and purple, respectively.

illustrates the initial state (IS), transition state (TS) and final state (FS) for hydrogen

molecular dissociation. At the transition state, the hydrogen atoms are separated by 1.38 Å,

and are 1.40 Å above the surface Mg layer. We observed that from 5.00 Å ∼ 1.90 Å above

the surface Mg layer, the two hydrogen atoms stay in the molecular state, with bond length

increasing less than 0.05 Å from the original molecular value of 0.74 Å.

After H2 dissociates, the diffusion of the resulting adsorbed H atoms is also another

important kinetic barrier that we address. Regarding atomic hydrogen diffusion on the Mg-

terminated MgB2(0001) surface, we considered the following two cases: 1) diffusion of a

single atomic hydrogen within the 2 × 2 unit cell (0.25 ML); 2) one atomic hydrogen diffuses

within the 2 × 2 unit cell, with a second hydrogen atom fixed (0.5 ML). Figure (10a) – (10c)

illustrates the first case. The transition state is only 0.11 eV higher than the initial state
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in figure 10, while the initial state and the final state energies are equal. The low diffusion

barrier at the 0.25 ML coverage indicates facile hydrogen movement from one hollow site

passing through a bridge site to a nearby hollow site. We also show the hydrogen diffusion

pathway for the 0.5 ML coverage ratio in figure (10d) – (10f). The IS and FS in figure 10

correspond to the adsorption configuration of 0.5 ML coverage ratio shown in figure 4a and

figure 4b. For the second case, our NEB calculations found a slightly higher migration energy

of 0.17eV from IS to FS. This increase of 0.06 eV in migration energy is simply due to the

fact that the FS is around 0.06 eV higher than the IS. Still, the migration barrier at 0.5 ML

coverage is quite low.

It is interesting that our results on the Mg-terminated MgB2 surface have a qualitative

similarity with that on the pure Mg surface: high dissociation barrier and low diffusion

barrier. Vegge [33] applied NEB with DFT calculations to find a 1.15 eV dissociation barrier

for H2 on the Mg surface. He also found [33] a low diffusion barrier of 0.15 eV for atomic

H from one fcc to another fcc site. Other computations of the interaction between hydrogen

and Mg surfaces [28, 59] also predicted a low barrier for hydrogen diffusion, which are less

than 0.2 eV.

In this section, we found a H2 dissociation barrier on the Mg-terminated MgB2(0001)

surface of 0.89 eV, which indicates a possible rate limiting step for rehydrogenation. The hy-

drogen diffusion barrier is less than 0.2 eV, indicating a fast migration at room temperature.

The almost barrierless diffusion of dissociated H atoms are also observed in the previous

studies [60, 61]. In the following section, we will discuss the effects of surface transition

metals on H2/H behavior.

3.5 H2 dissociation and diffusion on TM-doped MgB2 surfaces

We now investigate the effects of the transition metal dopants on the hydrogen dissociation

and diffusion barriers on the MgB2 surface. First, the adsorption geometry of atomic H

on the TM-doped surface requires further investigation. Three kinds of adsorption patterns
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(a) Pattern1 (b) Pattern2 (c) Pattern3

Figure 11: The three kinds of hydrogen dissociation geometries on the TM-doped MgB2

surface we investigated. The three geometries are named as pattern1, pattern2, and pattern3
respectively. The figures shown here are the top view of relaxed TM-doped MgB2 surface
with the purple, green, orange, and grey atoms represent the H, B, Mg, and TM species.

Figure 12: The stable adsorption pattern for Zn, Cd, Au (left figure) and Cu (right figure).
These patterns are obtained from DFT relaxation, with the input structures of Pattern3
(figure 11c).

are explored (figure 11). The hydrogen binding energies of the three relaxed adsorption

patterns are shown in figure 8, and for the majority of the transition metals, the stable

adsorption geometry is pattern3. Without the TM, Pattern2 is preferred, so the presence of

the TM changes the preferred H adsorption geometry. We note that the hydrogen adsorption

geometry for Cu, Zn, Cd, and Au does not adopt Pattern3. Figure 12 presents the most stable

pattern we found for Cu, Zn, Cd, and Au doped surfaces. In both of these geometries, one or

more of the H atoms bind in hollow sites surrounded entirely by Mg (i.e., they do not bind

to the TM). Interestingly, for these metals there is no stable Cu, Zn, Cd, or Au hydride,

and no stable ternary Mg-TM-H hydrides. Therefore, it is reasonable that the adsorbed

hydrogen would prefer binding with Mg to Cu/Zn/Cd/Au. For each of our calculations of
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Figure 13: The dissociation and diffusion barriers of hydrogen on the TM-doped Mg-
terminated MgB2(0001) surface.

the two atomic hydrogens adsorbed on the TM-doped Mg-terminated MgB2(0001) surfaces

with 2×2 unit cells, the most stable adsorption pattern will be used as the final image in the

following NEB studies of dissociation.

The activation barriers for H2 dissociation over the various transition metal doped MgB2

surfaces are reported in figure 13 and table 2. The Ag-doped MgB2 surface shows the

largest activation barrier among all the dopants we investigated. Cd, and Au doped surfaces

also have a larger barrier than on the clean MgB2 surface. For these dopants, H2 will not

preferentially dissociate onto Ag, Cd, and Au sites, but could more easily dissociate on

regions of the Mg layer free of the dopants. On the other hand, the early transition metals

provide a strong effect on the dissociation of H2 molecule. Sc, Ti, Zr, and Nb doped surfaces
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Figure 14: H diffusion on the Pd-doped MgB2 surface. From left to right, sub-figures show
hydrogen positions at IS, TS, and FS. The Mg, B, Pd, and H atoms are represented by
orange, green, grey, and purple, respectively.

have dissociation barriers almost exactly equal to zero. Incidentally, these four elements

also possess strongly-bound, stable hydride phases. In general, most of the transition metal

dopants on the MgB2 surface reduce or even eliminate the dissociation barrier, except Ag,

Cd, and Au (elements with no stable hydrides).

Following dissociation, the next fundamental step is the diffusion of atomic hydrogen away

from the dopant catalytic sites. Figure 14 shows the diffusion path of one of the two hydrogen

atoms on the Pd-doped MgB2 surface as an example. The diffusion and dissociation barriers

are shown in table 2. For many TM, the energy barriers of dissociation and diffusion exhibit

an inverse correlation (figure 15). That is, if a transition metal reduces the dissociation

barrier, it often increases the diffusion barrier, and vice versa. This correlation is reasonable,

since one might expect that a transition metal dopant which strongly reduces the dissociation

barrier may also result in a strong TM-H binding energy, which prevents fast hydrogen

diffusion. In fact, Sc, Ti, Zr, and Nb have essentially zero dissociation barriers, but they

bind the atomic H very strongly, which results in high values of Ediff . Such high surface

diffusion barriers reduce hydrogen mobility and potentially localize atomic hydrogen around
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Table 2: The energy barrier for the dissociation of H2 (Ediss), the energy difference between
the final and initial state (EFS−IS

diss ) of the dissociation, the migration barrier for the diffusion
of atomic H (Ediff ) and the corresponding energy difference (EFS−IS

diff ) on the clean Mg-
terminated MgB2(0001) surface as well as on the transition metal doped MgB2 surfaces.
(unit: eV)

Surface Ediss EFS−IS
diss Ediff EFS−IS

diff

clean 0.89 -0.63 0.17 0.08
Sc doped 0.00 -1.28 0.72 0.72
Ti doped 0.00 -1.34 0.80 0.80
V doped 0.11 -1.20 0.39 0.33
Cr doped 0.26 -1.07 0.38 0.19
Mn doped 0.27 -1.03 0.41 0.08
Fe doped 0.18 -1.12 0.44 0.10
Co doped 0.14 -1.01 0.39 -0.02
Ni doped 0.14 -0.66 0.22 -0.34
Cu doped 0.44 -0.17 0.00 -0.65
Zn doped 0.57 -0.88 0.42 0.37
Y doped 0.17 -1.29 0.81 0.81
Zr doped 0.00 -1.50 1.07 1.07
Nb doped 0.00 -1.53 0.96 0.96
Mo doped 0.08 -1.60 0.69 0.69
Tc doped 0.21 -1.52 0.66 0.58
Ru doped 0.10 -1.57 0.60 0.53
Rh doped 0.09 -1.17 0.43 0.22
Pd doped 0.14 -0.52 0.12 -0.30
Ag doped 1.15 -0.12 0.01 -0.44
Cd doped 0.98 -0.74 0.38 0.00
Pt doped 0.36 -0.86 0.40 -0.20
Au doped 0.89 -0.79 0.40 0.00

early transition metal dopants, which could then further reduce the TM ability of dissociating

further H2 molecules. On the other hand, Ag, Cd, and Au give rise to large dissociation

barriers, but they have low diffusion barriers, and there is no diffusion barrier at all for Ag.

Between these two extremes, V, Cr, Mn, Fe, and Co present a compromised combination

of the dissociation and diffusion barriers. V, Cr, Mn, Fe, and Co as dopants can reduce

dissociation barrier by 0.6 ∼ 0.7 eV, without significantly increasing the diffusion barrier

(around 0.2 eV or less). Over all of the studied transition metals, Ni, Cu, and Pd give the

best catalytic effect on dissociation and diffusion. Ni reduces the dissociation barrier from
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0.89 eV on the clean MgB2 surface to 0.14 eV, while only slightly increasing the diffusion

barrier to 0.22 eV. Pd reduces the activation barriers for both the processes to 0.14 eV and

0.12 eV. With essentially zero diffusion barrier, Cu provides a 0.44 eV dissociation barrier.

As a final note, we also observe several interesting similarities between the TM-doped

MgB2 surface and TM-doped Mg surface. Using DFT, Du and et al. [39] identify an almost

zero hydrogen dissociation barrier on Ti-doped Mg(0001) surface, but also found the disso-

ciated hydrogen bind strongly to the Ti dopant. In another first-principle study, Pozzo and

co-workers [29, 38] found a 1.18 eV dissociation barrier for Ag-doped Mg surface, and mod-

erate dissociation barriers for Ni(0.06 eV), Cu(0.56 eV), and Pd(0.39 eV) doped-surfaces.

Jensen et al. [62] experimentally demonstrated the catalytic effect of Ni dopant on Mg sur-

faces for the dehydrogenation process, showing an activation energy reduced by 0.5 eV with

respect to that on the clean Mg surface.

4 Conclusions

We have presented a systematic DFT/GGA study of hydrogen adsorption, dissociation and

subsequent diffusion on the MgB2 surface with and without various transition metals. Af-

ter considering the surface energies of Mg-terminated (0001), (101̄0), B-terminated (0001),

(101̄0), and Mg-B-terminated (112̄0) MgB2 surfaces, we found the Mg-terminated MgB2

(0001) has the lowest surface energy (less than 1.3 J/m2). Therefore, we used this Mg-

terminated MgB2(0001) surface as our reference surface to study the interaction with hy-

drogen molecules and atoms. We investigated the stable hydrogen adsorption configuration

under coverage ratios from 1/9 ML to 2 ML on 1×1, 2×2, and 3×3 unit cells. Though

the adsorbed H – H interaction is repulsive, the absolute value of hydrogen binding energy

increases with respect to coverage ratio up to 1ML. We studied hydrogen dissociation and

diffusion on the clean MgB2 surface, and we identified a dissociation barrier of 0.89 eV and a

diffusion barrier of 0.17 eV. The activation barriers suggested a sluggish H2 dissociation but
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Figure 15: H2 dissociation vs H diffusion barriers on pure and TM-doped Mg-terminated
MgB2(0001) surface. The green area indicates TM dopants that reduce both pure (undoped)
surface dissociation and diffusion barriers. The light yellow area represents TM dopants that
reduce only dissociation or diffusion barriers, but simultaneously increase the other barrier.
TM dopants that fall in the red area increase both dissociation and diffusion barriers. The
promising catalytic dopants should be in or near the green area, close to the origin. Pd,
Cu as dopants can reduce both dissociation and diffusion barriers. Ni dopants reduce the
dissociation barrier without significantly increasing the diffusion barrier. Therefore, Pd, Cu,
and Ni are promising catalytic dopants.

a fast atomic hydrogen movement on the surface. Next, we consider the role of transition

metal on the dissociation and diffusion processes. Based on the substitutional energy of one

transitional metal species with one Mg atom, we found that the late transition metals is

more energetically favorable to dope on the surface Mg layer than the subsurface Mg layer,

but that the equilibrium solubility of dopants is very small. We examined three possible

hydrogen adsorption configurations on the TM-doped MgB2 surface, and found in contrast

to the clean surface, the two adsorbed atomic hydrogen would bind with transition metal

dopant while maximizing the H – H distance. Except Ag, Cd, and Au, the transition metals

that we studied can always reduce the dissociation barrier, but most of them also increase
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the diffusion barrier. Sc, Ti, Zr, and Nb doped surfaces have null dissociation barrier, but

they bind with adsorbed hydrogen very strongly, limiting the consequent hydrogen diffusion

process. On the other hand, V, Cr, Mn, Fe, and Co can reduce the dissociation barrier to

around 0.2 eV, without increasing the diffusion barrier above 0.4 eV. Similar to the situation

on the Mg(0001) surface, Ni, Cu, and Pd show promise as catalytic dopants, successfully

decreasing the dissociation barrier and keeping the diffusion barrier at acceptable level.
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