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In the present paper, the Gutzwiller density functional theory (LDA+G) has been applied to study
the bilayer system of LaCoO3 grown along the (111) direction on SrTiO3. The LDA calculations
show that there are two nearly flat bands located at the top and bottom of eg bands of Co atoms
with the Fermi level crossing the lower one. After including both the spin-orbit coupling and the
Coulomb interaction in the LDA+G method, we find that the interplay between spin-orbit coupling
and Coulomb interaction stabilizes a very robust ferromagnetic insulator phase with non-zero Chern
number indicating the possibility to realize quantum anomalous Hall effect in this system.

PACS numbers: 73.21.-b, 71.27.+a, 73.43.-f

I. INTRODUCTION

Searching for topologically non-trivial phases1,2 in re-
alistic material systems is one of the fast developing re-
search fields in condensed matter physics. Recently, tran-
sition metal oxides (TMOs) have been proposed3 as a po-
tential platform for topological materials due to many of
its advantages compared to the previously found topo-
logical compounds, such as HgTe4–6 and Bi2Se3 family
compounds7–9. First of all, oxides are chemically much
more stable when exposing in the air, which makes it
more attractive for potential applications. Secondly, the
relatively strong Coulomb interaction among the elec-
trons in 3d orbitals generates fruitful many-body physics
in TMOs and provides a tantalizing field for the search
of topological materials. Finally, the rapid develop-
ment of the techniques for the heterostructure growth of
TMOs10–12 paves a completely new path to realize topo-
logical phases in condensed matter systems by material
design.

D. Xiao et al.3 first pointed out that the (111) bilayer
heterostructure of perovskite TMOs can be viewed as a
buckled honeycomb lattice and has “natively” inverted
band structure, which is very similar to the situation in
graphene13. Based on the tight-binding (TB) and the
first-principles calculations of (111) bilayer heterostruc-
ture of TMOs, they found that there are two nearly flat
bands at the top and bottom of the eg bands of TM
ions, together with another two bands with nearly lin-
ear dispersion forming a similar Dirac point at K point.
The appearance of both flat bands and Dirac points in
this system can be ascribed to the special geometry ef-
fects of the honeycomb lattice, based on which several
exotic topological states can be designed. The first one
is to open a semiconductor gap at the Dirac point by
spin-orbit coupling (SOC) leading to quantum spin Hall
effect. Because the sizable strength of SOC is required
in this proposal, the typical realistic system proposed
in Ref. 3 is LaAlO3/LaAuO3/LaAlO3 heterostructure,
which is still very difficult to grow experimentally so far.
The second proposal in this field is to realize quantum

anomalous Hall effect (QAHE) in the (111) bilayer of 3d
TMOs14–17, which is experimentally much more feasible
than the 4d or 5d TMOs. Although the SOC strength
is about one order smaller than that of 4d or 5d TMOs,
the strong Coulomb interaction can help to stabilize the
topologically non-trivial phases. Recently, the similar
heterostructure has been made, but unfortunately the
ground state is found to be anti-ferromagnetic (AFM)18.

In this paper, we propose another bilayer heterostruc-
ture of 3d TMO, LaCoO3, grown along the (111) di-
rection on SrTiO3, as a promising candidate to realize
QAHE, which has the following advantages: (1) compar-
ing with 4d and 5d TMOs, LaCoO3 is more accessible
and its thin film is not difficult to synthesize, (2) the
lower flat band in the heterostructure leads to a sharp
peak of density of states around the Fermi level which
induces a strong Stoner instability towards the ferromag-
netic (FM) insulator phase, (3) although the bare SOC
strength is quite small, it can be largely enhanced by
strong Coulomb interaction among 3d electrons, (4) with
both large enough exchange splitting and modified SOC
induced by strong correlation effects, the system falls into
a semiconductor state under FM order with a non-zero
total Chern number.

II. METHOD

LaCoO3 is a typical material with its band structure
strongly modified by correlation effects. In this work,
the Gutzwiller density functional theory (LDA+G)19–22

is used to calculate the ground states and quasi-particle
band structures of its bulk phase and heterostructure.
The LDA part of calculations have been done by the Vi-
enna Ab-initio Simulation Package (VASP)23 with pro-
jector augmented-wave (PAW) pseudopotential24,25 and
Perdew-Burke-Ernzerhof parametrization of the gener-
alized gradient approximation (GGA-PBE) exchange-
correlation functionals26. The energy cutoff of the plane-
wave basis is set to be 400 eV, and a Γ-centered 11 ×
11 × 11 K-point grid for the bulk and 8 × 8 × 1 for the
heterostructure has been chosen, respectively.
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In the Gutzwiller part, we solve a Hamiltonian in the
Wannier representation, which reads

H =
∑
ij,αβσ

(tddij,αβσd
†
ασdβσ + tppij,αβσp

†
ασpβσ

+tdpij,αβσd
†
ασpβσ + tpdij,αβσp

†
ασdβσ)

+
1

2

∑
i,αβγδσσ′

Uασ,βσ′,γσ,δσ′d†ασd
†
βσ′dδσ′dγσ

−
∑
i,ασ

Ū(nd −
1

2
)d†ασdασ, (1)

where i, j is the site index, α, β, γ, δ is the Wannier orbital
index, σ, σ′ is the spin index.

The first two lines of Eqn. 1 describe a d-p TB Hamil-
tonian consists of Co 3d orbitals and O 2p orbitals,
which are constructed from the non-SOC LDA calcu-
lation by the maximally localized Wannier functions
(MLWF) method27 implemented in the WANNIER9028

package.
The third line of Eqn. 1 describes the local atomic

Coulomb interaction for Co 3d orbitals. We assume the
spherical symmetry for Coulomb interaction in LaCoO3

solid and use a full interaction tensor Uασ,βσ′,γσ,δσ′ for
the entire d-shell29,30. We first write down the U -
tensor in the complex spherical harmonics basis φm =
R3d(r)Y

m
2 . In this basis, the U -tensor is

Um1σ,m2σ′,m3σ,m4σ′ = δm1+m2,m3+m4

∑
k

cm1,m3

k cm4,m2

k F k,

(2)
where, k = 0, 2, 4 for d-shell, cm1,m3

k is the Gaunt co-
efficient which has been exactly calculated and tabu-
lated in Table 1.2 in Ref. 29, and F 0, F 2, F 4 are the
three Slater integrals which are unknown. Thus, the
full U -tensor is parameterized by F 0, F 2, F 4, however,
we take F 4/F 2 = 0.625 as an approximation with good
accuracy for d-shell31. Then we transform it to the
Wannier basis (the cubic spherical harmonics) by us-
ing the transformations: dxy = − i√

2
(φ2 − φ−2), dxz =

− 1√
2
(φ1 − φ−1), dyz = i√

2
(φ1 + φ−1), dx2−y2 = 1√

2
(φ2 +

φ−2), d3z2−r2 = φ0. We don’t follow the traditional defi-
nition of Coulomb interaction as Ud = F 0 and Hund’s
rule coupling as JH = 1

14 (F 2 + F 4), instead, we de-
fine the Kanamori type U and J in the Wannier ba-
sis30, where the intra-orbital Coulomb interaction is U =
F 0+ 4

49F
2+ 4

49F
4, and the Hund’s rule coupling is orbital-

dependent (anisotropic): J(dxy, dxz) = J(dxy, dyz) =
J(dxz, dyz) = J(dxz, dx2−y2) = J(dyz, dx2−y2) = 3

49F
2 +

20
441F

4, J(dxy, d3z2−r2) = J(dx2−y2 , d3z2−r2) = 4
49F

2 +
15
441F

4, J(dxz, d3z2−r2) = J(dyz, d3z2−r2) = 1
49F

2 +
30
441F

4, J(dxy, dx2−y2) = 35
441F

4. We take all the terms
of Hund’s rule coupling into account in our calculations
and define an average value of them as J = 5

98 (F 2 +F 4)
for the convenience of discussing our results. Thus, given
parameters F 0, F 2 or U, J , we can construct the full in-
teraction U -tensor.

The fourth line of Eqn. 1 is the double-counting term32

used to substract the correlation effect which has been
considered in the LDA calculations. Ū is the average
Coulomb interaction, which is defined as

Ū =

∑
a U +

∑
a<b(U − 2Ja,b) +

∑
a<b(U − 3Ja,b)

M(2M − 1)
,

(3)
where, 1 ≤ a, b ≤ M , M is the total number of orbitals
(not including spin), U is the intra-orbital Coulomb in-
teraction, and Ja,b is the Hund’s rule coupling between
orbitals a and b. nd is the total occupancy of 3d orbitals
for one Co site from the LDA calculations.

This Hamiltonian will be treated by the rotationally
invariant Gutzwiller variational method introduced in de-
tail in Ref. 19–22. The Gutzwiller variational wave func-
tion |G〉 is constructed by applying a projector operator
P to the noninteracting wave function |0〉 derived from
the LDA calculation,

|G〉 = P |0〉 . (4)

The projector operator is chosen as

P =
∏
i

(
∑
α

λiα
∣∣Γiα〉 〈Γiα∣∣), (5)

where i is the site index, |Γ〉 is the atomic eigenstates
and λα are the Gutzwiller variational parameters, which
can be determined by minimizing the total energy of the
ground state.

III. RESULTS AND DISCUSSION

The bulk material of LaCoO3 has very complicated
electronic and spin state transitions33–51. At low enough
temperature (T < 50 K), it is a semiconductor with low
spin (LS) state. With the increasing of temperature, it
undergoes a spin state transition to intermediate spin
(IS) state around T = 100 K. When temperature T >
500 K, another transition from IS semiconductor to high
spin (HS) metal will occur. However, we just focus on
the zero-temperature ground state in our calculations.
As shown in Fig. 1(a), the bulk LaCoO3 has a distorted
perovskite structure withR3̄c (No. 167) space group40,50,
which contains two equivalent Co atoms in each unit cell.
In our calculations, we take the lattice parameters for
temperature T = 5 K from Ref. 40.

The LDA band structure is shown in Fig. 1(b). The eg
(blue) and t2g (red) bands of Co atoms overlap and give a
metallic ground state contradicting with the experimen-
tal results37–39 which show semiconductor behavior. Af-
ter considering the Coulomb interaction and the Hund’s
rule coupling in our LDA+G calculations, we get a semi-
conductor ground state when U = 7.0 eV and J = 0.6 eV,
as shown in Fig. 1(c), which is in good agreement with
both the experimental result37–39 and the numerical re-
sult obtained by LDA+DMFT50. Comparing with the
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FIG. 1. (Color online). (a) The crystal structure of bulk
LaCoO3 with R3̄c (No. 167) space group and the correspond-
ing Brillouin zone. (b) is the band structures obtained from
the LDA calculation. (c) and (d) are the band structure ob-
tained from the LDA+G calculations with Coulomb interac-
tion U = 7.0 eV, Hund’s rule coupling J = 0.6 eV and J = 1.2
eV, respectively. (e) and (f) are the corresponding probabil-
ities of the atomic configurations |I〉 in the Gutzwiller wave
function |G〉, PI = 〈G | I〉 〈I |G〉 indicating the LS state for
J = 0.6 eV and HS state for J = 1.2 eV.
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FIG. 2. (Color online). The partial density of states for total
Co eg, t2g states and total O 2p states in one primitive cell
of bulk LaCoO3, (a) for LDA calculation and (b) for LDA+G
calculation with U = 7.0 eV, J = 0.6 eV.

LDA band structure in Fig. 1(b), the Gutzwiller method
modifies the bands in two ways: (1) renormalizes the ef-
fective crystal field splitting between t2g and eg orbitals;
and (2) renormalizes the bandwidth of t2g and eg bands
to be much narrower, as a result, opens a gap between
them. We also obtain the partial density of states from
the LDA and LDA+G calculations, which are plotted in
Fig. 2(a,b). As we can see, the Co 3d bands strongly
hybridize with O 2p bands, as a result, the calculated to-
tal occupation number of Co 3d orbitals, which is about
7.2, is larger than the nominal one 6. From the quasi-
particle band structure obtained by LDA+G, we can find

FIG. 3. (Color online). (a) The heterostructure of LaCoO3,
two layers of Co and three layers of LaO3 are grown along the
(111) direction on SrTiO3. (b, c, d) illustrate the formation of
a buckled honeycomb lattice by two layers of TM ions along
the (111) direction of an ideal perovskite lattice. (e) is the
Brillouin zone of the honeycomb lattice. (f) is the fat bands
derived from the LDA+SOC calculation and (g) is the band
structure obtained by the Wannier TB Hamiltonian.

that the band gap is between eg and t2g and it is a typical
semiconductor with its band width renormalized by inter-
action about 80%. The corresponding probability of the
atomic configurations |I〉 in the Gutzwiller ground state
|G〉 can be calculated using the Gutzwiller wave function
as PI = 〈G | I〉 〈I |G〉, which are plotted in Fig. 1(e).
There are mainly three configurations t62ge

0
g, t

6
2ge

1
g, t

6
2ge

2
g

in the ground state indicating a LS state. Note that we
call the spin states with fully filled t2g orbitals (t62g) as LS
states, while those with some holes in the t2g orbitals as
HS states. To check how the Hund’s rule coupling affects
the spin states and the electronic structure, we increase
it to be J = 1.2 eV, and we get a metallic electronic
structure with HS state, as shown in Figs. 1(d, f). Lock-
ing between the metal-semi-conductor transition with the
spin state transition can be explained by the competition
between the cubic crystal splitting and Hund’s rule cou-
pling. As a consequence, the increasing of Hund’s rule
coupling will strongly suppress the effective crystal split-
ting between t2g and eg orbitals leading to the vanish
of the semiconductor gap between them. We want to
emphasize that this HS state is still a zero-temperature
ground state, which is different with the temperature in-
duced IS and HS states in LaCoO3.

We now turn to the heterostructure of LaCoO3. The
heterostructure of LaCoO3 proposed in this paper is
shown in Fig. 3(a), which contains two layers of Co
and three layers of LaO3 along the (111) direction on
SrTiO3. For one unit cell, the chemical formula is
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FIG. 4. (Color online). Illustration of the charge transfer
from Ti to Co in the heterostructure of LaCoO3

U
(e

V
)

Low Spin

Ferromagnetic Metal

Low Spin

Ferromagnetic Insulator

Quantum Anomalous Hall Phase

High Spin

Ferromagnetic Metal

8.0

0.0

1.0

2.0

3.0

4.0

5.0

6.0

7.0

0.00 0.250.200.150.100.05 0.400.350.30

J/U

FIG. 5. (Color online). The phase diagram calculated by the
LDA+G method in the plane of Coulomb interaction U and
Hund’s rule coupling J . There are three regions: (pink) low
spin ferromagnetic metal (LS-FM-M), (orange) low spin ferro-
magnetic insulator (LS-FM-I), (blue) high spin ferromagnetic
metal (HS-FM-M).

Ti+4
10 Co+2.5

2 (LaO3)−33 (SrO3)−49 . The heterostructure be-
longs to space group P 3̄M1 (No. 164) with an inversion
center located at O (0.5, 0.5, 0.5) site connecting two
different layers of Co atoms, which form a buckled hon-
eycomb lattice, as illustrated in Figs. 3(b, c, d). The lat-
tice parameter of SrTiO3 is fixed to be 3.95 Å3 and the
internal atomic positions are optimized by LDA calcula-
tion using VASP. The LDA band structure with the opti-
mized structure is then obtained and shown in Fig. 3(f),
from which we can find two nearly flat bands with band
width being around 0.06 eV at the top and the bottom
of the Co eg bands. The most important difference be-
tween the electronic structure of the bulk material and
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FIG. 6. (Color online). The magnetization of the ground state
as the function of J/U for two different Hubbard U value.

heterostructure of LaCoO3 is that the formal charge of
Co 3d orbitals increases from 6 to 6.5 in the heterostruc-
ture. This is due to the fact that the (111) interface
between SrTiO3 and LaCoO3 is polarized leading to one
electron transfer from Ti to Co. As illustrated in Fig. 4,
there is charge mismatch between one layer of Ti+4 and
one layer of (LaO3)−3, Ti will lose 4 electrons, but LaO3

can only accept 3 electrons, so there will be one electron
left and will be transfered to the two layers of Co due to
the conservation of total charge. We want to emphasize
that this charge transfer is due to the electric polariza-
tion instead of the hybridization of bands. As a conse-
quence,the bottom flat band crosses the Fermi level and
is nearly half-filled. The TB model used for the further
study is then constructed in the following way. First,
based on the non-SOC LDA calculations we construct a
TB model containing 20 d-orbitals (including spin degree
of freedom) from two Co atoms and 54 p-orbitals from
the Oxygen atoms in the three nearest layers. Then an
atomic SOC Hamiltonian is added to the Hamiltonian in
Eqn. 1, which reads,

HSOC = λ
∑
i

~li ·~si, (6)

where the strength λ = 50 meV is determined by fitting
the LDA+SOC results.

The band structure without SOC show a clear
quadratic band touching at the Γ point, which is unstable
against infinitesimally small Coulomb interaction if the
chemical potential lies exactly at the touching point52.
With SOC, the four-fold degenerate bands at Γ point
split into two doubly degenerate bands by the second
order effects of SOC. The splitting is around 7 meV in
LaCoO3, which can be hardly seen from Figs. 3(f, g).
If the flat band is fully filled, the Berry phase structure
generated by SOC around Γ point makes it a 2D topo-
logical insulator with non-trivial Z2 index. As mentioned
above, in reality the flat band is only half-filled and the
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FIG. 7. (Color online). Four points are chosen from the phase diagram to plot their band structures and corresponding
probability of the atomic configurations. (a, b, c, d) The Gutzwiller quasi-particle band structures, blue and red lines indicate
the majority and minority bands respectively, the numbers in (a, c) are the Chern numbers for separate band. (e, f, g, h) The
corresponding probability of the atomic configurations |I〉 in the Gutzwiller wave function |G〉 indicating the spin states.

system will keep metallic in paramagnetic phase. While
as we have already seen in the bulk calculation, the cor-
rect semiconductor like electronic states can only be ob-
tained when the strong Coulomb interaction among the
3d electrons has been considered in a proper way. For
the bilayer LaCoO3 system, the Coulomb interaction has
two important effects. First it greatly enhances the SOC,
which stabilizes the topological phase. Secondly, it gen-
erate strong Stoner instability in the flat band and makes
the ground state to be FM. When the FM exchange cou-
pling overcomes the band width of the flat band, the flat
band will be completely polarized and a FM insulator
phase is formed with the gap opening at the Γ point by
correlation enhanced effective SOC. The non-magnetic
band structure is already Z2 non-trivial, the spin up and
down subsystems can be viewed as two Chern insulators
with opposite Chern number -1 and 1. Therefore when
it is completely polarized, it naturally leads to Chern in-
sulator phase with Chern number 1.

We then apply the LDA+G method to carefully con-
sider the Coulomb interaction. A phase diagram with

both Coulomb interaction U and Hund’s rule coupling
J has been obtained as shown in Fig. 5. The phase di-
agram is obtained by searching for the ground state by
LDA+G on a 40×40 uniform grid in the parameter space
spanned by U and J/U . The spin state is determined by
calculating

〈
G
∣∣S2

∣∣G〉, where S2 is the total spin opera-
tor. The semiconductor gap is determined by the energy
difference between the bottom of conduction band and
the top of valence band. The system is metallic when
such semiconductor gap becomes negative. Two typical
Coulomb interaction strength U has been chosen to plot
their magnetization as a function of J/U , which is shown
in Fig. 6, and four typical points (red circle) have been
chosen to plot their quasi-particle band structures and
the probability of the atomic configurations, as shown
in Fig. 7. There are mainly three regions in the phase
diagram: low spin ferromagnetic metal (LS-FM-M), low
spin ferromagnetic insulator (LS-FM-I), and high spin
ferromagnetic metal (HS-FM-M). The Coulomb interac-
tion is much larger than the band width of the flat band,
as a consequence, the FM order can be easily formed and



6

stabilized according to the Stoner’s criteria. As shown in
Fig. 6, with the increment of Hund’s rule coupling the
FM polarization becomes stronger, and suddenly jumps
at the phase boundary between LS phases and HS phases
indicating the corresponding transition is first order. In
comparison, we haven’t find any stable AFM order in our
calculations.

From the above discussion, we can draw a conclusion
that the FM insulator phase can appear only when the
following two conditions are satisfied: i) the effective
SOC is big enough to split the band touching point at
the Γ point, ii) the FM exchange coupling is big enough
to make the flat band around the chemical potential fully
polarized. As discussed previously, the interaction pa-
rameters for LaCoO3 are around U = 7.0 eV and J = 0.6
eV, with which our LDA+G calculation obtain quite ro-
bust FM insulator phase with Chern number 1. The cor-
responding quasi-particle band structure has been plot-
ted in Fig. 7(c), where the semiconductor gap around
0.22 eV lying between two bands with majority spin.
The appearance of semiconductor behavior is mainly due
to the effective SOC, which is greatly enhanced by the
strong correlation effects in LaCoO3. In this system, the
effective SOC in the eg bands can be modified by the
local correlation effects through two ways. The first ef-
fect is due to Hund’s rule coupling J , which competes
against the crystal field splitting between the eg and t2g
bands and reduces the energy cost for virtual particle-
hole excitations between them. Since the effective SOC
in the eg bands is a second order effect caused by such
virtual excitations, the Hund’s rule coupling can then
enhance the effective SOC. The second effect is mainly
due to the Coulomb interaction between different orbitals
(U ′ = U−2J), which also enhances the effective SOC53,54

through the Hartree-Fock process especially when the
SOC splitting is between one almost fully occupied and
one almost empty levels. Although the Coulomb inter-
action is treated on the level of Gutzwiller approxima-
tion, we believe that the main physics of the interaction
enhanced SOC has been well captured. We note that
the Gutzwiller approximation only becomes exact in in-
finite dimension, where only the local correlation needs
to be considered. The non-local correlation in 2D will
be expected to reduce both the semiconducting gap and
the effective SOC. In the present study, the possible lat-
tice distortion, which may also be enhanced by strong
Coulomb interaction, has been neglected under the as-
sumption that the pinning force from the substrate is
strong enough to prevent it from happening. While in
more realistic systems, the above assumption may not
be well satisfied and further studies including the possi-
ble lattice distortion are needed, which will be discussed
elsewhere.

As shown in Fig. 5, in most of the phase region, the fa-
vorable spin state of bilayer LaCoO3 system is LS state.
This is reasonable because the electron transfer induced
by the charge mismatch increases the formal charge on
Co 3d orbitals to be around 6.5, which further stabilizes

FIG. 8. (Color online). The local density of states for two
identical edge modes of the buckled honeycomb lattice. (a) is
for zigzag edge and (b) is for armchair edge.

the LS state comparing with the bulk material. With-
out Hund’s rule coupling the minimum Coulomb inter-
action strength required to open the semiconductor gap
is around 3.0 eV, which is far below the actual parame-
ter for LaCoO3 (7.0 eV), indicating the robustness of the
predicted QAH phase in this system. The increasing of
Hund’s rule coupling will first enhance the effective SOC
by reducing the energy cost for the virtual particle-hole
excitation between eg and t2g bands and favors the FM
insulator phase. While when J/U is bigger than 0.05,
further increasing J will dramatically reduce the effec-
tive SOC and favors the FM metal phase. This is due to
the fact that the increment of J always comes together
with the decrement of inter-orbital repulsion U ′ (equals
U − 2J), which has the dominate effect on effective SOC
in this phase region. With the actual Hubbard interac-
tion U = 7.0 eV, the effective SOC is always very large
when it is in the LS state, the FM insulator phase can
only be destroyed by increasing the Hund’s rule coupling
J to induce a spin state transition from LS to HS states.
As plotted in Fig. 7(d), when the HS state is stabilized by
strong enough Hund’s rule coupling, two of the t2g bands
are lifted across the Fermi level generating a FM metal
phase. Therefore, the most important conclusion we can
reach from the phase diagram is that with the reason-
able U and J strength, as long as the LS state can be
stabilized, the FM insulator phase with nonzero Chern
number is always robust.

With the effective quasi-particle Hamiltonian obtained
by LDA+G, we have also calculated the Chern number
by Kubo formula55 for the FM insulator phase, which
equals 1 as we expected. The edge states along both
zigzag and armchair type of edges are also calculated and
plotted in Figs. 8(a, b), showing the typical chiral nature
of the edge states in QAH states.

IV. SUMMARY

In summary, we have studied the strongly correlated
(111) bilayer heterostructure of LaCoO3 by the LDA+G
method. Our results verify that Coulomb interactions
can largely enhance the effective SOC and stabilize a very
robust LS-FM-I state due to the strong stoner instability
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in the topologically non-trivial flat band. The calculated
Chern number C = 1 and the edge states indicate possi-
ble QAH effect in this system. Besides, the strong corre-
lation between the spin state of Co and the low energy
band structure provides another way to tune the topo-
logical properties. We believe that the fast development
of oxide MBE technique provides a great opportunity in
this system to realize QAH effect.
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