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We investigate the extended Heisenberg model on the Kagome lattice by using Gutzwiller pro-
jected fermionic states and the variational Monte Carlo technique. In particular, when both second-
and third-neighbor super-exchanges are considered, we find that a gapped spin liquid described by
non-trivial magnetic fluxes and long-range chiral-chiral correlations is energetically favored com-
pared to the gapless U(1) Dirac state. Furthermore, the topological Chern number, obtained by
integrating the Berry curvature, and the degeneracy of the ground state, by constructing linearly
independent states, lead us to identify this flux state as the chiral spin liquid with C = 1/2 frac-
tionalized Chern number.

PACS numbers: 75.10.Jm, 75.10.Kt, 75.40.Mg, 75.50.Ee

Introduction – Quantum spin liquids (QSL) are ex-
otic phases of strongly correlated spin systems, which
do not possess any local order even at zero tempera-
ture1 but develop topological order due to the long-range
entanglement in the system.2 Various QSL have been
suggested as the ground state of some frustrated mag-
netic systems,1 and have been searched for many years in
both experimental and theoretical studies. The Kagome
antiferromagnet is the most promising system for host-
ing QSL.3–22 In the corresponding Heisenberg model on
the Kagome lattice with nearest-neighbor interactions, a
time-reversal symmetric QSL has been discovered by dif-
ferent advanced numerical methods, with gapped16–19 or
gapless excitations.13,14

A sub-class of QSL, which breaks time-reversal sym-
metry, is called chiral spin liquid (CSL).23–26 By doping
the CSL, the condensation of the anyonic quasi-particles
might realize exotic superconductivity.24,27,28 The sim-
plest CSL is given by the Kalmeyer-Laughlin state, which
was proposed as the ν = 1/2 fractional quantum Hall
state in frustrated magnetic systems.23 However, the re-
alization of CSL by a spontaneous time-reversal symme-
try breaking in realistic frustrated magnetic systems was
elusive in past.29,30 Recently, the state-of-art density-
matrix renormalization group (DMRG) has been im-
plemented to study different spin-1/2 antiferromagnets
on Kagome lattice with the spin couplings up to the
third neighbors.20,21 A CSL has been suggested as the
ν = 1/2 Laughlin state in these systems, based upon
the calculation of the fractionally quantized Chern num-
ber C = 1/220 and chiral edge spectrum.21 Meanwhile,
the same CSL has been also obtained in the Heisenberg
model with explicit time-reversal symmetry breaking chi-
ral interactions on the Kagome lattice.22

In theoretical studies, Wen et al.24 described the CSL
states through the fluxes of an underlying gauge field the-
ory within the fermionic representation, which had shed
light on the understanding of the topological order of
the CSL, including the topological degeneracy and frac-

tionalized quasi-particles.2,31–34 Recently, Zhang et al.35

revealed the semionic statistics of quasi-particles for the
CSL state on a square lattice using the Gutzwiller projec-
tive fermionic representation with the π-flux phase.24,36

Motivated by the discovery of the CSL in extended
Kagome systems,20,21 recent variational studies based on
the Gutzwiller projected parton wave function found that
the third-neighbor coupling could stabilize the CSL in the
Heisenberg model on the Kagome lattice.15 This find-
ing stimulates a deeper study and characterization (e.g.,
topological properties) of variational wave functions. In
particular, it is interesting to compare the topological na-
ture of such a CSL in the variational approach with the
DMRG results.20,21,37

In this paper, we consider both the J1−J2−J3 Heisen-
berg model:

H = J1
∑
〈ij〉

~Si · ~Sj +J2
∑
〈〈ij〉〉

~Si · ~Sj +J3
∑

〈〈〈ij〉〉〉

~Si · ~Sj , (1)

and the J1−Jχ model (with explicit chiral interactions):

Hχ = J1
∑
〈ij〉

~Si · ~Sj + Jχ
∑
△/▽

~Si · (~Sj × ~Sk), (2)

on the Kagome lattice. In the J1−J2−J3 model, the sys-
tem has the first- (J1), second- (J2) and third-neighbor
(J3) couplings (the latter ones, only inside each hexagon);
while in the J1−Jχ model, it has the chiral couplings in
each up (△) and down (▽) triangles, and the sites i, j,
and k follow the clockwise order in the triangles. In the
following, we will take J1 = 1 as the unit of energies.
Variational wave functions are constructed by pro-

jecting mean-field states in the fermionic representation.
Through careful optimization of the variational param-
eters and simulations on large clusters, we compare the
energies of the U(1) Dirac spin liquid (DSL) and CSL. For
the J1−J2−J3 model, the CSL overcomes the DSL when
J3 is slightly larger than J2. We would like to mention
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that, with even larger values of J3, DMRG calculations
suggested that the CSL has a transition to another spin
ordered phase,37 but this issue is not addressed in the
present paper. For the J1−Jχ model, a consistent en-
ergy gain is obtained for the CSL state at Jχ = 0.15.
The chiral-chiral correlation functions show a long-range
chiral order, consistent with DMRG results. Most impor-
tantly, the calculation of the topological Chern number26

allows us to conclude that the CSL in both models is
equivalent to the ν = 1/2 Laughlin state, as established
in DMRG calculations.20,21 Finally, we show that also the
ground-state degeneracy, obtained by considering differ-
ent boundary conditions in the mean-field Hamiltonian,
is consistent with what expected from a CSL.
Method and Wave Function – The variational wave

functions are defined by the projected mean-field states:

|ΨV 〉 = PG|ΨMF 〉, (3)

where PG =
∏

i(1 − ni↑ni↓) is the Gutzwiller projector,
which enforces no double occupation on each site. |ΨMF 〉
is the ground state of a mean-field Hamiltonian that only
contains hopping:

HMF =
∑
ij,σ

tijc
†
iσcjσ + h.c., (4)
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FIG. 1: (Color online) (a) and (b) The variational Ansatz
with the NN hopping t1 (black) and NNN hopping t2 (red)
is shown. Solid (dashed) lines indicate positive (negative)
hoppings, which define the U(1) DSL. The phases φ1 and φ2

are added upon this Ansatz to obtain a CSL. The direction
of arrows indicates one possible convention of phases. In each
up and down triangle, the flux is θ1 = 3φ1; in each hexagon
the flux is θ2 = π − 6φ1. The triangle abc has flux θ3 =
π − 2φ1 − φ2, and the triangle acd has flux θ4 = 3φ2. (c)
Phase diagram: the red dots (CSL) and blue squares (U(1)
DSL) are the calculated data. The red dashed line indicates
the approximate phase boundary between the CSL and U(1)
DSL.

where c†i,σ (ci,σ) creates (destroys) an electron on site i
with spin σ. Different spin-liquid phases can be described
by the different patterns of tij on the bonds of the lattice.
Here, we consider the hoppings for nearest-neighbor (NN)
and next-nearest neighbor (NNN) bonds, indicated by t1
and t2, respectively. Since we are interested in CSL, we
allow for both real and imaginary parts in the hopping
i.e., tij = |tij |eiφij . In Fig. 1, we show the Ansatz of our
variational wave function; since t∗ij = tji an orientation
of the bond is needed: for the hopping from i to j, tij
(t∗ij) is taken in (opposite to) the direction of the arrow.

Here, we choose the case where the up and down tri-
angles have the same fluxes (i.e., θ1 = 3φ1), and the
flux in the hexagon is θ2 = π − 6φ1. This state can be
represented as [3φ1, π − 6φ1], as considered in Refs. 13
and 15. When including also the NNN bonds, a more
complex flux structure appears in the hexagon, as shown
in Fig. 1: the triangles abc have flux θ3 = π − 2φ1 − φ2,
and the triangles acd have flux θ4 = 3φ2. Thus, the
variational state can be represented by using the four
fluxes (θi) as [3φ1, π − 6φ1;π − 2φ1 − φ2, 3φ2]. The U(1)
DSL, which has two Dirac point (for each spin), has fluxes
[0, π, π, 0]; otherwise, the wave function describes a CSL.7

In our calculations, we set the real part of the NN hop-
ping Re(t1) = 1, and tune the imaginary part Im(t1)
to change φ1. For each φ1, we optimize the other two
parameters (i.e., Re(t2) and Im(t2)) using variational
Monte Carlo to find the energetically favored state. In
particular, we use the stochastic reconfiguration (SR) op-
timization method,38 which allows us to obtain an ex-
tremely accurate determination of variational parame-
ters.

Results – We performed our variational calculations
for the mean-field Hamiltonian Eq. (4) at half filling on
toric clusters with L×L× 3 sites under the antiperiodic
boundary conditions (APBC), and compared the U(1)
DSL and the CSL. We start from the U(1) DSL, and add
the fluxes gradually through increasing φ1 to get the CSL.
If we only consider the NN hopping term t1 within the
variational wave function, we find that, for J2 = J3 > 0.3,
the CSL appears in the J1−J2−J3 Heisenberg model as
a local minimum. Most importantly, only when the NNN
term t2 is taken into account, the CSL has an energy gain
with respect to the U(1) DSL. Therefore, in the following,
we use the wave function including both φ1 and φ2.

Our main results are presented in Fig. 2. For the
J1−J2−J3 Heisenberg model of Eq. (1), we find that the
CSL is energetically favored when J3 is a little larger
than J2. As an example in Fig. 2(a), we show that, at
J2 = 0.5 and J3 = 0.6, the energy exhibits a minimum at
a finite value of φ1, which is φ1 = 0.0505π for L = 8 and
φ1 = 0.0567π for L = 12 and 16. It is quite time con-
suming to perform SR optimization on larger sizes, but,
fortunately, the variational parameters are only slightly
modified from L = 12 to L = 16 (see supplemental ma-
terial). Therefore, we take the wave function optimized
for L = 16 to calculate variational energies up to L = 36.
After the finite-size scaling, which is shown in the inset of
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Fig. 2(a), the estimated energy per site at J2 = 0.5 and
J3 = 0.6 is E = −0.4387(1). In this case, the accuracy
is about 5.8%, compared with the DMRG data on cylin-
der geometries (where E = −0.465603). By contrast, at
J2 = J3 = 0.5 and up to L = 12, the best energy is given
by the U(1) DSL, see Fig. 2(b). However, when we take
the optimized wave functions at each φ1 and perform the
calculations up to L = 28, we find that the difference
between the energies at φ1 = 0 and 0.0159π is very small
(i.e., of the order of 10−4). Actually, performing the fi-
nite size scaling yields the same estimated energy per site
E = −0.4420(1), as shown in the insert of Fig. 2(b). This
point is very close to the boundary of the phase transi-
tion, thus it is hard to distinguish the CSL from the U(1)
DSL. More results for different values of J2 and J3 are
shown in the supplemental material.

The rough phase diagram for the J1−J2−J3 Heisen-
berg model is presented in Fig. 1(c). Here, for J2 = 0,
we get the CSL for J3 ≥ 0.2, which is different from the
conclusion in Ref. 15, which obtained J3 > 0.3. The
reason of this discrepancy might be due to the energy
gain obtained by including the NNN hopping t2 in the
variational wave function.

In order to detect the chiral order in the optimized
wave functions, we measure the chiral-chiral correlation
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FIG. 2: (Color online) The energy per site as function of
φ1 on different lattices. Results for the J1−J2−J3 Heisenberg
model at J2 = 0.5 with J3 = 0.6 (a) and 0.5 (b), for the
J1−Jχ model at Jχ = 0.15 (c). Insets: the energy per site as
function of 1/L for the U(1) DSL (φ1 = 0) up to L = 28, and
the CSL with φ1 = 0.0505π on L = 8 lattice and φ1 = 0.0567π
on larger clusters up to L = 36 (a); the finite size effect for
different φ1 (b) and with enlarged scale around φ1 = 0.0928π
(c). The arrows in (a) and (c) show the energy minimum, and
indicate the CSL stabilized in both models.

function between two triangles defined as:

〈χiχj〉 = 〈[~Si
1 · (~Si

2 × ~Si
3)][

~Sj
1 · (~Sj

2 × ~Sj
3)]〉, (5)

where χi = ~Si
1 · (~Si

2× ~Si
3) is the chirality of triangle △i

123.
In Fig. 3, we show the chiral-chiral correlation 〈χiχj〉 as
a function of the distance |i−j| between two up triangles
at J2 = 0.5 and J3 = 0.6 on 8 × 8 × 3 and 12 × 12 × 3
lattices. On both clusters, 〈χiχj〉 decays rapidly to a
finite value, indicating the long-range chiral order, the
difference between L = 8 and 12 being small. It is in-
teresting to note that the chiral order is larger in the
accurate DMRG calculations (performed cylinder with
L = 6) than in variational Monte Carlo ones.
The variational state with non-trivial fluxes ([3φ1, π−

6φ1;π − 2φ1 − φ2, 3φ2]) can be also implemented to the
J1−Jχ model of Eq. (2). In this case, the CSL is stabi-
lized much easier: even for a small value of Jχ, namely
Jχ = 0.15, there is a clear minimum in the energy around
φ1 = 0.0928π, see Fig. 2(c). For L = 12, the CSL has
an energy per site E = −0.45057(1), much lower than
E = −0.42872(2) of the U(1) DSL. Also the chiral-chiral
correlation function in Fig. 3 indicates a robust chiral
order at Jχ = 0.15.
Until now, we have shown that the chiral state arises

in these two models in view of the chiral-chiral corre-
lation. However, a CSL is further characterized by the
non-trivial topological structures, including the topolog-
ical Chern number26 and the degeneracy of the ground
state.2 In the following, we proceed in these two direc-
tions to clarify that our variational state indeed repre-
sents a CSL state.
First, the topological Chern number is computed as

the integral over the Berry curvature F (Θ1,Θ2):
39–42

C =
1

2π

∫
dΘ1dΘ2F (Θ1,Θ2), (6)
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FIG. 3: (Color online) The chiral-chiral correlation function
along ~a1 direction on L = 8 and 12 lattices for the J1−J2−J3

Heisenberg model (at J2 = 0.5 and J3 = 0.6) and the J1−Jχ

model (at Jχ = 0.15). The DMRG data are calculated on
cylinder with L = 6 at J2 = 0.5 and J3 = 0.6.
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where 0 ≤ Θk ≤ 2π (k = 1, 2). To compute the Chern
number numerically, we consider twisted boundary con-
ditions in the mean-field Hamiltonian, namely cj+Lk↑ =
cj↑e

iΘk and cj+Lk↓ = cj↓e
−iΘk . Then, we divide the

the Brillouin zone into M plaquettes, with the Berry

curvature being Fl = arg
∏

i〈Ψ
li+1

V |Ψli
V 〉 (l = 1, . . . ,M ;

i = 1, 2, 3, 4 for the four corners of the l-th plaquette, and
Ψl5

V = Ψl1
V ), where |Ψl

V 〉 is the projected ground state of
the mean-field Hamiltonian with twisted boundary condi-

tions. The overlap 〈Ψli+1

V |Ψli
V 〉 =

∑
x P (x)

〈x|Ψ
li
V
〉

〈x|Ψ
li+1

V
〉
is cal-

culated by Monte Carlo method according to the weight

P (x) =
|〈x|Ψ

li+1

V
〉|2

∑
x
|〈x|Ψ

li+1

V
〉|2

. In order to numerically check

the accuracy, we changed M from 100 up to 400 plaque-
ttes. The numerical results show that the dimension of
mesh changes the Berry curvature, but gives the same
topological Chern number. We must emphasize that the
integration from 0 to 2π in the twist of the fermionic
operators includes two periods of phases for the spin op-
erators and, therefore, the result must be divided by 4.
The integration between 0 and 2π gives 2 with high ac-
curacy (see Fig. 4), leading to C = 1/2, which is fully
consistent with recent DMRG results.20

The degeneracy of the wave function, which indicates
non-trivial ground-state structure, was not obvious to ob-
tain from the variational approach with the Gutzwiller
projected parton construction. Recently, Zhang et al.35

realized that the ground-state degeneracy is consistent
with the linear dependence for variational wave functions
through fermionic construction for SU(2) Chern-Simons
theory. We follow the same idea to construct the linearly
independent states from the four projected states that
are obtained through changing the boundary conditions
of the mean field Hamiltonian in ~a1 and ~a2 directions
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FIG. 4: (Color online) The Berry curvature at J2 = 0.5 and
J3 = 0.6 on L = 12 lattice. The Brillouin zone is divided into
a mesh with 100 plaquettes. The summation between 0 and
2π gives C = 2.01.

(see Fig. 1). We denote the four states as |ψ1, ψ2〉, where
ψi = 0 for periodic boundary condition and π for an-
tiperiodic boundary condition (i = 1, 2). In order to find
the linearly independent states from these four projected
states (i.e., {|0, 0〉, |0, π〉, |π, 0〉, |π, π〉}), we calculate the
overlaps between all possible states. The numerical cal-
culations up to L = 32 indicate strong size effects, due
to the smallness of the mean-field gap. For example, for
J2 = 0.5 and J3 = 0.6 on the 16 × 16 × 3 lattice with
φ1 = 0.0567π and φ2 = −0.2807π, the band gap is only
about 0.6.
Thus, in order to suppress the finite-size effects on

small clusters, we tune φ1 and φ2 to enlarge the mean-
field band gap (up to a value of 2), still keeping the long-
range chiral order and a non-zero Chern number. Con-
sequently, even on the small 8 × 8 × 3 lattice, we find
the two linear independent states indicating the two-fold
degeneracy, which are (see the supplemental material for
details):

|1〉 = |00〉 = 1√
3
(|0, π〉+ |π, 0〉+ |π, π〉), (7)

|2〉 = 1√
6
(|0, π〉+ ei

2π
3 |π, 0〉+ e−i 2π

3 |π, π〉). (8)

Conclusions – In conclusion, we investigated the CSL
in the J1−J2−J3 Heisenberg models on the Kagome lat-
tice by the variational approach with Gutzwiller pro-
jected fermionic construction. Our variational studies
reveal that the CSL is energetically favored in the phase
region consistent with the recent DMRG calculations.20

However, differently from the DMRG results, we found
that when J3 is larger than J2, instead of J2 = J3, the
CSL begins to appear as indicated by the existence of
energy minimum while tuning the fluxes. On the other
hand, we have shown that our wave function also works
for the J1 −Jχ model, which includes a three-spin parity
and time reversal violating interaction.
Further investigations with these optimized wave func-

tions show that the spin-spin correlation functions decay
fast (see supplemental material), indicating short-range
correlations. Instead, the chiral-chiral correlation func-
tion presents a long-range chiral order, consistent with
DMRG results. The variational wave function underes-
timates the robust of the CSL, as the accurate DMRG
calculations show stronger chiral order than variational
state. Moreover, our calculations of the topological
Chern number and the ground state degeneracy suggest
that the chiral state is the ν = 1/2 Laughlin state.
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