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The magnetic phases of the ideal spin-1/2 triangular-lattice antiferromagnet Ba3CoSb2O9 are
identified and studied using 135,137Ba nuclear magnetic resonance (NMR) spectroscopy in magnetic
fields ranging to 30T, oriented parallel and near perpendicular to the crystallographic ab-plane.
For both directions, the saturation field is approximately 33T. Notably, the NMR spectra provide
microscopic evidence for the stabilization of an up-up-down spin configuration for in-plane fields,
giving rise to an one-third magnetization plateau (Msat/3), as well as for a higher field phase
transition near to ∼ (3/5)Msat for both field orientations. Phase transitions are signaled by the
evolution of the NMR spectra, and in some cases through spin-lattice relaxation measurements.
The results are compared with expectations obtained from a semi-classical energy density modeling,
in which quantum effects are incorporated by effective interactions extracted from the spin-wave
analysis of the two-dimensional model. The interlayer coupling also plays a significant role in the
outcome. Good agreement between the model and the experimental results is achieved, except for
the case of fields approaching the saturation value applied along the c-axis.

PACS numbers: 75.10.Jm,75.25.-j,76.60.-k

I. INTRODUCTION

The study of frustrated quantum magnets has been
a central problem in condensed matter physics over the
past decades.1–3 Quantum fluctuations lift accidental de-
generacies of the classical (S → ∞) limit, resulting in
a breadth of exotic ground states and associated excita-
tions. A characteristic example of a geometrically frus-
trated quantum system is the spin-1/2 triangular lattice
Heisenberg antiferromagnet (TLHAF), which is known
to order in a 120◦ state in the absence of a magnetic
field.4,5 A hallmark of the TLHAF’s quantum charac-
ter is the prediction for the stabilization of an up-up-

down (UUD) spin configuration at T = 0 for a finite field
range,6,7 which corresponds to a magnetization plateau
at one-third of the saturation value Msat.

Experimentally, there is a dearth of results on the mag-
netically ordered states of TLHAFs, mainly due to the
difficulty of growing regular triangular-lattice materials.
In fact, the only spin-1/2 system for which a Msat/3
plateau has been observed is Cs2CuBr4, in which the
triangular lattice is distorted, and the Dzyaloshinskii-
Moriya interaction is key for the details of the magne-
tization process.8,9 Owing to the relatively weak nearest-
neighbor exchange interaction, J/kB = 19.5K10, and an
effective spin S = 1/2 ionic ground state, Ba3CoSb2O9

provides a unique opportunity to study the full range of
ordered phases in the TLHAF, because magnetic field
strengths of approximately 30T are sufficient to saturate
the system.11,12 Weak interlayer couplings make for long-
range order at finite temperature.13

Ba3CoSb2O9 is one of a family of transition metal ox-
ides with the empirical formula Ba3MSb2O9, with M =

Co, Cu, Ni, Mn, etc. In these compounds, the transi-
tion metal ions carry a magnetic moment. For exam-
ple, the effective spin state is S = 1/2 for Co, Cu,14–16

and S = 1 for Ni.17 The crystal structures are similar
though not identical, but nevertheless magnetic frustra-
tion is common to all. Ba3CoSb2O9 crystallizes in a
hexagonal structure with space group P63/mmc. The
Co2+ ions are located at (0,0,0), (0,0,1/2), forming lay-
ers of regular triangular lattices along the ab-plane.18 The
magnetic properties are associated with a well-separated
Kramers doublet ground state.11,19,20 Electron spin res-
onance (ESR) measurements reported nearly isotropic g-
factors g‖ = 3.87 and g⊥ = 3.84.10 The same measure-

ments infer weakly easy-plane exchange interactions.10

The 120◦ ordering occurs at TN = 3.8K in zero field.13

Other field-induced transitions have been observed
in fields smaller than the saturation field, and quan-
tum fluctuations are believed to be playing a significant
role in determining the details of the associated phases.
For instance, the Msat/3 magnetization plateau is ob-
served for fields 10T< B < 15T, associated with a UUD
spin structure.11 Magnetization measurements on a sin-
gle crystal sample initially reported the emergence of
the UUD phase for B ‖ ĉ, thus suggesting easy-axis
anisotropy.12 However, similar subsequent experiments,
corroborated by ESR data, detected a transition to the
UUD phase only for in-plane fields, casting doubt on
the easy-axis interpretation and advocating weakly easy-
plane exchange.10

It has thus become clear that Ba3CoSb2O9 can serve
as an excellent, prototypical spin-1/2 TLHAF in contrast
to the quantum disordered candidate systems with Cu or
Ni magnetic ions. Nevertheless, taking into account the
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interlayer coupling is necessary for a complete descrip-
tion. Nuclear magnetic resonance (NMR) spectroscopy
poses as an ideal technique for the investigation of this
system, since it can provide a local map of the magneti-
cally ordered states.

Here, we describe results from 135,137Ba NMR mea-
surements, carried out to determine the detailed spin
configuration and phases at field B ≤ 30T, which was
oriented in the ab-plane (θ = π/2) and along the ĉ-
axis (θ = 0). Our results for the phase transition lines
in the magnetic field-temperature plane agree quanti-
tatively with previous magnetization and specific heat
experiments.10,12 In addition, the NMR probe provides
direct microscopic evidence for the transition to the
plateau UUD phase for B ⊥ ĉ in the field range 10-
15T. The lower field phase is identified as coplanar to
the ab-plane, with spin configurations in adjacent layers
characterized by a reflection symmetry about the field
direction. At greater fields, and beyond the UUD phase,
an additional transition between two distinctive coplanar
phases is detected before saturation, corresponding to the
point where the magnetization is ∼ (3/5)Msat . In fields
aligned with the ĉ-axis, the NMR spectra are consistent
with an “umbrella” phase for low fields. Two phase tran-
sitions are found with increasing field prior to saturation,
including one at ∼ (3/5)Msat, while the collinear UUD
state is absent.

For the most part, the experimental results are found
to be in excellent agreement with the predictions of a
semi-classical treatment that we developed for comput-
ing the quantum phase diagram of Ba3CoSb2O9. This
treatment is inspired by the work of Griset et al.21 and
it incorporates the effect of quantum fluctuations via the
generation of effective coupling constants for the classical
spins. These constants are computed by expanding the
energy of different spin configurations, which are degen-
erate solutions in the classical limit in d = 2, to leading
order in 1/S. We begin by describing this approach and
present the consequences, thus providing some context
for the results of the NMR measurements.

II. THEORY

Spin-orbit coupling splits the 4T1 ground state of the
Co2+ ion in a perfect octahedral ligand field into the dou-
blet J = 1/2 (an irreducible representation Γ6), quartet
J = 3/2 (Γ8), and sextet J = 5/2 (Γ7 + Γ8) states
(J is the total angular momentum). The lowest energy
Kramers doublet J = 1/2 (Γ6), is separated from the
J = 3/2 (Γ8) quartet by a gap of the order of 200–
300K.20 Because this gap is much larger than the ex-
change interaction between different Co2+ moments, it is
possible to derive an effective S = 1/2 spin Hamiltonian
for the low-energy doublets,19,20 which can be decom-

posed in the following way:

H =
∑

n

H
(n)
2D + H anis + H 3D, (1)

where

H
(n)
2D = J

∑

〈ij〉

Sn,i · Sn,j − gµBB ·
∑

i

Sn,i (2)

is the Hamiltonian for a 2D isotropic TLHAF in a mag-
netic field on the n-th layer and 〈ij〉 runs over the in-plane
nearest neighbors. H anis = (J‖ − J)

∑
n,〈ij〉 S

z
n,iS

z
n,j and

H 3D = J ′
∑

n,i Sn,i ·Sn+1,i are small perturbations to the
2D isotropic model, namely the exchange anisotropy and
the antiferromagnetic inter-layer coupling, respectively.
J (J‖) is the in-plane transverse (longitudinal) coupling.
According to the ESR measurements, the anisotropy is
of the easy-plane type, J‖/J ≈ 0.95, and the inter-layer

exchange is J ′/J ≈ 0.025.10 We will consider varying the
magnetic field direction between ĉ (ẑ in the spin space)
and â (x̂). For the moment we will assume an isotropic
g-tensor as suggested by the electron paramagnetic res-
onance (EPR) measurements.10 The effect of g-tensor
anisotropy will be discussed at the end of the section.
Because the magnitudes of H anis and H 3D are rather

small relative to H 2D, quantum effects can be included
by considering the 2D limit described by H 2D (herewith,
we omit the layer index n when we refer to an arbitrary
layer). The magnetic phase diagram of the quasi-2D sys-
tem is then determined from a balance between the 2D
zero-point energy ∆E ∝ JS and the combined effects of
inter-layer coupling ∝ J ′S2 and anisotropy ∝ (J−J‖)S

2.
To account for this competition, we first derive the effec-
tive classical interaction that is induced by quantum fluc-
tuations. For this purpose, we compute ∆E for different
classical ground states of H 2D to leading order in a 1/S
expansion. Our procedure is an extension of a similar
approach that was adopted in Ref. 21.

A. Effective interaction describing the zero-point

energy in H 2D

The classical ground state of H 2D has an accidental
degeneracy in a magnetic field.22 We divide the lattice
into three sublattices and denote unit vectors of the clas-
sical sublattice magnetization as Ω1≤µ≤3. The condition
for the classical ground state is

Ω1 +Ω2 +Ω3 =
gµBB

3JS
. (3)

Figure 1 shows representative classical ground states,
namely “Y,” “inverted Y,” UUD, “V,” and umbrella
states. Quantum fluctuations select a particular T = 0
ordering out of this manifold. It is well-known that the
Y/UUD/V states are realized in the low, intermediate,
and high field regimes, respectively.7 The Msat/3 plateau
is a manifestation of the UUD state.7
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FIG. 1. Representative states for the isotropic TLHAF in 2D:
(a) Y, (b) inverted Y, (c) up-up-down, (d) V, and (e) umbrella
states.

The zero-point energy,

∆E({Ωµ}) =
1

2

∑

k∈BZ

∑

1≤ν≤3

ωk,ν({Ωµ})−
3N2D

2
JS, (4)

of a given classical ground state (Ω1,Ω2,Ω3) (the in-
dex 1 ≤ ν ≤ 3 denotes the three branches associated
with a three-sublattice ordering, N2D is the total num-
ber of sites per layer, and BZ stands for the Brillouin
zone in 2D) can be computed to lowest order in 1/S
by expanding the Hamiltonian up to quadratic order in
Holstein-Primakoff bosons (linear spin waves) and calcu-
lating the dispersion ωk,ν({Ωµ}) by the standard Bogoli-
ubov transformation.23

One plausible semi-classical approach for the quasi-2D
XXZ model (J‖, J

′ 6= 0) is to take ∆E and add H anis

and H 3D at the mean-field level, and then perform its
minimization in the classical ground state manifold of
H 2D (i.e., by imposing the constraint Eq. (3) on each
layer). Although this approach is not unrealistic, it is still
computationally expensive to explore a whole parameter
space and typically only selected states in the manifold
are examined.24 In addition, one has to compute the 1/S

correction to the spin structure Ωµ → Ω̃µ. Unlike Ωµ,

Ω̃µ does not necessarily satisfy the constraint (3).
Instead, we propose the following simpler approach,

noting that, in principle ∆E({Ωµ}) can be expressed as
a polynomial function of Ω1, Ω2, and Ω3 in a form which
must have the same symmetry as H 2D. The different
terms of the polynomial expansion can be interpreted as
effective interactions for spins on the three sublattices.
The computational cost can be greatly reduced by ap-
proximating this polynomial form based on a few guiding
principles.21 As has been pointed out in several previous
studies,7,21,25 a negative biquadratic coupling can mimic
the effect of quantum fluctuations since they both favor
collinear spin configurations. Thus, we propose the sim-
ple expression

∆E({Ωµ})
N2D

≈ g1(M)S2
∑

1≤µ≤3

(Ωµ ·Ωµ+1 − 1)

+ g2(M)
∑

1≤µ≤3

[
(Ωµ ·Ωµ+1)

2 − 1
]

≡ g1(M)S2F1({Ωµ}) + g2(M)F2({Ωµ}),
(5)

where g1(M)S2 and g2(M) are the effective coupling con-
stants of O(S) and M = gµBB/(9JS) refers to the mag-
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FIG. 2. δ-dependence (δ = 1 −M/Msat) of (a) the 2D zero-
point energy, (b) the effective biquadratic coupling (with the
inset showing a semi-logarithmic plot for small δ) obtained by
using different combinations of reference states, and (c) the ef-
fective correction to the bilinear coupling (S = 1/2). For com-
parison, a functional form proposed by Griset, et al. (Ref. 21)
is also shown in (b). The inset in (c) confirms the cancellation
described by Eq. (7).

netization in the classical limit. F1({Ωµ}) and F2({Ωµ})
are defined as F1 = F2 = 0 for the fully polarized (FP)
state, which is an eigenstate of H 2D and thus there is no
quantum correction. A similar approach was introduced
in Ref. 21, with the only difference being that our expres-
sion allows for a renormalization of the bilinear coupling
due to quantum fluctuations. Such renormalization is
important to reproduce the exact value of the saturation
field for B ‖ ĉ.
Within the classical ground state manifold satisfy-

ing (3), F1 = (9/2)[(M/Msat)
2 − 1] is independent of

Ωµ. Thus, g2(M) can be extracted from the energy dif-
ference between two classical solutions X and X ′, which
we call reference states21

g2(M) ≈ ∆E({Ω(X)
µ })−∆E({Ω(X′)

µ })
N2D

(
F2({Ω(X)

µ })− F2({Ω(X′)
µ })

) . (6)

The corresponding results for X and X ′ being one of
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(i) Y/UUD/V sequence, (ii) inverted Y, and (iii) um-
brella states are shown in Fig. 2 (in producing numerical
outputs, we simply extrapolate our results to S = 1/2).
Except for the cusp at M = Msat/3, which can be asso-
ciated with the UUD state, the different choices of ref-
erence states give consistent estimates of the same order
(≈ −0.01J). This observation suggests that Eq. (5) is in-
deed a very good approximation. Furthermore, the neg-
ative value of g2(M) confirms the expectation that the
ferro-biquadratic coupling mimics the effect of quantum
fluctuations.7,21,25 Once g2 is obtained, g1 can be esti-
mated from Eq. (5) [see Fig. 2(c)], where we use ∆E for
the Y/UUD/V sequence and g2 estimated by using the
Y/UUD/V and umbrella states as reference states.

Although the asymptotic behavior of ∆E ∼ δ2(ln δ +
c0 + c1δ + . . . ) and F2 ∼ δ as M → Msat are rather
different (here δ ≡ (Msat − M)/Msat and c0, c1, . . . are
constants),26 a cancellation occurs both in the denom-
inator and numerator of Eq. (6), leading to a consis-
tent asymptotic behavior limM→Msat

g2(M) = const., re-
gardless of the referred classical states [see the inset of
Fig. 2(b)]. For instance, both the denominator and nu-
merator in Eq. (6) scale as ∼ δ2 when the umbrella and
V states are used as reference states, while both scale
as ∼ δ3 in the case of the inverted Y and V states. On
a different note, because g2 remains negative and finite
as M → Msat, the ground state selection by quantum
fluctuations survives all the way up to M = Msat even
though ∆E → 0 as M → Msat. This observation im-
plies that quantum fluctuations compete with other se-
lection mechanisms, such as the inter-layer coupling and
anisotropy, even in the high field region M . Msat.

Because F1 is independent of {Ωµ}, g1 is not involved
in the ground state selection. A main role of g1 is to
compensate for the shift of Bsat produced by g2 (note
that the value of Bsat for B ‖ ĉ is not modified by the
presence of quantum fluctuations). The cancellation of
this shift requires

g1(M)S2 + 2g2(M) = 0, M → Msat. (7)

Interestingly, as demonstrated in the inset of Fig. 2(c),
this asymptotic behavior automatically follows from
Eq. (5): F2 ∼ 2F1 ∼ δ and ∆E ∼ δ2 ln δ imply
g1S

2 + 2g2 ∼ δ ln δ → 0 as δ → 0.

B. Semi-classical approximation for the quasi-2D

system

Based on the above analysis, we propose a six-
sublattice expression for the energy density in 3D.
We incorporate the quantum zero-point energy as M -
dependent bilinear and ferro-biquadratic effective cou-
plings (irrelevant M -dependent constants are omitted)
and treat H anis and H 3D in the mean-field (or classical)
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FIG. 3. Field orientation angle (θ) dependence of the magne-
tization curve obtained by our semi-classical mean-field the-
ory. The horizontal axis normalization Bsat depends on θ.
The arrows indicate locations of tiny jumps that can be con-
nected to (3/5)Msat anomalies for B ‖ ĉ and B ‖ â. The thick
arrows indicate a cusp associated with the LIF-UIF transition,
which becomes less evident as the field deviates from â-axis
and disappears for θ . 0.1π (see Fig. 4).

approximation:

EMF

Ntot
=

1

2

∑

ℓ=e,o

∑

1≤µ≤3

[
(J + g1(M))S2Ωℓ,µ ·Ωℓ,µ+1

+ (J‖ − J)S2Ωz
ℓ,µΩ

z
ℓ,µ+1 + g2(M) (Ωℓ,µ ·Ωℓ,µ+1)

2]

+
J ′S2

3

∑

1≤µ≤3

Ωe,µ ·Ωo,µ+1 −
gµBSB

6
·
∑

ℓ,µ

Ωℓ,µ,

(8)

where Ntot is the total number of sites in 3D and ℓ = e, o
refers to even (e) and odd (o) layers. We assume the
inter-layer exchange coupling to be isotropic for simplic-
ity. We obtain g2(M) by adopting the Y/UUD/V and
umbrella states as X and X ′ in Eq. (6) and use a third-
order spline function to obtain a approximate continuous
function. g1(M) is then obtained from Eq. (5), where ∆E
is for the Y/UUD/V sequence [Fig. 2(c)].

C. Results

The outcome of our T = 0 semi-classical mean-field
theory of H is presented for J‖/J = 0.93 and J ′/J =
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of (b)–(d) along θ = 0, π/2, and the corresponding spin states
are subject to deformations relative to the case with B ‖ â.
The dashed phase boundaries are first-order transitions while
the solid ones are second order transitions at the mean-field
level.

0.03. These values are almost equal to the reported ones
in the literature10 and they are chosen to reproduce the
magnetization curves of Ba3CoSb2O9 for B ‖ ĉ andB ‖ â
(Fig. 3). Figure 4 shows the resulting phase diagram. At
zero field, we find the 120◦ easy-plane spin configuration
where the spins are anti-aligned on adjacent layers. Be-
low, we describe the model response to a magnetic field
for B ‖ ĉ and B ‖ â. Then, we discuss how these ex-
treme cases are connected as a function of the angle θ
between B and ĉ, and we close the theory section with a
discussion of the g-tensor anisotropy.

1. Mean-field results for B ‖ ĉ

An infinitesimally small B ‖ ĉ induces a 3D extension
of the non-coplanar umbrella state. The xy-components
remain in a 120◦ configuration and anti-aligned along
the c-direction, but there is also a field-induced uniform
z-component [Fig. 5(a)]. While this coincides with the
classical ground state for J‖ ≤ J in d = 3, it is still
interesting to note that a spin-wave analysis in Ref. 24
suggests that if J‖ = J , the umbrella state is not the

ground state for J ′/J . 0.1S−1. Thus, even a rather
small easy-plane anisotropy has a strong effect in the low-
field regime of TLHAF.
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FIG. 5. Magnetic states in 3D: (a) umbrella, (b) distorted
V, (c) staggered V, (d) distorted combined Y, and (f) up-up-
down states. The states (e) and (g) are not stabilized in the
model described in the text. The deformation of the distorted
combined Y state as a function of increasing B is indicated
by arrows. The non-coplanar states in the LF, UIF, and HF
phases for an intermediate value of 0 < θ < π/2 are similar to
(d), (b), and (c), respectively, but they are deformed because
of the competition between the external magnetic field and
the anisotropy.

Our analysis predicts a first order transition to a copla-
nar “distorted V” state [Fig. 5(b)] at B ≃ Bsat/3, ac-
companied by a small jump in M(B) (see Fig. 3). We
speculate that the cusp, instead of the small jump, re-
ported in Ba3CoSb2O9 at T = 1.3K10 is induced by small
perturbations (such as impurities, a finite-T effect, or a
combination thereof). This coplanar phase is similar to
the V phase that emerges above the UUD phase in the
2D isotropic case; the rather small easy-plane anisotropy
destabilizes the collinear UUD phase predicted for the
isotropic model with J ′/J . 0.1S−1.24

The in-plane spin components of even and odd layers
are not anti-aligned for every sublattice (1 ≤ µ ≤ 3) in
the distorted V state. For an XY-like spin system, like
the one under consideration, it is very plausible that a
state with a staggered transverse spin component along
the ĉ-axis (Q · ĉ = π) is realized close enough to the sat-
uration field. This is a consequence of the Bose-Einstein
condensation (BEC) of the lowest-energy magnon (Qz =
π) of the FP state expected at B = Bsat.

27–29 In con-
formity with this expectation, we observe a first-order
transition to a different coplanar “staggered V” state
[Fig. 5(c)] that persists up to B = Bsat. When the crit-
ical point is approached from B > Bsat, this state cor-
responds to a double-Q magnon condensate, i.e., a BEC
in a single particle state that is a linear combination of
the Q = (4π/3, 0, π) and −Q states with a particular
relative phase.29 This result is consistent with a dilute-
gas analysis of the magnon BEC,27–29 which predicts the
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double-Q BEC leading to either the staggered V state or
a different state shown in Fig. 5(g) for relatively small
J ′/J and large J‖/J (otherwise the single-Q BEC lead-
ing to the umbrella state is predicted), as is shown in
Fig. 6. The transition between the distorted V and the
staggered V states implies a discontinuous change of the
relative orientation between the even and odd layer spins.
As is clear from the above argument, the inter-layer cou-
pling is responsible for this outcome. This transition is
accompanied by an almost negligible jump in M(B) at
M ≈ (3/5)Msat (Fig. 3). A similar anomaly for B ‖ â
(see below) is continuously connected with the one under
consideration as the field orientation is rotated from ĉ to
â. Experimentally, such an anomaly at M ≈ (3/5)Msat

has been detected in Ba3CoSb2O9 only for B ‖ â.10 We
speculate that the predicted anomaly for B ‖ ĉ could
be beyond the experimental resolution of bulk magne-
tization measurements, but it should be possible to test
this prediction by NMR measurements (see, however, the
discussion in IVB).
Thus, for B ‖ ĉ, the easy-plane anisotropy dominates

the low-field regime, B . Bsat/3, stabilizing the umbrella
state and destabilizing the UUD phase. The sequence of
phases for B & Bsat/3 is nearly identical to that of the
quasi-2D quantum isotropic model.24

2. Mean-field results for B ‖ â

Next, we consider the case B ‖ â. Because the field is
parallel to the easy-plane, the spins are always parallel
to the ab-plane. This seems to be the only relevant ef-
fect of the easy-plane anisotropy at the mean-field level.
For arbitrary small field, the ground state is the “dis-
torted combined Y” state shown in Fig. 5(d). This state
is continuously connected to a particular orientation of
the 120◦ configuration for B → 0. At the classical level,
this state is quasi-degenerate with the state shown in
Fig. 5(e). The classical energy difference is ∼ (µBB/J)6.
Quantum fluctuations further stabilize the combined dis-
torted Y state. An increasing magnetic field deforms of

the combined distorted Y state in the ab-plane. This
deformation is smoothly connected to the UUD state
[Fig. 5(f)], resulting in a Msat/3 plateau.
On further increasing the magnetic field, the UUD

phase undergoes a second-order phase transition to a high
field distorted V phase [Fig. 5(b)]. The spin configura-
tion is identical to what we already discussed above for
B ‖ ĉ, but in this case the spins are confined to the
ab-plane. Like in the case of the UUD state,7 quantum
fluctuations play an essential role in stabilizing this state:
the classical limit of the weakly-coupled triangular layers
of the XY antiferromagnet leads to a different magnetic
ordering shown in Fig. 5(g) in the high-field regime.30

The exchange anisotropy is also believed to play an im-
portant role in stabilizing these quantum states because
J‖ = J leads to a gapless Goldstone mode in these phases.
Finally, as for B ‖ ĉ, the model predicts a first-order
phase transition between the distorted V and staggered V
states. As mentioned above, this transition is accompa-
nied by a tiny jump in M(B) at around M = (3/5)Msat

(see Fig. 3), which may correspond to the anomaly ob-
served in magnetization measurements.10

3. Intermediate field orientation 0 < θ < π/2

Figure 7 shows the spin configuration in the succes-
sive phases as the field orientation varies in the low-field
regime B . Bsat/3. A rotation of the applied field
(θ = 0 → π/2) causes a continuous distortion between
the (non-coplanar) umbrella and the (coplanar) distorted
combined Y states, which corresponds to the low-field
(LF) phase shown in Fig. 4. The non-coplanar state high-
lighted in the middle panel of Fig. 7 is similar to the one
corresponding to the experimental results presented in
Fig. 14, i.e. θ = 15◦ (see below).
Similarly, rotating the field in the UUD phase at B ≈

Bsat/3 for θ = π/2 corresponds to adding a transverse
field component to the UUD state. Consequently, the
UUD state is continuously deformed into a distorted V
state, which is smoothly connected to the state that we
discussed for θ = 0 (B ‖ ĉ). We refer to this state as the
“lower intermediate-field” (LIF) phase. For 0 < θ < π/2,
the spins are on the plane subtended by B and ĉ. For θ =
0 (B ‖ ĉ), the U(1) symmetry of spin rotations along the
ĉ-axis is spontaneously broken implying that the spins
are on the plane subtended by B and an arbitrary axis
perpendicular to the ĉ-direction.
The distorted V state stabilized for B & Bsat/3 for

θ = π/2 (B ‖ â) does not belong to the LIF phase, but
to a different phase that we call the “upper intermediate-
field” (UIF) phase. To see this subtle but crucial differ-
ence, we recall that in this case the distorted V state lies
on the ab-plane, which is perpendicular to the spin plane
in the LIF phase. In addition, the rotation of the field
orientation from θ = π/2 causes a non-coplanar defor-
mation of its spin configuration in contrast to the UIF
phase. Thus, at the mean field level, the LIF-UIF second
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FIG. 7. Sublattice spin configuration in the low-field phase (gµBB/J = 1.0267) for different external field orientations, as
calculated by the mean-field model described in the text: (a) the umbrella state, (c) the distorted combined Y state, and (b) an
intervening state between these states. Projections on the xy and xz planes are also shown. The insets show the corresponding
points in the M(B) curve.

order transition signaled by a cusp in the magnetization
curve (Fig. 3) is associated with the appearance of finite
scalar spin chirality. The UIF phase does not extend up
to θ = 0 but terminates in the middle (Fig. 4). In the
high field regime, the staggered V states for B ‖ â and
B ‖ ĉ are continuously connected through the field rota-
tion. This phase is dubbed “high-field” (HF) phase.

D. g-factor anisotropy

So far, we have analyzed the easy-plane XXZ Hamil-
tonian based on a mean-field approach as an effective
model for the spin-1/2 moments in Ba3CoSb2O9, assum-
ing the isotropic g-tensor. Below, we discuss its possible
anisotropy.
The easy-plane exchange anisotropy implies that it

is easier to polarize spins along the “hard” axis (i.e.,
the ĉ-axis). The lower energy cost of a uniform mag-
netization component along the ĉ-axis (the Sz-Sz anti-
ferromagnetic coupling is smaller than the Sx-Sx cou-
pling) leads to a lower saturation field along this axis.
Indeed, a simple microscopic analysis shows that the
Zeeman energy required to fully polarize the spins is
h⊥
sat,3D ≡ g⊥µBB

⊥
sat,3D = (9J + 4J ′)S for B ⊥ ĉ and

h
‖
sat,3D ≡ g‖µBB

‖
sat,3D = (3J + 6J‖ + 4J ′)S for B ‖ ĉ.

Consequently,

h⊥
sat,3D > h

‖
sat,3D if J > J‖. (9)

This feature is captured in the phase diagram (Fig. 4)
obtained by our mean-field theory, which reproduces the
exact saturation field for B ⊥ ĉ and gives an excellent
approximation for B ‖ ĉ. By assuming J‖/J = 0.93 and
J ′/J = 0.03, we obtain

g‖/g⊥ ≈ 0.93 (10)

as a rough estimate based on the measured values of

the saturation fields B
‖
sat,3D = 32.8T and B⊥

sat,3D =

31.9T.10 We also point out that g‖ < g⊥ is a rather

generic property expected for the pseudospin-1/2 of the
Kramers doublets in Co2+ ions with easy-plane exchange
anisotropy.20 The second-order perturbation theory pre-
sented in Ref. 20 leads to g‖/g⊥ ≈ 0.97 by assuming a

realistic set of parameters for the Co2+ ion.

In contrast, EPR measurements support the opposite
inequality: g‖ = 3.87 and g⊥ = 3.84 (g‖/g⊥ ≈ 1.01).10

One may argue, however, that there could be a dynami-
cal shift of the measured g-values because of short-range
ordering effects that should still be present at the tem-
perature of the EPR measurements, T = 20K , which is
comparable to J . EPR measurements at high enough T
or B will be of great help to settle this issue.

III. EXPERIMENTAL DETAILS

The measurements were carried out on a 30mg sin-
gle crystal of Ba3CoSb2O9 synthesized by the traveling-
solvent floating-zone method, as for previous thermal and
neutron scattering experiments12. Approximate dimen-
sions were 4mm2 × 1.2mm thickness. Experiments took
place in two laboratories, depending on the magnetic field
strength. Fields up to 12T were available in the UCLA
laboratory, and experiments at higher fields (14.5-30T)
were performed in a resistive Bitter magnet at the Na-
tional High Magnetic Field Laboratory in Tallahassee,
FL.

For the lower field measurements, performed at UCLA,
the sample and NMR coil were mounted on a single axis
piezo-driven rotator (Attocube ANRv51/RES). Relative
rotation angle was determined using a resistive sensor
built into the rotator, and complementary absolute in-
formation was obtained by observing the angle variation
of the NMR transition frequencies.31 For most of these
measurements, the rotation axis was lying 15◦ out of the
ab-plane; consequently, the angle closest to B ‖ ĉ was
also θmin = 15◦. The high-field probe was equipped with
a mechanically-driven goniometer. For those measure-
ments, made at the NHMFL, the rotation axis was in-
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plane to within ±3◦.

There are two crystalographically inequivalent Ba
sites, hereafter referred to as Ba(1), Ba(2), both with
uniaxial symmetry (see Fig. 18 in the Appendix). The
Ba(1) location is between Co ions of adjacent layers,
at (0,0,1/4) and (0,0,3/4). The Ba(2) site is equidis-
tant from three Co ions in a layer, but offset 1.3Å‖ ĉ.31

Since the isotopic concentrations are 11% and 6% for
137Ba and 135Ba, respectively, we mostly confined our
measurements to the more abundant species, for which
the gyromagnetic ratio is 137γ/2π = 4.73158MHz/T.
The nuclear spin is 137I = 3/2, so there are two satel-
lite transitions 〈±3/2 ↔ ±1/2〉 in addition to the central
〈+1/2 ↔ −1/2〉. The detailed measurements targeted
the latter. The inequivalent magnetic environments de-
veloping in the ordered phases were used to infer qual-
itative and quantitative information about the ordered
moments.

The local field at a given nuclear site can be written
as Blocal = B0 + Bmacro + Bhf + Borb. B0 is the ap-
plied field while Bmacro arises from Lorentz and demag-
netization sources, and the sum of these two terms is
henceforth simply written as B; Bhf is the total hy-
perfine field due to the interaction of the nucleus with
the spin of its surrounding electrons, and Borb is the
orbital contribution which leads to the temperature in-
dependent orbital shift of the resonance frequency31. La-
beling of the various NMR transitions and extraction of
the NMR parameters are outlined in the Appendix. The
spectra that follow are constructed from frequency swept
Fourier transform sums. They are all presented in terms
of frequency shifts originating with the Ba(1) hyperfine
fields, ∆ν ≡ 137γBhf ; to within experimental uncertain-
ties, contributions from the orbital and macroscopic fields
are removed, as is the frequency shift originating with
electric quadrupole coupling to the lattice electric field
gradient (EFG).

The crystal orientations were established by inspection
of the resonance frequency of the different quadrupolar
transitions for the Ba sites and isotopes upon rotation
of the applied field about the a-axis, with an example
presented in the Appendix. As discussed in detail below,
our NMR results unambiguously indicate that the UUD
phase occurs for B ⊥ ĉ, consistent with the findings of
Ref. 10 but opposite to those of Ref. 12. Moreover, all
our measurements replicate precisely the phase transition
lines described in Ref. 12, but for â ↔ ĉ. For this reason,
in what follows, the phase diagram shown in Ref. 12 has
been adopted assuming â ↔ ĉ.

IV. EXPERIMENTAL RESULTS AND

DISCUSSION

A. NMR for B ⊥ ĉ

1. Low-field Measurements (B < 12T)

The NMR spectrum of I = 3/2 Ba nuclei in equivalent
local environments comprises three spectral lines, which
correspond to the nuclear transitions 〈mI ↔ mI − 1〉
with mI = ±3/2,±1/2. When the magnetic interaction
dominates over the electric quadrupole interaction and
the applied field is sufficiently stronger than any inter-
nal contribution so that its axis can be considered the
quantization axis, the resonance frequency of the central
nuclear transition is approximated up to second order in
the quadrupole interaction as31

ν 1

2
↔− 1

2

=γBlocal +
3ν2Q
16γB

(
1− cos2 θ

) (
1− 9 cos2 θ

)
.

(11)

Here, Blocal is the effective local field at the nuclear
site, defined in the previous section, νQ is the nuclear
quadrupole frequency, and θ, in our case, is the angle
of the applied field from the ĉ-axis. In the paramag-
netic state and where there is a well-defined magnetic
spin susceptibility χs, the hyperfine field can be written
as Bhf ≡ KsB, and the hyperfine shift Ks = Aχs.

31 As
mentioned above, the presented spectra are referenced to
the hyperfine fields at the Ba(1) site, with ∆ν ≡ 137γBhf ,
with the macroscopic, orbital, and quadrupolar contribu-
tions subtracted out.
In Fig. 8a, 137Ba(1) spectra for the central nuclear

transition are shown, recorded for θ = 90◦ at T = 1.6K
and fields 4.5–12T. These data correspond to the cut
through the B-T phase diagram of Fig. 8b illustrated by
the heavy (vertical) dashed line. For completeness, we
have included the boundary lines inferred from magneti-
zation and specific heat studies described in Ref. 12. On
increasing the magnetic field B, a spectral line-splitting
(doubling) develops; the features define two distinct lo-
cal field environments. For B & 10T, the resonance fre-
quency difference ∆f = 137γ∆Bhf is constant, indicating
no further changes to the hyperfine fields.
Identification of the fixed line splitting for B & 10T as

the UUD phase is straightforward. In the magnetically
ordered states, the hyperfine field at each Ba(1) nuclear
site stems predominantly from coupling to the moments
associated with its two nearest-neighbor (NN) Co ions,
located at relative positions r = (0, 0,±c/4), i.e. on ad-
jacent even/odd layers18. Hence, at the Ba(1) sites we
have Bhf =

∑
i Ai · µi, where i = e, o, µi is the moment

of i-th Co site, and Ai is the total hyperfine coupling
tensor between the Ba(1) and the i-th Co site, detailed
in the Appendix.31 In the case of the UUD phase, where
µi = (±Msat, 0, 0), two different Ba(1) environments are
possible: (↑↑), (↑↓), with 1:2 intensity, respectively (see
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FIG. 8. (a) Field evolution of the 137Ba(1) hyperfine fre-
quency shifts (see text) for θ = 90◦ at T = 1.6K. The dashed
line shows the paramagnetic phase spectrum at T = 6K for
comparison. (b) Experimental phase diagram for B ⊥ ĉ, af-
ter Ref. 12. The vertical dashed line corresponds to the field
range and temperature in (a). (c) Magnetization vs. magnetic
field. The solid, dashed lines are from magnetization results,
and the model of Eq. 8, respectively. The data points are
derived from the NMR spectra: circles are the first moment
of the full spectrum, properly normalized, and the triangles
are associated to the hyperfine shifts of the two Ba(1) local
environments.

Fig. 5(f)). The first configuration leads to a hyperfine

frequency shift ∆ν ≡ γB↑↑
hf corresponding to the full Co

moment on the NN sites, and the second has vanish-
ing shift. The local magnetization for the distinct local
environments is calculated from the two NMR peaks in
Fig. 8a as Mloc = ∆ν/γA⊥c, where A⊥c is the hyperfine
coupling constant for the particular field orientation.31

The result is shown in Fig. 8c, which also includes the
calculated local magnetization corresponding to the spec-
tral first moment that scales quantitatively with the av-
erage moment/Co. Evidently, the first moment of the
full absorption spectrum for the Ba(1) central transition
follows the average magnetization previously measured
(solid line), and this is reproduced well by the model re-
sults (dashed lines).

The temperature dependence of the ordered moment
amplitude in the UUD phase was measured at B =
11.5T, as denoted by the horizontal cut (dashed line)
through the phase diagram in Fig. 8b. The results are
summarized in Fig. 9, which shows the relevant spec-
tra, followed by the scaled hyperfine frequency splitting
between the two Ba(1) local environments vs. temper-
ature. As expected for a plateau phase, there is little
variation at lower temperatures, but it drops suddenly
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FIG. 9. (a) NMR spectra of the 137Ba(1) 〈1/2 ↔ −1/2〉 tran-
sition for different temperature values at B=11.5T⊥ ĉ. (b)
Temperature dependence of the ordered moment amplitude
in the UUD phase. Inset: Spin-lattice relaxation rate vs.
temperature for B=11.5T⊥ ĉ.

for T > 5K. The relaxation rate is roughly independent
of temperature in the paramagnetic state, which is the
expected result where antiferromagnetic correlations are
not particularly significant. Below the ordering temper-
ature, 1/T1 drops abruptly following a critical enhance-
ment close to TN . Further measurements will be neces-
sary to establish whether this is a first-order, or continu-
ous transition. The expected result would correspond to
Z3 × Z2 symmetry breaking for a system with an anti-
ferromagnetic interlayer coupling, for which the thermal
transition is of the second order.32 For the moment, we
comment only that the onset coincides with the thermo-
dynamic results.12

It should be noted that a slightly reduced moment
in the UUD phase relative to the saturated value Msat

was observed for the large-spin (S = 5/2) TLAF
RbFe(MoO4)2.

33 Based exclusively on the uncertainties
of the results reported here, a similar reduction cannot
be ruled out.

Finally, the monotonically reduced hyperfine splitting
for B < Bc1⊥ ≃ 10T indicates a continuous transition
from the low-field coplanar (LF) phase. The NMR spec-
tra in the LF phase (blue in Fig. 8a) are consistent with
in-plane spin configurations related by a reflection sym-
metry about the field direction in adjacent layers, in
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agreement with the distorted combined Y state [Fig. 5(d)]
predicted by our model. Other, slightly different propos-
als for this phase10,12 (specifically, the Y state favored in
the 2D limit) can be ruled out, at least for T & 1.5K.

2. High-field Measurements (B > 14T)

The 137Ba spectra associated with the approach to the
saturation field, recorded at T ∼ 1.9K, are shown in Fig.
10. The data were obtained using a dc resistive magnet
at the NHMFL with maximum field 30T. The spectra
cover the central transition for both Ba(1) and Ba(2)
sites, and there is some overlap in each spectrum shown.
The zero frequency corresponds to vanishing hyperfine
field for Ba(1) sites. As the field is varied, two phase
transitions are inferred from the spectral evolution (Fig.
10), as well as from relaxation measurements (Fig. 11):
The first occurs at B ≃ 15.3T, and the second at B ≃
21.5T.
In discussing these results, the aim is to explore

whether there is sufficient information in the spectra to
make phase assignments upon varying the magnetic field.
As discussed above, assigning UUD to the lowest trace
is straightforward. In what follows, it will be useful to
recognize the evolution of the Ba(2) components, even if
we concentrate on Ba(1). Starting with 14.5T (bottom
trace in Fig. 10), three peaks are observed, a-c. Peak a

comprises part of the Ba(1) spectrum, b includes contri-
butions from both Ba(1) and Ba(2), and c is Ba(2) only.
In the UUD phase in particular, one-third of Ba(1) nu-
clei see the (↑↑) configuration of ordered Co moments
(peak a) and two-thirds the (↑↓) configuration (peak
b). For the twice as abundant Ba(2), two-thirds con-
tribute to peak c and one-third overlap with Ba(1) on
peak b. Hence, the total relative intensity ratios expected
for (a:b:c) in the UUD phase are 1:4:4. On increasing
the field beyond ∼ 15.5T, the two inequivalent hyperfine
fields of Ba(1) vary continuously from the fixed values
seen in the UUD phase: the site with anti-aligned NN Co
moments develops a stronger (more negative) hyperfine
field, and the site with aligned NN moments experiences
a weaker field. These results are fully consistent with
the UIF phase, with spin configuration sketched on the
right side of Fig. 10 (also Fig. 5(b)). The field vari-
ations are associated with rotations of the aligned and
anti-aligned moments away from the direction of the ap-
plied field, while also increasing the average hyperfine
field. As the ground state in zero field is easy-plane, the
rotations should be coplanar and orthogonal to the ĉ-
axis. Although we don’t go into detail here, the Ba(2)c
absorption peak split is also expected (see Fig.13).
There is further mixing of Ba(1) and Ba(2) spectral

components at higher fields, and this makes identification
of the phase beyond the apparent transition at ∼21.5T
ambiguous. Further complicating the issue, none of the
features are fully resolved at the higher fields due to
broadening of each of the components, combined with
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FIG. 10. 137Ba central transition absorption spectra at
varying applied magnetic fields for B ⊥ ĉ. Peaks a,b,c
comprise Ba(1) and Ba(2) signal as discussed in the text.
Spectra recorded in each of the accessed phases is distin-
guished by color, with the baseline offset according to the field
strength. The phase transitions inferred to be UUD→UIF and
UIF→HF are identified from the NMR spectrum evolution, as
well as spin lattice relaxation measurements (Fig.11). The or-
dered moment configuration in each phase is sketched on the
right side, with the three sublattices (1-3) on two adjacent
triangles (odd/even) shown.

a trend toward spectral collapse beyond the saturation
field. Nonetheless, we make a tentative identification of
the transition as UIF→HF. A quantitative comparison of
the expected field dependence of the Ba(1) spectral split-
ting (∆f) and the observed results is made in Fig 12. The
red dashed line is generated from the model, whereas the
data points are an attempt to follow the Ba(1) hyperfine
fields. The Msat/3 plateau phase has maximum split-
ting, which then decreases after entering UIF. The dis-
continuity occurs at the first order UIF→HF transition.
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field one tentatively to UIF→HF. In the interest of simplicity,
the measurements were isolated to the peak a in Fig. 10,
which originates with Ba(1) sites only.

Even though the observed jump in ∆f is relatively small,
the implications for the Ba(1) NMR spectrum are unmis-
takable: the relative intensities of the weak and strong
hyperfine field sites are 2:1 in the UUD/UIF phases,
whereas that intensity ratio reverses to 1:2 in the HF
phase. Along with the intensity reversal must be a large
change towards small shift for the site with weaker hy-
perfine field. Unfortunately, spectral overlap with Ba(2)
sites, combined with field-dependent line-broadening lim-
its accuracy. The error bars reflect the linewidth for the
peak b, which is used to estimate the uncertainty in the
position of the relevant Ba(1) contribution.
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FIG. 12. Spectral frequency difference for Ba(1) site, plotted
against applied magnetic field B ⊥ ĉ. The red dashed line
is the result from the model, and the data points are from
the observed spectra. The plateau maximum corresponds to
UUD. Spectral overlap with Ba(2) sites in spectral peak b
limits the accuracy (see Fig. 10); the error bars reflect the
linewidth for the peak b.

The Ba(1) intensity reversal is revealed by isolating
the relative intensity in the portion of the Ba(1) spec-

trum uncontaminated by Ba(2) contributions, i.e. peak
a. The relevant integration windows are shown in Fig.
13, where representative spectra of the three phases ac-
cessed in Fig. 10 are depicted. In Table I, the integration
is carried out for these spectra recorded at 14.5, 16.6,
23.5T, corresponding to UUD, UIF and (tentatively) HF
phases. Spectra from other fields on both sides of the
phase transitions display similar results. On passing to
field strengths larger than 22T, the relative intensity of
peak a increases sharply, consistent with the spin con-
figuration rearrangement corresponding to a UIF→HF
transition.
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FIG. 13. Sample 137Ba NMR spectra of the different accessed
phases in Fig. 10. Dashed vertical lines denote the windowing
used for evaluating the relative spectral intensity rearrange-
ment for Ba(1) upon the UIF→HF transition, listed in Table
I. ∆f describes the Ba(1) site frequency difference, shown
in Fig. 12. At 16.6T, the dashed line depicts the simulated
spectrum of the Ba(1), Ba(2) sum, as expected in the UIF
phase.

Observed intensity Expected result
B(T) a b c a b c

14.5 1.1 3.9 4.1 1 4 4
16.6 1.1 4.1 1.8+2 1 4 2+2

a b+c a b+c

16.6 1.1 7.9 1 8
23.5 1.7 7.2 2 7

TABLE I. Integrated intensities, in reference to the spectra
and labelling in Fig. 13. The designations a, b, c correspond
to the integration ranges shown. The sum of the intensities is
normalized to 9, corresponding to the combined contributions
from Ba(1) sites (3) and Ba(2) sites (6). At 16.6T, the inten-
sity of peak c is written as the sum of the split components
c1,c2.

Still, some reasons for concern remain. Absent is a
clear signature of a Ba(1) spectral peak near zero fre-
quency upon increasing the field through the UIF→HF
transition. Also, the broadening of all of the spectral
features add to the challenge of a definitive identification
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at the higher fields, which also bear some resemblance to
what would result from incommensurate structures. Fur-
ther clouding the issue is the absence of any substantial
first order character in the specific heat data34, as well as
the apparently continuous magnetization results10. Both
are consistent with a second order transition. Unfortu-
nately, we cannot distinguish between the two possibili-
ties with the existing spin lattice relaxation results.

B. NMR near B ‖ ĉ

1. Low-field Measurements (B < 12T)

In turning to the results from fields applied out-of-
plane, the phase diagram used for comparison, derived
from magnetization measurements with B ‖ ĉ, is shown
in Fig. 14b. In this set of measurements, the field align-
ment was approximately θ = 15◦ from the ĉ-axis. While
we presume that many aspects of the B-T phase diagram
obtained from B ‖ ĉ still apply, there were nevertheless
additional features observed in the Ba(1) spectra due to
the deviation from ĉ-axis that we describe below.
The 137Ba(1) central transition spectra are shown in

Fig. 14a for θ = 15◦ at T = 1.7K. On increasing the ap-
plied field from 4.5T, a single line is observed until the
field reaches ∼10T. Further increase in the magnetic field
leads to line broadening, and subsequently a double-peak
structure is evident. The single line spectrum is distinc-
tive of the umbrella phase (Fig. 5a(a)), with the angle of
the umbrella closing for increasing field towards its direc-
tion. As illustrated in Fig. 14b, a line splitting occurs at
the same field independent of temperature. This is the re-
sult of the spin structure’s distortion from umbrella when
moving off ĉ-axis. In particular, the specific non-coplanar
configuration realized in this case (see Fig. 7) leads to two
separate local field environments for the Ba(1) nuclear
sites, and hence broadening of the NMR line. For com-
parison, the single-line spectrum for θ = 0◦ at B=11T is
also shown in Fig. 14a (dashed line). In Fig. 14c, the evo-
lution of the hyperfine fields is plotted and compared to
that produced by the model for a similarly aligned mag-
netic field. Note that the development of inequivalent
Ba(1) sites thus occurs only on approaching the actual
phase transition, both in the experiment and the model.
That is to say, the distortions are nonlinear.
In presenting the results for θ = 15◦, we have suggested

that so far as the magnetic field vs. temperature phase
diagram is concerned, not much is changed from θ = 0,
save for the distortion which becomes more severe as the
first order transition at B ∼ 12T is approached. The
model also suggests a possibility of second-order transi-
tion when the field orientation deviates from the ĉ-axis
beyond a critical value (see Fig. 4). Due to field limita-
tions, this was not explored.
In Fig. 14b, the solid square data points were de-

rived from measurements of the spin-lattice relaxation
rate T−1

1 (T ). The temperature dependence, covering the
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FIG. 14. (a) Field evolution of the 137Ba(1) hyperfine fre-
quency shifts (see text) for θ = 15◦ at T = 1.7K. The
black dashed line shows the spectrum with absence of split-
ting for θ = 0◦ and B=11T. (b) Experimental phase diagram
for B ‖ ĉ, from magnetization results (black diamonds).35

Squares reflect TN as measured by T−1

1 (T ) (Fig. 15). The
heavy dashed line corresponds to the field range and temper-
ature covered in (a). The different color for fields B > 10T is
not for a distinct phase, but corresponds to the onset of the
double peak structure for the Ba(1) spectrum seen in (a). (c)
Magnetization vs. magnetic field. The solid, dashed lines are
from magnetization results, and the model of Eq. (8), respec-
tively. The data points are derived from the NMR spectra:
circles are the first moment of the full spectrum, properly
normalized, and the triangles are associated to the hyperfine
shifts of the two Ba(1) local environments.
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FIG. 15. Spin-lattice relaxation rate T−1

1 (T ) at various ap-
plied field values and orientation θ = 15◦. The arrows indicate
the transition temperature TN .

transition, is shown in Fig. 15. We take the sharp drop
upon cooling as the indicator for a first order transition
at TN (B) at each of the measured fields, and otherwise
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note that very little increase in rate is observed as TN is
approached from higher temperatures. Below the order-
ing temperature, the drop in relaxation rate occurs quite
fast. At lower temperatures, the variation is indistin-
guishable from an activated form with ∆ ∼ 11K, though
this seems too large relative to J to be induced by the
deviation of B from the ĉ-axis. With anisotropic contri-
butions to the hyperfine coupling, two-magnon processes
are possible and lead to 1/T1 ∼ T d, with d the dimension-
ality. We acknowledge that some caution is warranted
here, since the variation of the temperature relative to
the ordering is limited.

2. High-field Measurements (B > 14T)

The NMR spectra for the central transition of Ba(1)
and Ba(2) in larger fields aligned with the ĉ-axis are
shown in Fig. 16. For Ba(1), observed are two broad
lines at lower field, collapsing to a single line, also fairly
broad, at higher fields. A phase transition is seen at a
lower field in magnetization studies, at ∼12T; this is not
covered by the dataset.
The model calculation predicts 2 phase transitions

upon increasing the magnetic field, before reaching sat-
uration at ∼33T. As discussed earlier in the context of
lower fields, the first is a transition from the umbrella
to the coplanar LIF phase at B ∼12T, which is expected
first order provided that the magnetic field is aligned suf-
ficiently close to the ĉ-axis. Consistent with the data
covering intermediate fields 14-22T, the Ba(1) lineshape
is expected to reveal two local environments of distinc-
tive hyperfine field, with intensity ratio of 1:2. Here,
the observed resonance frequency difference between the
two relevant peaks, ∆f = γ∆Bhf , is considerably smaller
than in the case of similar spin configuration for B ⊥ ĉ,
due to the smaller hyperfine coupling constant31. This
somewhat limits our ability to resolve the distinct Ba(1)
contributions when their respective hyperfine field dif-
ference becomes smaller. A second transition is antici-
pated at B ∼22T to the HF phase, and again two local
environments are expected for Ba(1). However, only a
single broad Ba(1) line is observed beyond 22T, with its
linewidth being much narrower than the expected split-
ting. This is illustrated in Fig. 17, where the red dashed
line depicts the model prediction for a transition from
LIF→HF at 22T. Instead of the expected large increase,
to within the resolution limits, the Ba(1) peak separa-
tion is observed to collapse. The filled blue squares show
the separation, obtained from a fit to the spectrum con-
sisting of two components of Lorentzian lineshape. We
take the collapse as evidence for a phase transition, but
the ground state for B &22T is inconsistent with the
predicted HF phase (see Fig. 4, Fig. 5(c)).
In principle, taking into account the spectra from

Ba(1) and Ba(2) sites could help to reduce the possible
phases for this regime. Specifically, assuming that the
Ba(1) spectrum above ∼22T indeed represents a single
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FIG. 16. Spectra vs Field for B ‖ ĉ. The Ba(1) and Ba(2)
contributions are well-separated. For field strengths less than
∼22T, the Ba(1) line exhibits a doubled-peak structure, con-
sistent with the prediction for the LIF phase. This splitting
appears to collapse at ∼22T, and, simultaneously, an asym-
metry develops in the Ba(2) contribution.

hyperfine field environment, the only consistent with the
data state among the candidate ones shown in Fig. 5 is
the “umbrella”, which results in the same local field for
all Ba(1) nuclei. However, for such a state, the Ba(2)
spectrum is expected to be symmetric for B ‖ ĉ. Since
the observed Ba(2) lineshape is asymmetric, we leave this
issue unresolved for the moment.

Finally, we note that the spectral lineshape of the
Ba(2) contribution seems to suddenly change at 29T,
even though the available data in this field region is lim-
ited. This could be simply reflecting the tendency of the
sublattice moments to fully align with the applied field
approaching the saturation value, but it could also in-
dicate an additional phase transition at high fields and
before reaching saturation. Further measurements are
required to address this possibility.
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FIG. 17. Ba(1) spectral line splitting vs applied field forB ‖ ĉ,
extracted from the data shown in Fig. 16. The red dashed
line is what is expected assuming the LIF→HF transition oc-
curs at 22T, whereas the green dashed line is an extrapolation
of the Ba(1) splitting if the LIF phase remains stable and no
transition occurs. Heavy blue lines above 24T denote an esti-
mate of the minimum splitting that can be resolved due to the
spectral linewidth. Thus, beyond 24T, only a single absorp-
tion peak is observable within our experimental sensitivity.

V. CONCLUSION

In concluding, we have carried out 135,137Ba NMR
measurements on the easy-plane triangular lattice anti-
ferromagnet Ba3CoSb2O9 to fields ranging to 30T, which
is just short of the saturation field at 33T. For fields
aligned in-plane, four phases are accessed in the process
of approaching the saturation magnetization, which leave
their identifiers in the Ba NMR spectra. In addition, the
phase transitions are distinguished by the field depen-
dence of the spin-lattice relaxation rate. Three phases
are accessed for fields aligned with the ĉ-axis. Nearly
in the entirety of the phase diagram, the experimental
results are found to be in excellent agreement with the
predictions of a semi-classical treatment developed for
computing the quantum phase diagram of Ba3CoSb2O9,
which incorporates the effect of quantum fluctuations via
the generation of effective coupling constants for the clas-
sical spins. Nevertheless, a clear deviation between the
predictions and the experimental outcome is observed for
fields exceeding 22T, aligned along ĉ-axis.
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VII. APPENDIX
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FIG. 18. Chemical unit cell of Ba3CoSb2O9. Co
2+ ions (blue)

occupy the edges of triangular lattices (1-3) on different layers
(odd-even) in the ab-plane. There are two inequivalent Ba
sites, Ba(1) (light green) and Ba(2) (dark green).

Figure 18 depicts the crystal structure of Ba3CoSb2O9.
It represents a highly symmetric hexagonal structure,
space group P63/mmc, with lattice constants a = b =
5.8562Å and c = 14.4561Å. Layers of regular magnetic
triangular lattices are formed parallel to the ab-plane by
the Co2+ ions (blue), which carry effective spin S = 1/2.
The different Co sublattices are denoted by 1-3 on even
(e), odd (o) layers. There are two inequivalent, uniax-
ially symmetric Ba sites in the unit cell, referred to as
Ba(1) (light green) and Ba(2) (dark green).
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FIG. 19. Ba3CoSb2O9 NMR spectrum for B = 8.4524T ‖
,⊥ ĉ at T = 6K. For each Ba site/isotope, the spectrum is
composed of three quadrupole transition lines (Eq. (12)), the
central 〈1/2 ↔ −1/2〉 and the two satellites 〈±3/2 ↔ ±1/2〉.
The difference in frequency between the two satellites is equal
to νQ (2νQ) for B ⊥ ĉ (B ‖ ĉ).

The full NMR hamiltonian for a nucleus of spin I 6=



15

1/2 and gyromagnetic ratio γ, sitting on an axially sym-
metric site, can be written as

H = −γ~I ·Blocal +
hνQ
6

[
3I2z − I(I + 1)

]
, (12)

where the first term describes the coupling of the nu-
cleus to its magnetic environment, while the second is
the interaction between the nuclear quadrupole moment
and the electric field gradient (EFG) of the lattice, with
νQ being the characteristic nuclear quadrupole frequency.
The effective local magnetic field Blocal can be expressed
as the sum of different contributions as Blocal = B0 +
Bmacro + Bhf + Borb, where B0 is the applied field,
Bmacro corresponds to the macroscopic Lorentz and de-
magnetization contributions, while Bhf ,Borb are the to-
tal hyperfine and orbital fields, stemming from the cou-
pling of the nuclear spin to the spin and orbital angu-
lar momentum of its surrounding electrons respectively.
Henceforth, the sum B0+Bmacro is simply written as B.
For I = 3/2, three NMR lines occur, corresponding to the
nuclear transitions 〈mI ↔ mI − 1〉. There are two NMR
active Ba isotopes, 135Ba with 135γ/2π = 4.2295MHz/T
and 137Ba with 137γ/2π = 4.73158MHz/T, both with
I = 3/2. Their respective abundances are 6% and 11%.
Thus, in Ba3CoSb2O9 where there are two crystallo-
graphically inequivalent Ba sites, four sets of three lines
are expected in the NMR spectrum. Figure 19 shows the
NMR spectrum in the paramagnetic state for B ‖,⊥ ĉ,
with the various lines labeled accordingly. The corre-
sponding values of νQ are listed in table II.

Nuclear site νQ(MHz) A‖c(G/µB) A⊥c(G/µB)
137Ba(1) 2.72 -156 -612
137Ba(2) 15.4 -1313 -752
135Ba(1) 1.75 -156 -612
135Ba(2) 9.8 -1313 -752

TABLE II. NMR parameters for the Ba nuclear sites/isotopes.

In the paramagnetic state, Blocal is typically written
as Blocal = (1+K) · B, where K ≡ (Ka,Kb,Kc) is the
NMR shift given by Kα(T ) = Ko

α + Aαχα(T ). Here, α
denotes the field orientation, Ko

α is the temperature in-
dependent orbital contribution, Aα is the hyperfine cou-
pling constant, and χα the susceptibility. Thus, Aα can
be deduced from the slope of a K − χ plot, for which
the implicit parameter is temperature, and Ko

α from the
y-intercept. The results are shown in Fig. 20 for the
different Ba isotopes and nuclear sites, and the relevant
values for Aα are listed in table II.
In the magnetically ordered states, the static Co2+

moments generate a local magnetic field at each Ba
site via the hyperfine interaction, which is the sum
of the direct dipolar and the transferred hyperfine
interactions. The total hyperfine field at the Ba
site due to the i-th Co moment is then given by
Bi

hf = A
i · µi, where the total hyperfine coupling tensor

A
i ≡ A

i
dip + A

i
trans is the sum of the dipolar (Ai

dip)
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FIG. 20. K −χ plots for both Ba sites at B = 8.4524T‖,⊥ ĉ.

and transferred (Ai
trans) terms, and µ

i is the electronic
moment. The dipolar part can be straightforwardly
calculated for the specific crystal geometry as Adip ∼

1
r2




2x2 − y2 − z2 3xy 3xz
3xy −x2 + 2y2 − z2 3yz
3xz 3yz −x2 − y2 + 2z2


 ,

where r = (x, y, z) is the relative distance of the Co
moment from the Ba site. Calculating accordingly the
dipolar field generated at the Ba(1) site by the Co
moments in a 50a radius around it, we find that ∼ 95%
originates with the contribution from the near-neighbor
ions in adjacent layers at ri = (0, 0,±c/4), with i = o, e
(see Fig. 18). Hence, we approximate the dipolar part
of the hyperfine coupling as predominantly coming from
the two nearest-neighbors, which gives

A
i
dip =




−187 0 0
0 −187 0
0 0 375


G/µB.

The short-range transferred hyperfine coupling term for
Ba(1) is dominated by the interaction with the two near-
neighbor Co moments. Thanks to the local symmetry of
the Ba(1) site (point group 6̄m2), it can be written as

A
i
trans =




Aaa 0 0
0 Aaa 0
0 0 Acc


,

where i = o, e. Then, in the paramagnetic phase, where
the electronic moment is uniform µ

i ≡ 〈µ〉, the total

hyperfine field at the Ba(1) site is Bhf =
(∑

o,eA
i
)
·〈µ〉,

and, using the experimentally determined constants from
the K − χ plot, it follows that Baa = −119G/µB and
Bcc = −453G/µB. Thus, for the analysis of the NMR
spectra in the ordered states, the total hyperfine field at
each Ba(1) site is taken to be Bhf = A ·(µo + µe), where
the total hyperfine coupling tensor is
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A =




−306 0 0
0 −306 0
0 0 −78



G/µB.

It should be noted that the maximum internal field at
the Ba(1) site due to the total hyperfine interaction is
∼0.15T, while the maximum value of the sum of Lorentz
and demagnetization fields is ∼0.004T. Thus, even if
these fields were perpendicular to the applied field B0,
the direction of Blocal would be tilted less than a de-
gree away from that of B0 for the field values in our ex-
periment (e.g. for B0=10T, arccos(10/

√
102 + 0.152) ≃

0.85o). Hence, the direction of B0 can be assumed as
defining the nuclear spin quantization axis throughout
the accessed phase diagram.
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FIG. 21. NMR frequency of the 137Ba(2) central transition
vs. θ for B = 8.4524T and T = 6K.

The crystal orientation was verified by mapping the

resonance frequency of the 137Ba(2) nuclear central tran-
sition for a rotating applied field in the ac-plane. The
results are plotted in Fig. 21 as a function of the angle
θ from the ĉ-axis. Red (blue) data points correspond to
experimental runs for rotation with increasing (decreas-
ing) θ. The solid line shows the relevant expected fre-
quency value as of Eq. (12), which up to second order
in νQ is given by ν = γB

(
1 +Ka sin

2 θ +Kc cos
2 θ

)
+

3ν2

Q

16γB

(
1− cos2 θ

) (
1− 9 cos2 θ

)
. The shift components

Ka, Kc are determined by the local maxima positions
in Fig. 21.

The spin-lattice relaxation time T1 of 137Ba(1) was
measured using the saturation recovery method, where
after saturation the magnetization recovery profile is
compared to the expectation for magnetic relaxation of
the I = 3/2 central transition,

M(t) = M0

(
1− 0.1e−t/T1 − 0.9e−6t/T1

)
. (13)

In the magnetically ordered states, the magnetization re-
covery was not well-described by Eq.(13) due to a distri-
bution of relaxation times, thus a stretched exponential
analysis was employed. Specifically, the data were fitted
to the stretched exponential equivalent of Eq.(13),

M(t) = M0

(
1− 0.1e−(t/T1)

β − 0.9e−(6t/T1)
β
)
, (14)

where the phenomenological exponent β ∼ 0.5 − 0.6 in
the ordered states and β → 1 above the transition tem-
perature TN .
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