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Motivated by recent observations of charge order in the pseudogap regime of hole-doped cuprates, we show that criss-crossed stripe order can be stabilized by coherent, momentum-dependent interlayer tunneling, which is known to be present in several cuprate materials. We further describe how subtle variations in the couplings between layers can lead to a variety of stripe ordering arrangements, and discuss the implications of our results for recent experiments in underdoped cuprates.

I. INTRODUCTION

There is a growing body of experimental evidence suggesting that charge order develops within the pseudogap regime, and competes with superconductivity in several of the hole-doped cuprates. In low magnetic fields, the range of doping over which Fermi surface reconstruction has been inferred from transport measurements in YBa2Cu3O6+x (YBCO)1 coincides roughly with the onset of short ranged, incommensurate charge order as seen in X-ray scattering measurements.2-3 NMR measurements of quadrupolar frequency broadening have also revealed that this low field order is static,4 however there is also NMR evidence for unidirectional charge order induced at high magnetic field.5 In the same region where quantum oscillation measurements find small electronlike pockets.6,7 While the relationship between the low and high field ordering tendencies remains uncertain, these experiments clearly reveal that charge order is an important feature of cuprate physics.

Inelastic X-ray scattering experiments have shown that charge order in underdoped YBCO is short ranged, and exhibits peaks at two wave-vectors, Qx = 2π(qx, 0, 0, 5) and Qy = 2π(0, qy, 0, 5), where qx ≈ qy is weakly doping dependent.8-12 and incommensurate with the underlying lattice (qx,y ≈ 0.31 for 12% hole doped samples13). Furthermore, while the X-ray peak magnitudes at Qx and Qy are roughly equal near one-eighth doping, significant anisotropies develop at other hole concentrations.14-16 A common interpretation of these experiments is that they reveal a form of checkerboard charge order, i.e. each layer consists of equal amplitudes of density waves ordered at Qz and Qy, but it is also possible that the anisotropy in peak magnitudes at some dopings reflects an underlying tendency to unidirectional or ‘striped’ states. Striped phases, which have been observed in doped LaBaCuO4,17 LaSrCuO418 and Bi2Sr2CaCu2O8,19 break distinct symmetries compared to checkerboard order, and their presence in YBCO would suggest that the physics of the copper oxide plane is universal. The X-ray patterns observed in YBCO could correspond to domains of x- and y-directed stripes20 but a more exotic possibility is that the density wave order is staggered, orienting along Qx in one layer then along Qy in adjacent layers. We refer to such a state as a ‘criss-crossed pattern of stripes.’

A criss-crossed pattern is reminiscent of the stripe order found in the ‘214’ family of cuprates. In one-eighth doped LaBaCuO4 for instance, a pattern of orthogonal stripes has been confirmed by X-ray and neutron diffraction studies21-22 and is commonly understood as being induced by the alternating tilt directions of CuO6 octahedra from one layer to the next. While it is appealing to speculate that the stripe ordering tendencies might be universal among different cuprates, it is unclear why a criss-crossed pattern would occur in a weakly orthorhombic material such as YBCO, where such structural ‘source terms’ for orthogonality are absent. Here, we identify, at a qualitative level, aspects of the cuprate electronic structure that help stabilize a criss-crossed pattern of stripe order.

Given the layered nature of the cuprate materials, it is natural to suppose that the dominant correlations - including those responsible for superconductivity, antiferromagnetism, charge order, and the pseudogap - occur within a plane of the material. However, in principle, it is conceivable that weak couplings between layers can lead to new arrangements of these phases, an example being criss-crossed patterns of stripes. Our main conclusion is that in the presence of momentum-dependent interlayer tunneling - precisely of the form that has been shown to occur in many cuprate materials20-21 - phase transitions can occur between parallel and criss-crossed patterns of stripe order. To the extent that the physics within a copper oxide plane is universal, it is plausible that subtle changes in the couplings between the layers can account for the variations in density-wave correlations observed at different dopings of YBCO.

Our results are based on a mean-field analysis of a bilayer system, in which there are strong tendencies to form unidirectional charge density waves (CDWs) in each layer. We do not speculate on the microscopic origins of the density waves here; this question has been addressed to a considerable extent in the literature.22-31 Instead, we will assume that each layer exhibits a propensity towards unidirectional CDW (stripe) formation and ask how the coupling between layers affects the charge order. We first consider the Landau-Ginzburg theory of a bilayer system in Sec. 21 where a variety of symmetry-distinct stripe orderings can arise from simple phenomenological interactions. In Sec. 23 we perform an explicit Hartree-Fock study of the bilayer system at zero temperature, which
demonstrates the contrasting roles of interlayer tunneling and Coulomb interactions in controlling the relative orientation of stripes. Next, we study the system at finite temperature in Sec. IV while in Sec. V we discuss how our model bilayer results can be generalized to multiple layers in three dimensional systems such as YBCO. We close with a discussion of how our results can be interpreted in the context of the cuprates, emphasizing the doping dependence of charge order, as well as the role of qened disorder.

II. LANDAU GINZBURG THEORY OF CRISS-CROSSED STRIPES

The various arrangements of striped phases and the symmetries they break, can be understood by first considering the Landau Ginzburg (LG) theory of a layered disorder-free tetragonal system in which incommensurate, unidirectional charge density waves (stripes) onset continuously at a charge ordering temperature $T_{CO}$.

The $C_4$ symmetry of the lattice allows for density waves in two inequivalent directions. We therefore introduce a complex, vector order parameter $\vec{\phi}_\lambda = (\phi_{\lambda,x}, \phi_{\lambda,y})$ to represent the charge modulations in layer $\lambda$, such that the charge density at position $\vec{r}$ is given by

$$\rho_\lambda(\vec{r}) = \rho + [\phi_{\lambda,x}(\vec{r})e^{iQx} + \phi_{\lambda,y}(\vec{r})e^{iQy} + c.c.] . \quad (1)$$

The ordering vector magnitude $Q$ is equivalent in the $x$ and $y$ directions and $\rho$ is the average charge density. Near to $T_{CO}$, the free energy of a layered system can be expanded in powers of these order parameters. It is natural to divide the free energy into two parts, $F = F_{\text{in-plane}} + F_{\text{inter-plane}}$, where the in-plane contribution contains the dominant energy scales, is the same for all layers and has the general form

$$F_{\text{in-plane}} = r \left( |\phi_{\lambda,x}|^2 + |\phi_{\lambda,y}|^2 \right) + u \left( |\phi_{\lambda,x}|^2 + |\phi_{\lambda,y}|^2 \right)^2 + w|\phi_{\lambda,x}|^2|\phi_{\lambda,y}|^2, \quad (2)$$

to quartic order in $\phi$'s. The mechanism that drives charge ordering is contained in this expression, with the sign of $w$ determining whether there is striped ($w > 0$) or checkerboard order ($w < 0$). For a single tetragonal layer, only one component of $\vec{\phi}$ has a non-zero expectation value in the striped state, while in a checkerboard state both components of develop equal magnitudes. The checkerboard phase therefore breaks a $U(1) \times U(1)$ symmetry corresponding to the phases of the incommensurate density waves in the $x$ and $y$ directions. On the other hand, the striped phase breaks a single $U(1)$ symmetry in addition to a discrete Ising symmetry associated with its direction. We note that the above distinctions between checkerboard and stripe order are not present in an orthorhombic environment where there can be a split transition, below which both components of $\vec{\phi}$ are non zero but their relative amplitudes controlled by the degree of orthorhombicity.

Our microscopic calculations of Sec. III find predominantly stripe order in single layers, so we henceforth assume $w > 0$ when generalizing to bilayers. The relative orientation of stripes in neighboring layers is then determined by the $F_{\text{inter-plane}}$. In terms of $\vec{\phi}_\lambda$ for layers $\lambda = 1, 2$ of a tetragonal bilayer system, this free energy expansion takes the form

$$F_{\text{inter-plane}} = \alpha (\vec{\phi}_1 \cdot \vec{\phi}_2 + c.c.) + \beta |\vec{\phi}_1 \cdot \vec{\phi}_2|^2 + \gamma |\vec{\phi}_1 \times \vec{\phi}_2|^2. \quad (3)$$

Inter-plane couplings therefore have two main effects: near $T_{CO}$ where the order parameter magnitude is small, the bilinear term dominates, favoring parallel stripes with the sign of $\alpha$ determining their relative phase. Then, provided $\alpha$ is relatively small, there can be a transition to perpendicularly stacked (criss-crossed) stripes as the temperature is lowered and the magnitude of $\vec{\phi}$ grows so that the biquadratic terms become important. This transition is possible if $\beta > \gamma$, while the opposite sign chooses parallel stripes. Intuitively the difference of the two biquadratic terms in Eq. 3 contains a ‘quadrupolar’ interaction, which is repulsive when $\beta > \gamma$, favoring the criss-crossed stripe order.

While the parallel phases break identical symmetries as their single layer striped counterparts, the criss-crossed phase breaks $U(1) \times Z_2$ symmetry in each layer, but preserves 90 degree rotation followed by mirror reflection through a horizontal plane lying half-way between the bilayer. Importantly, the criss-crossed phase breaks translation symmetry in both $x$- and $y$- directions, so the two components of $\vec{\phi}_\lambda$ are generically non-zero within a given layer $\lambda$. However the amplitudes of the density wave modulations in the two directions will be strongly anisotropic, reflecting the underlying tendency towards stripe order. As we show in the next sections, an explicit Hartree-Fock minimization finds either parallel or criss-crossed phases with precisely these symmetries, where the coefficients $\alpha, \beta$ and $\gamma$ are controlled by the strength and form of interlayer tunneling and interactions.

III. MICROSCOPIC MODEL

Our microscopic model involves two layers that are coupled via coherent electron tunneling (of strength $t_{\perp}$) and Coulomb interactions ($V_{\perp}$). As discussed earlier, we impose an effective in-plane interaction to favor CDWs at wavevectors of our choosing. For simplicity, we ignore the electron spin degrees of freedom, and study density waves of commensurability 2 and 3 allowing ordering in the lattice $x$ and $y$ directions. Denoting the spinless electron creation operators in layer $\lambda$ by $c_{k\lambda}^\dagger$ where $k$ is an in-plane momentum, the Hamiltonian has the form
\[ H = H_t + H_V, \]
where \( \tau^x \) is the Pauli \( x \)-matrix, and the bare band structure is chosen to represent a typical single layer cuprate bandstructure, \( \text{i.e.} \, \varepsilon_k = -2t(\cos k_x + \cos k_y) + 4t' \cos k_x \cos k_y, \)
with \( t = 1 \) and \( t' = 0.3t \), while \( \mu \) is chosen to work at half filling. Meanwhile the interlayer tunneling \( t_\perp(k) \) is

\[ t_\perp(k) = \frac{t_1}{4} (\cos k_x - \cos k_y)^2, \]

though we will later vary this form to determine how interlayer tunneling can affect our results. This form of interlayer tunneling in the cuprates was originally inferred from the reduced splitting of hybridized bands in nodal terlayer tunneling in the cuprates was originally inferred, and subsequently confirmed for tetragonal structures by ab-initio studies.

For stripes at ordering vectors \( Q_x = (Q, 0) \) and \( Q_y = (0, Q) \), the in-plane interaction must be attractive and peaked at these vectors, so we adopt the model interaction \[ V_{11}(q) = V_{22}(q) = -V(Q, Q_x + \delta Q_x, Q_y), \]
with ordering vectors of magnitude \( Q = \pi \) and \( Q = 2\pi/3 \). Since there is no nesting instability of the Fermi surface to CDW order at these wavevectors, we require in-plane interaction magnitudes of the order of the bandwidth to generate density waves. Our explicit results were obtained for \( V \)'s in the range \( 5t \) to \( 10t \). Finally, we choose the inter-plane interactions to be short ranged, with \[ V_{12}(q) = V_{21}(q) = V_\perp/2. \]

We now introduce a trial Hamiltonian that allows density waves in both the \( \hat{x} \) and \( \hat{y} \) directions, and minimize the free energy \( F_0 = F_{tr} + \langle H - H_{tr} \rangle_{tr} \), where expectation values are taken with respect to the trial Hamiltonian. This quadratic trial Hamiltonian has the form \[ H_{tr} = H_t + H_\phi, \]
with

\[ H_\phi = \sum_{k, \lambda} \phi_{\lambda, x} c_{\lambda, k + Q, x} c_{\lambda, k} + \phi_{\lambda, y} c_{\lambda, k + Q, y} c_{\lambda, k} + (\text{h.c.}) \]

where \( \phi \)'s are now variational parameters, and we also adjust the chemical potential in order to work at fixed density. The free energy minimization yields self consistency equations for \( \phi_{\lambda, i} \)'s of the form

\[ \phi_{\lambda, i} = \sum_k -V(c_{\lambda, k}^\dagger c_{\lambda, k + Q} + h.c.) + V_{\perp}(c_{\lambda, k}^\dagger c_{\lambda, k + Q, i} + h.c.), \]

where \( \lambda' \neq \lambda \). These equations are numerically iterated to achieve self consistency.

For a single (uncoupled) layer, we find stripes in either direction as degenerate solutions. We stress that the checkerboard pattern is not the variational minimum of the present model; instead stripe phases have a lower variational free energy. This reflects the lack of a Fermi surface instability at these wavevectors; while checkerboard states are expected in weak coupling studies where they destroy larger portions of the Fermi surface than striped states and hence are energetically favorable, this intution does not apply when \( \phi \)'s are large due to stronger couplings.

Upon coupling the layers, we obtain three classes of self consistent solutions at zero temperature, representing the different orientations the stripes can form. The CDW order parameter in these phases take on the following values (zero if not shown):

1. **Parallel in-phase**: \( \phi_{1, x} = \phi_{2, x} = \Phi \)
2. **Parallel anti-phase**: \( \phi_{1, x} = -\phi_{2, x} = \Phi \)
3. **Criss-Crossed**: \( \phi_{1, x} = \phi_{2, y} = \Phi, \) and \( \phi_{1, y} = \phi_{2, x} = \delta \ll \Phi, \)

and equivalent solutions are obtained by interchanging \( x \) and \( y \). We see that the symmetry considerations of the previous sections are manifest; while the two parallel phases have only a single non-zero component of \( \phi \) in each layer, both components are non-zero in the criss-crossed phase, but with strongly anisotropic magnitudes. The magnitude of this anisotropy is controlled by the ratio of inter- to intra-layer couplings, and is typically on the order of \( [|\delta|/\Phi| < 0.1 \) for all regions of the phase diagram. While all three states are valid self consistent solutions at zero temperature, comparison of their free energies yields a phase diagram in the plane of \( V_\perp \) and \( t_\perp \) as shown in Fig. [1].
FIG. 2. The electron spectral functions of the reconstructed Fermi surfaces of $Q = 2\pi/3$ density waves in bilayer systems with weak $k$ dependent interlayer tunneling, $t_\perp/4 = 0.1t$. (a) For reference we show the reconstruction for a checkerboard pattern in each layer i.e. all $\phi$’s are equal in magnitude, (b) a criss-crossed pattern of stripes, and (c) a parallel pattern of stripes. The red dashed lines overlaid in (c) show the bare (unreconstructed) Fermi surface with bilayer splitting ($t_\perp/4 = 0.1t$).

We see that parallel striped states are favored when Coulomb interactions are the important interlayer energy scale: for a positive (repulsive) $V_\perp$, the density waves are out of phase as this enables the system to minimize the repulsion. Conversely, an effective attraction between charges supports an in-phase alignment of density waves. On the other hand, when coherent interlayer tunneling is the dominant interlayer energy scale, a criss-crossed phase is stabilized. There are first order phase boundaries with $V_\perp \sim t_\perp^2$ between parallel and criss-crossed phases.

Up to now, all results have been for an interlayer tunneling of the form given in Eq. \(1\). An interesting feature is the shifting of phase boundaries ‘downwards’ upon adding some uniform, $k$ independent component to the interlayer tunneling (blue dashed phase boundaries in Fig. \(1\)). Indeed, if the tunneling is purely uniform, the criss-crossed phase can only be stabilized when interlayer interactions are attractive. This is because a momentum-dependent interlayer tunneling induces effective interactions (which in the small tunneling regime are $O(t_\perp^2/t)$) that weaken the Coulomb repulsion between layers; for a momentum-independent tunneling, this suppression is absent.

Finally, let us examine the Fermi surface reconstructions produced by these phases. Figure \(2\) shows the electronic spectral function of the reconstructed Fermi surfaces in the parallel and criss-crossed phases, along with a checkerboard state for reference. This has been done for the parent band structure given by $H_k$ in Eq. \(1\) where interlayer tunneling results in a bilayer splitting in all but the nodal directions. We show the Fermi surfaces produced by period three density waves of small amplitude, having treated the density wave magnitude as an external parameter in order to illustrate the reconstruction. The parallel and criss-crossed phases produce very different reconstructions reflecting their distinct broken symmetries. The former has a large hole pocket, while the checkerboard and criss-crossed patterns have similar Fermi surfaces, the major features of which are an electron pocket in the nodal direction, with smaller hole pockets nearby. Thus, while the checkerboard and criss-crossed phases are likely to arise from disparate microscopic mechanisms, they each break translation symmetry in both $x$- and $y$-directions and resulting in similar Fermi surface reconstructions. The formation of such nodal electron pockets from checkerboard charge order was first proposed by Harrison and Sebastian and while several quantum oscillation measurements have found evidence for the presence of small electron pockets their nodal location has only recently been experimentally deduced.

IV. FINITE TEMPERATURE

From the phenomenological considerations of Sec. \(1\) we expect a parallel phase to emerge at the transition temperature (where the bilinear term in the free energy is important), with the criss-crossed phase possibly arising at a lower temperature. Numerically solving the self consistency relations (Eq. \(7\)) at finite temperature reveals precisely this behavior. Fig. \(3\) shows the phase diagram as a function of $t_\perp$ for a small positive $V_\perp$, where the upper transition is continuous, while the criss-crossed phase onsets at a first order transition.

We may further verify these results by deriving the Landau Ginzburg theory corresponding to our microscopic model. Since the charge density waves onset continuously, we integrate out fermions in the model of Eq. \(4\) and expand the free energy in powers of the order parameter fields near to this transition. Once more, our interest lies in the interlayer terms, which take the form shown in Eq. \(3\). The details of this procedure are given in the Appendices, where we evaluate the coefficients $\alpha$, $\beta$ and $\gamma$ of the interlayer free energy (given explicitly by Equations \(13\)), employing the usual hotspot approximations in evaluating these Fermi surface integrals. The coefficient $\alpha$ has contributions from both the interlayer interactions at $O(V_\perp/V^2)$, and interlayer tunneling at $O(t_\perp^2/t^2)$. On the other hand, the quartic coefficients depend purely on interlayer tunneling with lowest order contributions of $O(t_\perp^2/t^2)$ from several hotspots.

The main result here is that due to the suppression of tunneling near to the hotspots of the Fermi sur-
face (brought about by the momentum dependent interlayer tunneling), the resulting induced Coulomb interaction governed by the coefficient $\alpha$ is strongly and preferentially suppressed (compared to $\beta$ and $\gamma$). This therefore reduces the tendency of forming parallel states and is the mechanism allowing a transition to the criss-crossed phase as the temperature is lowered and the quartic terms to dominate. It is important to note that while our numerical studies were done for commensurate CDW’s, these phenomenological arguments hold for general wavevectors and so are appropriate for the experimentally relevant incommensurate charge orders seen in the cuprates.

V. DISCUSSION

At this stage, our studies of bilayer systems have revealed the presence of perpendicular or parallel striped phases depending on the relative importance of tunneling and interactions between layers. It is then natural to ask how these states are generalized in a layered, three dimensional structure. Focussing on a YBCO-like structure, with an inter-bilayer distance that is roughly three times the intra-bilayer separation, we can generally expect the tunneling within a bilayer to be much stronger than between separate bilayers. It is therefore likely that neighboring layers in adjacent bilayers will be in the Coulomb dominated regime of Fig. 1, forcing the stripes in adjacent layers but neighboring bilayers to be parallel but out of phase.

This results in two possible multi-layer configurations as illustrated in Fig. 4. Where the density waves within a bilayer are in the criss-crossed phase, the multi-layer generalization breaks (discrete) translation symmetry in the $c$ directions, along with horizontal mirror symmetries. In addition, vertical mirror plane symmetries in both directions may be broken when incommensurate density waves—which are not pinned to a lattice—are present (these incommensurate striped phases are not shown in Fig. 4). Alternatively, when density waves are in the parallel phase within each bilayer, translation symmetry in the $c$ direction is preserved, although the same horizontal mirror symmetry is broken. Here, only a single vertical mirror plane symmetry is broken when incommensurate stripes are present.

So far, we have not taken into account the role of quenched disorder, which likely plays a deciding role in the cuprate phase diagram. Incommensurate charge density waves cannot exhibit long range order in three spatial dimensions in the presence of random field disorder; nevertheless, the component of the charge order corresponding to discrete symmetry breaking can retain long range correlations. The static nature of the charge order along with evidence for long ranged nematicity supports the notion that disorder is important to cuprate phenomenology, and was explored recently in Ref. 40. In the present context, the parallel stripe phase has a nematic component which can remain long range ordered in the presence of quenched random fields. In the case of crisscrossed stripes, the order breaks mirror symmetries, which remain stable to weak random field disorder. The occurrence of a zero-field Nernst effect, which was recently observed in LBCO at 1/8th doping.

FIG. 3. The phase diagram as a function of temperature for a small positive $V_\perp = 0.1t$, showing a continuous transition from the state with no CDW order into the Parallel Anti-Phase state (solid curve), followed by a first order transition to a criss-crossed configuration of density waves (dashed curve).

FIG. 4. The multilayer states that result from generalizing (a) criss-crossed phases and (b) parallel phases. Red (Blue) represent regions of high (low) charge density, and the lighter colored stripes in (a) reflect the small transverse modulations of magnitude $\delta$ within each layer for the criss-crossed phase. Both break horizontal mirror plane symmetries ($\hat{\sigma}_x$), while vertical translation symmetry is broken by the state in (a).
along with measurements of an anomalous linear dichroism in YBCO and LBCO\textsuperscript{[13]} is consistent with such a mirror symmetry breaking phase, and is possible even without broken time-reversal symmetry.

Finally, let us discuss the relevance of these results to the doping dependence of charge order inferred from X-ray data in YBCO. Charge order has been seen to onset between 100K and 150K for hole concentrations in the range 7.8\% to 13.2\%.\textsuperscript{[6]} However, as previously mentioned, the X-ray peak magnitudes show a doping dependent anisotropy (which is minimal at one-eight doping)\textsuperscript{[13-14]} Crucially, given that the orthorhombicity is small, strongly anisotropic peak magnitudes can only be consistent with stripe like order. Thus, assuming universality of the charge ordering tendencies in YBCO, it is likely that the charge density waves are indeed stripe-like (and not checkerboard) at all dopings.\textsuperscript{[15]} The role of interlayer couplings now becomes clear: subtle changes in the interlayer physics at different dopings or chain configurations can lead to a variety of stripe-like patterns. It is therefore plausible that the asymmetry in X-ray peak heights in Ortho II samples is due to the presence of a parallel striped phase, while closer to one-eighth doping, small differences in interlayer couplings result in a criss-crossed state that gives roughly equal magnitude X-ray peaks in the \( x \) and \( y \) directions.

VI. CONCLUSIONS

In summary, we have shown how unidirectional charge density waves in coupled bilayers can form either parallel or criss-phases depending on the form and strength of interlayer couplings and have suggested that these striped states provide a simple explanation for the observed doping dependence of charge order in YBCO. We have also argued that upon generalizing to multiple layers, this can lead to a variety of states which break mirror and \( C_4 \) rotation symmetries which may survive in the presence of quenched disorder. Indeed, while there is now a convincing case for short ranged incommensurate charge order in the pseudogap regime of the cuprates, there remains evidence of thermodynamic phase transitions to broken symmetry states at similar temperatures from probes such as the Kerr effect\textsuperscript{[13-14]} whose relationship to charge order at present remains poorly understood.\textsuperscript{[15]}
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There are many subtle issues in distinguishing striped from checkerboard order from X-ray data when the order is not long ranged. See Sec.V of the Supplemental Material or also Ref. 39.

The existence of various types of density wave order, both at zero and finite temperature in the single layer model has been previously studied in the presence of electron mechanism for establishment of a chiral phase, unlike previous studies. 40–42.

Under certain conditions, the criss-crossed phase may become chiral with the handedness of the chirality breaking a Z₂ symmetry. This is possible when bond density waves (with order parameter Δₙ) are also present in the clean system. A pattern of commensurate charge and bond density waves, which is perpendicular from layer to layer, in but which the CDW switches sign between alternate layers will be chiral, with the order parameter $\chi = \sum_\lambda \hat{z} \cdot (\hat{n}_\lambda \times \hat{n}_{\lambda+1})$, where the vector $\hat{n}_\lambda$ in each layer is $\hat{n}_\lambda = \phi_{\lambda,x} \Delta_{\lambda,x} \hat{x} + \phi_{\lambda,y} \Delta_{\lambda,y} \hat{y}$. This suggests a purely electronic mechanism for establishment of a chiral phase, unlike previous studies. 43–45.

The period 3 density wave is close to the experimentally observed ordering vector of $|Q| \approx 2\pi \cdot 0.31$, we have chosen low order commensurate density waves for technical convenience as this greatly simplifies the sums over the reduced Brillouin zone (e.g. a period 3 density wave in both $x$ and $y$ directions corresponds to a Brillouin zone (BZ) that is 1/9th the original BZ. This means that the two layer Hamiltonian is an 18 × 18 matrix, which is relatively simple to numerically analyze). 46–48.

While a period 3 density wave is close to the experimentally observed ordering vector of $|Q| \approx 2\pi \cdot 0.31$, we have chosen low order commensurate density waves for technical convenience as this greatly simplifies the sums over the reduced Brillouin zone (e.g. a period 3 density wave in both $x$ and $y$ directions corresponds to a Brillouin zone (BZ) that is 1/9th the original BZ. This means that the two layer Hamiltonian is an 18 × 18 matrix, which is relatively simple to numerically analyze). 46–48.
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Appendix A: Landau Ginzburg theory

The Landau Ginzburg theory for this model of two layers can be introduced by starting with a Hamiltonian that produces density waves within each layer at wave-vector $Q_i$. This takes the form

$$H = \sum_{k} \sum_{\lambda,\lambda'} (\varepsilon_{k,\lambda'} - \mu \delta_{\lambda,\lambda'}) \left( c_{k,\lambda'}^+ c_{k,\lambda} + h.c. \right) + \sum_{k, k'; i} \sum_{\lambda,\lambda'} V_{\lambda,\lambda'}(Q_i) c_{k+Q_i,\lambda}^+ c_{k',-Q_i,\lambda} c_{k',\lambda'}.$$ (A1)

where the interaction matrix is $V_{\lambda,\lambda'} = -V \delta_{\lambda,\lambda'} + (V/2) \tau_{\lambda,\lambda'}^x$, while the kinetic term is $\varepsilon_{k,\lambda'} = \varepsilon(k) \delta_{\lambda,\lambda'} + t_{\lambda,\lambda'}^x$. The partition function then takes the form

$$Z = \int \mathcal{D} [\bar{\psi}, \psi] \ e^{-S[\bar{\psi},\psi]}$$

$$S = \int_0^{1/T} d\tau \mathcal{L}(k, \tau)$$ (A2)

where the Lagrangian is given by

$$\mathcal{L} = \sum_{k,\lambda,\lambda'} \bar{\psi}_{k,\lambda} (\partial_\tau \delta_{\lambda,\lambda'} + \varepsilon_{k,\lambda'} - \mu) \psi_{k,\lambda'} - \sum_{k, k'; i} \sum_{\lambda,\lambda'} V_{\lambda,\lambda'} \bar{\psi}_{k+Q_i,\lambda} \psi_{k',-Q_i,\lambda} \psi_{k',\lambda'}. $$ (A3)

We then perform the usual Hubbard-Stratonovich decomposition, by introducing the auxiliary fields $\phi_\lambda(Q_i) = \sum_k \bar{\psi}_{k'-Q_i,\lambda} \psi_{k',\lambda}$ (no sum over $\lambda$). The resulting Lagrangian has the form

$$\mathcal{L} = \sum_{i,\lambda,\lambda'} V_{\lambda,\lambda'}^{-1} \phi_{\lambda,i} \phi_{\lambda,i}^* (Q_i) + \sum_{k, k'; i} \sum_{\lambda,\lambda'} \bar{\psi}_{k,\lambda} G_{k,\lambda'}^{-1} \psi_{k',\lambda'}$$ (A4)

where

$$V_{\lambda,\lambda'}^{-1} = -\frac{1}{V} \delta_{\lambda,\lambda'} + \frac{V}{2V^2} \tau_{\lambda,\lambda'} + O \left( \frac{V^2}{V^3} \right) $$ (A5)

We can now integrate out fermions exactly, to obtain a Lagrangian purely in terms of the fields $\phi_\lambda(Q_i) = \phi_{\lambda,i}$. The new Lagrangian is

$$\mathcal{L} = \sum_{i,\lambda,\lambda'} V_{\lambda,\lambda'}^{-1} \phi_{\lambda,i} \phi_{\lambda,i}^* - \text{Tr} \ln G^{-1}(\phi_{\lambda,i})$$ (A6)

Instead of focussing on specific $Q_i$'s, we can treat some general $q$, in which case the full Green’s function is given by

$$G^{-1} = [-G_0^{-1} \delta_{k,k'} - \phi_{\lambda,q} \delta_{k',k-q}] \delta_{\lambda,\lambda'} + t_{\lambda,\lambda'} \tau_{\lambda,\lambda'}, $$ (A7)

where we have defined the bare Green’s function

$$G_0(k) = G_0(k, i\omega_n) = \frac{1}{i\omega_n - \varepsilon_k - \mu}$$ (A8)

Upon performing this expansion, up to second order in $t_{\lambda}$ and fourth order in $\phi$, we find that the free energy takes the form

$$\mathcal{L} = r_1 \left( |\phi_{1x}|^2 + |\phi_{1y}|^2 + |\phi_{2x}|^2 + |\phi_{2y}|^2 \right) + r_2 \left( |\phi_{1x}\phi_{2x}^*| + |\phi_{1y}\phi_{2y}^*| \right) + u_1 \left( |\phi_{1x}|^4 + |\phi_{1y}|^4 + |\phi_{2x}|^4 + |\phi_{2y}|^4 \right)$$

$$\text{+} v_1 \left( |\phi_{1x}\phi_{1y}^*|^2 + |\phi_{2x}\phi_{2y}^*|^2 \right) + v_2 \left( |\phi_{1x}\phi_{2x}^*|^2 + |\phi_{1y}\phi_{2y}^*|^2 \right) + v_4 \left( |\phi_{1x}\phi_{2y}^*|^2 + |\phi_{1y}\phi_{2x}^*|^2 \right)$$

$$\text{+} w_1 \left( \phi_{1x}\phi_{1y}\phi_{2x}^*\phi_{2y}^* + c.c. \right) + w_2 \left( \phi_{1x}\phi_{1y}\phi_{2x}\phi_{2y} + c.c. \right).$$ (A9)

We are primarily interested in the terms which involve couplings between layers, and these can be re-written in exactly the way we did in Eq. 3

$$\mathcal{L}_{\text{interlayer}} = \alpha \left( \phi_{1x}\phi_{2x}^* + \phi_{1y}\phi_{2y}^* + c.c. \right) + \beta |\phi_{1x}\phi_{2x}^* + \phi_{1y}\phi_{2y}^*|^2 + \gamma |\phi_{1x}\phi_{2y}^* - \phi_{1y}\phi_{2x}^*|^2 $$ (A10)
The four diagrams for state is formed. We have assumed that the dominant energy scales of the problem occur within each plane (interlayer intra- where \( T \) is the temperature. These diagrams for \( G \) \( G \) \( G \) \( G \) are given by:

\[
\alpha = \frac{V_{\perp}}{2\sqrt{2}} + T \sum_{i\omega_n} \int \frac{d^2k}{(2\pi)^2} G^2(k)G^2(k + q_x)t_\perp(k)t_\perp(k + q_x) \tag{A11}
\]

\[
\beta = T \sum_{i\omega_n} \int \frac{d^2k}{(2\pi)^2} G^4(k) [G(k + q_x) + G(k - q_x)]^2 t_\perp^2(k) \tag{A12}
\]

\[
\gamma = T \sum_{i\omega_n} \int \frac{d^2k}{(2\pi)^2} G^4(k) [G(k + q_x) + G(k - q_x)] [G(k + q_y) + G(k - q_y)] t_\perp^2(k) \tag{A13}
\]

where \( T \) is the temperature. These diagrams for \( \beta \) and \( \gamma \) are shown in Figures 6a and 6b.

### Appendix B: Analysis of free energy

Before proceeding with the detailed evaluations of the coefficients in the Landau Ginzburg theory, let us examine its structure. We have divided the free energy into \textit{intra-} and \textit{inter-} layer terms: \( F = F_{\text{in plane}} + F_{\text{inter plane}} \), with

\[
F_{\text{in plane}} = r \left( |\phi_{\lambda,x}|^2 + |\phi_{\lambda,y}|^2 \right) + u \left( |\phi_{\lambda,x}|^2 + |\phi_{\lambda,y}|^2 \right)^2 + w|\phi_{\lambda,x}|^2|\phi_{\lambda,y}|^2. \tag{B1}
\]

The charge density waves onset when \( r = (T - T_{cdw}) < 0 \), and we will henceforth assume that \( w > 0 \) so that a striped state is formed. We have assumed that the dominant energy scales of the problem occur within each plane (interlayer terms come at \( O(t^2_{\perp}) \)), and so the magnitude of \( \phi \) is controlled by these \textit{intra-}layer terms. Minimizing the above
energy we have $|\phi_x| = \sqrt{|r|/2\pi}$ in the ordered state, where we have assumed that $\phi_y$ does not order. Then, using the vector notation $\vec{\phi}_\lambda = (\phi_{\lambda,x}, \phi_{\lambda,y})$, the inter-layer free energy has the form:

$$F_{\text{inter-plane}} = \alpha \left( \vec{\phi}_1 \cdot \vec{\phi}_2 + \text{c.c.} \right) + \beta \left| \vec{\phi}_1 \times \vec{\phi}_2 \right|^2 + \gamma \left| \vec{\phi}_1 \times \vec{\phi}_2 \right|^2.$$  \hspace{1cm} (B2)

This equation controls the orientation of stripes. Near to the CDW transition, we see that the bilinear coupling $\alpha$ must dominate and so forces parallel density waves. These can be either in-phase or out-of-phase depending on the sign of $\alpha$. Then, at lower temperature (as the magnitude of $\phi$ grows) there can be a first order transition from a parallel to a perpendicular phase provided $\gamma < \beta$.

Schematically, we find that $\alpha$ is suppressed strongly by an interlayer tunneling that is momentum dependent, while $\gamma \equiv \beta - \gamma$ is less affected because it contains contributions from many different parts of the Fermi surface. We also generically find that $\eta > 0$, which can be seen from the form of Equations (A12) and (A13). For general ordering vector $Q$, we see that $\beta$ contains terms such as $G^4(k)G^2(k \pm Q)$ which can connect pairs of hotspots (points on the Fermi surface), unlike the terms in $\gamma$ which involve momenta at three points, which are not generically located on the Fermi surface. We therefore find that $\beta$ is more singular than $\gamma$, and $\eta \equiv \beta - \gamma > 0$.

Within a hotspot approximation, we find that for generic ordering vector magnitudes $|Q|$ the coefficients are

$$\alpha = \frac{V_L}{2V^2} + \frac{t_{\perp 1}^2}{4\pi^2 v_x v_y} \frac{1}{v_y \Lambda}$$  \hspace{1cm} (B3)

$$\beta = \frac{t_{\perp 1}^2}{24\pi^2 v_x v_y} \frac{1}{v_y \Lambda^3} \left[ 1 - 2 \left( \frac{v_y \Lambda}{\xi_{1-x}} \right)^2 + \frac{t_{\perp 2}}{\pi^2 u_x u_y (u_x \Lambda)^3} \left( \frac{u_x \Lambda}{\xi_{3-x}} \right)^4 \right]$$  \hspace{1cm} (B4)

$$\gamma = -\frac{t_{\perp 1}^2}{12\pi^2 v_x v_y} \frac{1}{v_y \Lambda^3} \left[ \left( \frac{v_y \Lambda}{\xi_{1+y}} \right)^2 + \left( \frac{v_y \Lambda}{\xi_{1-y}} \right)^2 \right] + \frac{t_{\perp 2}}{\pi^2 u_x u_y (u_x \Lambda)^3} \left[ \left( \frac{u_x \Lambda}{\xi_{3+y}} \right)^4 + \left( \frac{u_x \Lambda}{\xi_{3-y}} \right)^4 \right]$$  \hspace{1cm} (B5)

where $v_x \gg v_y$ and $u_x \sim v_y \ll u_y \sim v_x$ are Fermi velocities defined at the hotspots, $\Lambda$ is a momentum cutoff, and $\xi_{n\pm 1}$ are constant ($k$ independent) values of the dispersion at various non hotspot positions in the Brillouin zone (see Sec. D1 for details). The hotspot positions depend implicitly on $|Q|$, so the dispersions $\vec{v}$ and $\vec{u}$ will also be $|Q|$ dependent. We have assumed that $(v_x \Lambda/\xi) \ll 1$ which is true for generic (but not all!) momenta. The tunneling terms are equal for uniform interlayer tunneling: $t_{\perp 1} = t_{\perp 2} = t_\perp$, while for an interlayer tunneling that is momentum dependent they are generically less than unity (See Eq. (D12) for analytic expression).

Expanding in $\delta = (v_y \Lambda/\xi) \approx (u_x \Lambda/\xi) \ll 1$, we find that

$$\eta = \beta - \gamma \sim \frac{t_{\perp 1}^2}{24\pi^2 v_x v_y} \frac{1}{v_y \Lambda^3} \left[ 1 + \mathcal{O}(\delta^2) \right] > 0$$  \hspace{1cm} (B6)

which is generally positive (i.e. terms in $\gamma$ are subleading corrections to the $(1/v_y \Lambda)^3$ term of $\beta$.) This means the transition to a perpendicular state is always possible provided $\phi$ is large enough. Meanwhile we see that while $\alpha$ has contributions from only one hotspot, $\eta = \beta - \gamma$ has contributions from both hotspots, and so is not suppressed as strongly as $\alpha$. Thus the transition to a perpendicular phase, which occurs at a temperature $T_\perp = T_{cdw} - u\alpha/(\beta - \gamma)$ becomes possible as $\alpha/(\beta - \gamma)$ becomes smaller.

**Appendix C: Hotspot approximations for integrals**

We can approximate the Landau Ginzburg coefficients by using hotspot approximations for the integrals. Here we schematically demonstrate what these coefficients are in terms of Green’s functions defined at the hotspots:

$$\alpha = \int_{k,\omega_n} G^2(k)G^2(k + q_x)t_{\perp}(k) t_{\perp}(k + q_x)$$

$$= \frac{G_{1}^{2}G_{2}^{2}t_{1}t_{2} + G_{3}^{2}G_{4}^{2}t_{3}t_{4} + G_{5}^{2}G_{6}^{2}t_{5}t_{6} + G_{7}^{2}G_{8}^{2}t_{7}t_{8}}{12}$$

$$= 2 \left( t_{1}^{2}I_{1} + t_{2}^{2}I_{2} \right)$$  \hspace{1cm} (C1)

$$\beta = \frac{t_{\perp 1}^2}{4\pi^2 v_x v_y} \frac{1}{v_y \Lambda^3} \left[ 1 - 2 \left( \frac{v_y \Lambda}{\xi_{1-x}} \right)^2 + \frac{t_{\perp 2}}{\pi^2 u_x u_y (u_x \Lambda)^3} \left( \frac{u_x \Lambda}{\xi_{3-x}} \right)^4 \right]$$

$$\gamma = -\frac{t_{\perp 1}^2}{12\pi^2 v_x v_y} \frac{1}{v_y \Lambda^3} \left[ \left( \frac{v_y \Lambda}{\xi_{1+y}} \right)^2 + \left( \frac{v_y \Lambda}{\xi_{1-y}} \right)^2 \right] + \frac{t_{\perp 2}}{\pi^2 u_x u_y (u_x \Lambda)^3} \left[ \left( \frac{u_x \Lambda}{\xi_{3+y}} \right)^4 + \left( \frac{u_x \Lambda}{\xi_{3-y}} \right)^4 \right]$$  \hspace{1cm} (C2)
where $G_1 = G(k_1 + k_x + k_y, i\omega_n) = (i\omega_n - \varepsilon_{k_1 + k_x + k_y} - \mu)^{-1}$ is the Green’s function defined near to hotspot point 1 etc. Note that we have used the symmetry properties of $t_\perp(k)$ (i.e. $t_1 = t_2$ etc.). For $\beta$, we have many more diagrams to consider and so we will henceforth drop the factors of $t_\perp$ for clarity (they can easily be restored as multiplicative factors within the hotspot approximation). For $\beta$ we have

$$\beta = \int_{k,\omega_n} G^4(k)G^2(k + Q) + G^4(k)G^2(k - Q) + 2G^4(k)G(k + Q)G(k - Q)$$

$$= \beta_1 + \beta_2 + 2\beta_3 \quad \text{(C3)}$$

We see that while the first two terms above involve hotspots, the third does not generically connect three hotspots. We write Green’s functions at these ‘cold-spots’ by terms like $G_{1-x}$ to denote the spot displaced by distance $-Q_x$ from hotspot 1. With this sort of terminology, and using the $C_4$ and inversion symmetries of the band structure, we
\begin{equation}
\beta_1 = 2 \int_{k,\omega_n} G_1^4 G_2^2 + G_3^4 G_4^2 = 2 (I_3 + I_4) \tag{C4}
\end{equation}
\begin{equation}
\beta_2 = 2 \int_{k,\omega_n} G_1^2 G_2^4 + G_3^4 G_3^2 = 2 (I_5 + I_6) \tag{C5}
\end{equation}
\begin{equation}
\beta_3 = 2 \int_{k,\omega_n} G_1^2 G_2 G_{1-x} + G_2^2 G_1 G_{2+x} + G_3^2 G_4 G_{3-x} + G_4^2 G_3 G_{4+x} \\
= 4 \int_{k,\omega_n} G_1^2 G_2 G_{1-x} + G_3^2 G_4 G_{3-x} = 2 (I_7 + I_8) \tag{C6}
\end{equation}

Finally for \(\gamma\), we must now involve both the 'red' and 'green' hotspots in this calculation. All the integrals will involve at least one 'cold' spot for generic values of \(Q\). We have
\begin{equation}
\gamma = \int_{k,\omega_n} G^4(k) |G(k + Q_x) G(k + Q_y) + G(k + Q_x) G(k - Q_y) + G(k - Q_x) G(k + Q_y) + G(k - Q_x) G(k - Q_y)| I_{\perp}^2(k) \tag{C7}
\end{equation}

We set \(\gamma_1 = (\gamma_1 + \gamma_2 + \gamma_3 + \gamma_4)\), so we can write each of these terms in the following way:
\begin{align*}
\gamma_1 &= \int_{k,\omega_n} G_1^4 G_2 G_{1+y} + G_3^4 G_4 G_{3+y} + G_1^2 G_6 G_{5+y} + G_7^4 G_8 G_{7+y} + G_8^4 G_9 G_{1+x} G_b + G_4^2 G_5 G_{d+x} G_{g+h} + G_6^4 G_{e+x} G_f \\
&= \int_{k,\omega_n} G_1^4 G_2 G_{1+y} + G_3^4 G_4 G_{3+y} + G_1^2 G_6 G_{5+y} + G_7^4 G_8 G_{7+y} + G_8^4 G_9 G_{3-y} G_4 + G_2^4 G_5 G_{5-y} G_6 + G_7^4 G_8 G_{7-y} G_8 + G_1^4 G_{1-y} G_2 \\
&= \int_{k,\omega_n} G_1^4 G_2 [G_{1+y} + G_{1-y}] + G_3^4 G_4 [G_{3+y} + G_{3-y}] + G_1^2 G_6 [G_{5+y} + G_{5-y}] + G_2^4 G_8 [G_{7+y} + G_{7-y}] \\
&= 2 \int_{k,\omega_n} G_1^4 G_2 [G_{1+y} + G_{1-y}] + G_3^4 G_4 [G_{3+y} + G_{3-y}] \tag{C8}
\end{align*}

Where each line exploits symmetries of the band structure. In fact, we can show that each of the terms \(\gamma_1, \gamma_2, \gamma_3\) and \(\gamma_4\) is equivalent under 90 degree rotation. They are all therefore equal to each other, and we have
\begin{equation}
\gamma = 8 \int_{k,\omega_n} G_1^4 G_2 [G_{1+y} + G_{1-y}] + G_3^4 G_4 [G_{3+y} + G_{3-y}] = 8 [(I_9 + I_{10}) + (I_{11} + I_{12})] \tag{C9}
\end{equation}

We have therefore reduced the problem to one involving just 4 hotspots, and their related 'cold spots.' We will then approximate the dispersions in the vicinity of these spots as shown in Fig. [8]

**Appendix D: Analytic evaluation of coefficients**

1. **General strategy**

Within the hotspot approximation, we can find analytic expressions for the Landau Ginzburg coefficients. We will follow closely the work of Wang and Chubukov [20] in evaluating these integrals. Note that we will choose the generic scenario where there are four pairs of hotspots for each ordering direction (See Fig. [7]). This occurs for \(|Q| > |Q_c|\) where
\[|Q_c| = 2 \cos ^{-1} \left( \frac{2t - \mu}{2t + 4t'} \right),\]
which ensures that \(|Q|\) is larger than the distance between Fermi surface points at the Brillouin zone edge. The four unique hotspots located at
\[k_1 = \left( -\frac{Q_x}{2}, k_{y0} \right), \quad k_2 = \left( \frac{Q_x}{2}, k_{y0} \right), \quad k_3 = \left( \frac{\pi - Q_x}{2}, k_{y1} \right), \quad k_4 = \left( -\frac{\pi + Q_x}{2}, k_{y1} \right),\]
where $k_{y0}$ is given by solving $-2t(\cos Q_x - \cos k_0) + 4t' \cos Q_x \cos k_0 - \mu = 0$, while $k_{y1}$ is given by a similar equation but with $Q_x/2$ replaced by $\pi - Q_x/2$. We have labeled these points by numbers 1–4 as shown in Fig. 8. We then linearize the dispersion in the vicinity of the first pair of these hotspots as

$$\varepsilon_{k_1} - \mu \equiv \xi_1 \approx -v_x k_x + v_y k_y$$

(D1)

$$\varepsilon_{k_2} - \mu \equiv \xi_2 \approx v_x k_x + v_y k_y$$

(D2)

with the approximation $v_x \gg v_y$, while at the second pairs of hotspots, we have

$$\varepsilon_{k_3} - \mu \equiv \xi_3 \approx u_x k_x + u_y k_y$$

(D3)

$$\varepsilon_{k_4} - \mu \equiv \xi_4 \approx -u_x k_x + u_y k_y$$

(D4)

with $u_x \ll u_y$. Finally, for integrals involving ‘cold spots,’ we write the dispersion as a constant in the vicinity of these spots, with terms like

$$\varepsilon_{k_1 - Q_x} - \mu \equiv \xi_1 - \chi$$

(D5)

to denote the constant value at position $k_1 - Q_x$ which does not lie on the Fermi surface (see Fig. 8). The integrals are then done with momentum cutoffs $\Lambda$ around the hotspots, i.e.

$$\int \frac{d^2k}{(2\pi)^2} \approx \frac{1}{4\pi^2} \int_{-\Lambda}^{\Lambda} dk_x \int_{-\Lambda}^{\Lambda} dk_y$$

(6)

and after performing the momentum integrals, we approximate the Matsubara sums as integrals:

$$T \sum_{\omega_n} \rightarrow \int_{|\omega|>\pi T}^{\infty} \frac{d\omega}{(2\pi)}$$

(D7)

before taking the limit $T \to 0$. Note that many of the integrals are infra-red singular, so we keep temperature finite as a regulator of the infinity before seeing $T \to 0$ at the end of the integrals.

2. Evaluation of $\alpha$

We have $\alpha = 2(t_1 t_2 I_1 + t_3 t_4 I_2)$ where

$$t_1 t_2 I_1 = \int_{k,\omega_n} G_1^2 (\omega_n + i\epsilon) G_2 t_1 t_2,$$

$$= \frac{T}{4\pi^2} \sum_{\omega_n} \int_{-\Lambda}^{\Lambda} dk_x \int_{-\Lambda}^{\Lambda} dk_y \left[ \frac{1}{i\omega_n - (v_x k_x + v_y k_y)} \right]^2 \left[ \frac{1}{i\omega_n - (u_x k_x + u_y k_y)} \right]^2 t_\perp (-\frac{Q_x}{2}, k_0) t_\perp (\frac{Q_x}{2}, k_0)$$

(D8)

$$t_3 t_4 I_2 = \int_{k,\omega_n} G_3^2 (\omega_n + i\epsilon) G_4 t_3 t_4,$$

$$= \frac{T}{4\pi^2} \sum_{\omega_n} \int_{-\Lambda}^{\Lambda} dk_x \int_{-\Lambda}^{\Lambda} dk_y \left[ \frac{1}{i\omega_n - (-u_x k_x + u_y k_y)} \right]^2 \left[ \frac{1}{i\omega_n - (u_x k_x + u_y k_y)} \right]^2 t_\perp (\pi - \frac{Q_x}{2}, k_1) t_\perp (-\pi + \frac{Q_x}{2}, k_1),$$

(D9)

where $\Lambda$ is the cutoff. We postpone an explicit evaluation of these integrals, and first examine how these integrals depend on the form of $t_\perp(k)$. Since $t_\perp(k)$ is even in $k$, we see that

$$t_\perp (\frac{Q_x}{2} + k_x, k_0 + k_y) t_\perp (\frac{Q_x}{2} + k_x, k_0 + k_y) \approx t_\perp (\frac{Q_x}{2}, k_0) + \mathcal{O}(k_x, k_y).$$

In the presence of uniform interlayer tunneling, $t_\perp(k) = t_\perp$, so we have:

$$\alpha_{\text{uniform}} = t_\perp^2 (I_1 + I_2).$$

(D10)
When the interlayer tunneling has the form \( t_{\perp}(k) = \frac{1}{4} t_{\perp} (\cos k_x - \cos k_y)^2 \), then each hotspot integral comes with a prefactor, so that

\[
\alpha_{t_{\perp} \text{-dependent}} = t_{\perp}^2 \left[ \tau_1^2(Q_x) I_1 + \tau_2^2(Q_x) I_2 \right],
\]  

(D11)

where the suppression prefactor for a cuprate like band structure of the form \( \xi(k) = -2t (\cos k_x + \cos k_y) + 4t' \cos k_x \cos k_y - \mu \) is

\[
\tau_1(Q) = \frac{1}{4} \left[ \frac{4t' \cos^2(Q/2) - 4t \cos(Q/2) - \mu}{4t' \cos(Q/2) - 2t} \right]^2.
\]  

(D12)

While \( \tau_1(Q) = \tau_2(2\pi - Q) \). These factors are both plotted in Fig. D 2. We therefore see that the interlayer tunneling introduces an overall multiplicative suppression factor in this hotspot approximation.

Using the linearized dispersion, the integral \( I_1 \) is then

\[
I_1 = T \sum_{i\omega_n} \int_{-\Lambda}^{\Lambda} \frac{d^2k}{(2\pi)^2} \left[ \frac{1}{i\omega_n + v_x k_x - v_y k_y} \right]^2 \left[ \frac{1}{i\omega_n - v_x k_x - v_y k_y} \right]^2.
\]  

(D13)

We will make the simplifying approximation \( v_x \gg v_y \) here, which motivates the following change of variables:

\[
x = v_x k_x, \quad y = v_y k_y, \quad \Lambda_x = v_x \Lambda, \quad \text{and} \quad \Lambda_y = v_y \Lambda_y,
\]  

(D14)

with \( \Lambda_x \gg \Lambda_y \). With these new variables, the integral takes the form

\[
I_1 = \frac{T}{4\pi^2 v_x v_y} \sum_{i\omega_n} \int_{-\Lambda_y}^{\Lambda_y} dy \int_{-\Lambda_x}^{\Lambda_x} dx \left( \frac{1}{x + y - i\omega_n} \right)^2 \left( \frac{1}{x - y + i\omega_n} \right)^2.
\]  

(D15)

Since \( \Lambda_x \gg \Lambda_y \) we can separate the \( x \)-integral \( \int_{-\Lambda_x}^{\Lambda_x} dx \) into \( I_1 = \int_{-\infty}^{\infty} dx - \int_{|x| > \Lambda_x} dx = I_{1a} - I_{1b} \). So for \( I_{1a} \) we get

\[
I_{1a} = \frac{T}{4\pi^2 v_x v_y} \sum_{i\omega_n} \int_{-\Lambda_y}^{\Lambda_y} dy \int_{-\infty}^{\infty} dx \left( \frac{1}{x + y - i\omega_n} \right)^2 \left( \frac{1}{x - y + i\omega_n} \right)^2
\]

\[
= \frac{iT}{8\pi^2 v_x v_y} \sum_{i\omega_n} \text{sgn}(\omega_n) \int_{-\Lambda_y}^{\Lambda_y} dy \left( \frac{1}{y - i\omega_n} \right)^3
\]

\[
= \frac{iT}{16\pi v_x v_y} \sum_{i\omega_n} \left[ \frac{1}{|\omega_n| - i\Lambda_y} \right]^2 - \left( \frac{1}{|\omega_n| - i\Lambda_y} \right)^2.
\]  

(D16)

We now assume that \( \Lambda_y \gg T \) so that the Matsubara sum can be reasonably approximated by an integral as described earlier. With this approximation, the integral becomes:

\[
I_{1a} \approx \frac{i}{32\pi^2 v_x v_y} \int d\omega \left[ \left( \frac{1}{|\omega_n| + i\Lambda_y} \right)^2 - \left( \frac{1}{|\omega_n| - i\Lambda_y} \right)^2 \right]
\]

\[
= \frac{1}{8\pi^2 v_x v_y} \frac{1}{\Lambda_y}.
\]  

(D17)

For the integral \( I_{1b} \) we have

\[
I_{1b} = \frac{T}{4\pi^2 v_x v_y} \sum_{i\omega_n} \int_{-\Lambda_y}^{\Lambda_y} dy \int_{|x| > \Lambda_x} dx \left( \frac{1}{x + y - i\omega_n} \right)^2 \left( \frac{1}{x - y + i\omega_n} \right)^2.
\]  

(D18)
By noting that the $\Lambda_x \gg \Lambda_y$, we can change the order of integration and Taylor expand the integrand. We then get

\[
I_{1b} \approx \frac{T\Lambda_y}{2\pi^2 v_x v_y} \sum_{i\omega_n} \int_{|x|>\Lambda_x} dx \frac{1}{(x^2 + \omega_n^2)^2}
\]

\[
= \frac{T\Lambda_y}{\pi^2 v_x v_y} \sum_{i\omega_n} \int_{\Lambda_x}^{\infty} dx \frac{1}{(x^2 + \omega_n^2)^2}
\]

\[
= \frac{1}{8\pi^2 v_x v_y} \frac{\Lambda_y}{\Lambda_x^2}
\]

(D19)

Combing the above two results, we find that

\[
I_1 = I_{1a} - I_{1b} = \frac{1}{8\pi^2 v_x v_y} \left[ \frac{1}{\Lambda_x} - \frac{\Lambda_y}{\Lambda_x^2} \right] \approx \frac{1}{8\pi^2 v_x v_y} \frac{1}{\Lambda_x}.
\]

(D20)

We now turn to $I_2$. Recall that the hotspots are now labelled by velocity $\vec{u}$, where this time we have $u_y \gg u_x$. So we have

\[
I_2 = T \sum_{i\omega_n} \int_{-\Lambda_x}^{\Lambda_x} \frac{d^2k}{(2\pi)^2} \left[ \frac{1}{i\omega_n + u_x k_x - u_y k_y} \right]^2 \left[ \frac{1}{i\omega_n - u_x k_x - u_y k_y} \right]^2,
\]

(D21)

and we perform a similar change of variables:

\[
x = u_x k_x, \quad y = u_y k_y, \quad \Lambda_x = u_x \Lambda, \quad \text{and} \quad \Lambda_y = u_y \Lambda_y,
\]

(D22)

but now $\Lambda_y \gg \Lambda_x$. Under this change of variables, we get

\[
I_2 = \frac{T}{4\pi^2 u_x u_y} \sum_{i\omega_n} \int_{-\Lambda_x}^{\Lambda_x} dx \int_{-\Lambda_y}^{\Lambda_y} dy \left( \frac{1}{x + y - i\omega_n} \right)^2 \left( \frac{1}{x - y + i\omega_n} \right)^2.
\]

(D23)

We then do the same trick for the $y$ integral: $I_2 = \int_{-\Lambda_y}^{\Lambda_y} dy - \int_{|y|>\Lambda_y} dy = I_{2a} - I_{2b}$. For $I_{2a}$ the $y$-integral vanishes since the poles are in the same half plane. The integral $I_{2b}$ also vanishes:

\[
I_{2b} = \frac{T}{4\pi^2 u_x u_y} \sum_{i\omega_n} \int_{-\Lambda_x}^{\Lambda_x} dx \int_{|y|>\Lambda_y} dy \left( \frac{1}{x + y - i\omega_n} \right)^2 \left( \frac{1}{x - y + i\omega_n} \right)^2
\]

\[
\approx \frac{\Lambda_x}{8\pi^3 u_x u_y} \int d\omega \int_{\Lambda_y}^{\infty} dy \left[ \left( \frac{1}{y - i\omega} \right)^4 + \left( \frac{1}{y + i\omega} \right)^4 \right]
\]

\[
= 0.
\]

(D24)

Thus we have the final result that the coefficient $\alpha$ is a cutoff dependent quantity that has contributions from only one pair of hotspots:

\[
\alpha = \frac{t_1^2}{4\pi^2 v_x v_y^2 \Lambda} \times \begin{cases} 1 & \text{if } t_{1\perp} \text{ is } k \text{ - independent} \\ \tau_1^2(Q) & \text{if } t_{1\perp} \text{ is } k \text{ - dependent} \end{cases}
\]

(D25)

where the velocities are defined at the hotspots, so depend implicitly on $Q$. We therefore see that the bilinear coefficient $\alpha$ is strongly suppressed by an interlayer tunneling that is momentum dependent.

3. Evaluation of $\beta$

We have $\beta = \beta_1 + \beta_2 + 2\beta_3$, where

\[
\beta_1 = 2 \int_{k,\omega_n} G_1^4 G_2^2 + G_3^4 G_4^2 = 2 (I_3 + I_4)
\]

(D26)

\[
\beta_2 = 2 \int_{k,\omega_n} G_2^4 G_1^2 + G_3^4 G_4^2 = 2 (I_5 + I_6)
\]

(D27)

\[
\beta_3 = 4 \int_{k,\omega_n} G_1^4 G_2 G_{1-x} + G_3^4 G_4 G_{3-x} = 4 (I_7 + I_8)
\]

(D28)
FIG. 9. The ratio $\alpha_k -$dependent/ $\alpha_k -$independent which is proportional to the coefficient $\tau^2(k)$ defined in Eq. [D11]. We see that the bilinear coupling is strongly suppressed by a $k$ dependent interlayer tunneling.

a. $\beta_1$ Integral

For $I_3$ we have

$$I_3 = \frac{T}{4\pi^2} \sum_{\omega_n} \int_{-\Lambda}^{\Lambda} dk_x \int_{-\Lambda}^{\Lambda} dk_y \left[ \frac{1}{i\omega + v_x k_x - v_y k_y} \right]^4 \left[ \frac{1}{i\omega - v_x k_x - v_y k_y} \right]^2.$$  (D29)

We again introduce $x = v_x k_x$, $y = v_y k_y$ and $\Lambda_x$ and $\Lambda_y$ as before, with $\Lambda_x \gg \Lambda_y$. The integral becomes

$$I_3 = \frac{T}{4\pi^2 v_x v_y} \sum_{\omega_n} \int_{-\Lambda_y}^{\Lambda_y} dy \int_{-\Lambda_x}^{\Lambda_x} dx \left( \frac{1}{x - y + i\omega_n} \right)^4 \left( \frac{1}{x + y - i\omega_n} \right)^2.$$  (D30)

Once more, set $\int_{-\Lambda_x}^{\Lambda_x} dx = \int_{-\infty}^{\infty} dx - \int_{|x| > \Lambda_x} dx = I_{3a} - I_{3b}$, so that

$$I_{3a} = \frac{T}{4\pi^2 v_x v_y} \sum_{\omega_n} \int_{-\Lambda_y}^{\Lambda_y} dy \int_{-\infty}^{\infty} dx \left( \frac{1}{x - y + i\omega_n} \right)^4 \left( \frac{1}{x + y - i\omega_n} \right)^2.$$

$$\approx \frac{i T}{128 \pi^2 v_x v_y} \lambda y \int d\omega \left[ \left( \frac{1}{|\omega| - i\Lambda_y} \right)^4 - \left( \frac{1}{|\omega| + i\Lambda_y} \right)^4 \right]$$

$$= \frac{1}{96 \pi^2 v_x v_y} \frac{\Lambda_y}{\Lambda_x^4}.$$  (D31)

For $I_{3b}$ we follow a similar sequence of procedures as for $I_{1b}$: i.e. change the order of integration and using the assumption that $\Lambda_y \ll \Lambda_x$ perform the $y$ integral first. We get

$$I_{3b} = \frac{T}{4\pi^2 v_x v_y} \sum_{\omega_n} \int_{|x| > \Lambda_x} dx \int_{-\Lambda_y}^{\Lambda_y} \left( \frac{1}{x - y + i\omega_n} \right)^4 \left( \frac{1}{x + y - i\omega_n} \right)^2.$$  (D32)

$$\approx \frac{\Lambda_y}{2\pi^2 v_x v_y} \int d\omega \int_{\Lambda_x}^{\infty} dx \frac{x^2 - \omega^2}{(x^2 + \omega^2)^4}$$

$$= \frac{1}{32 \pi^2 v_x v_y} \frac{\Lambda_y}{\Lambda_x^4}.$$  (D33)

Thus we find that

$$I_3 = I_{3a} - I_{3b}$$

$$= \frac{1}{96 \pi^2 v_x v_y} \left[ \frac{1}{\Lambda_y^4} - \frac{3\Lambda_y}{\Lambda_x^4} \right].$$  (D33)
Now for $I_4$, we have

$$I_4 = \frac{T}{4\pi^2} \sum_{\omega_n} \int_{-\Lambda}^{\Lambda} dk_x \int_{-\Lambda}^{\Lambda} dk_y \left[ \frac{1}{i\omega_n - u_x k_x - u_y k_y} \right]^4 \left[ \frac{1}{i\omega_n + u_x k_x - u_y k_y} \right]^2,$$  

and we once more use the same change of variables:

$$x = u_x k_x, \quad y = u_y k_y, \quad \Lambda_x = u_x \Lambda, \quad \text{and} \quad \Lambda_y = u_y \Lambda$$

but now $\Lambda_y \gg \Lambda_x$. Under this change of variables, we get

$$I_4 = \frac{T}{4\pi^2 u_x u_y} \int_{-\Lambda_x}^{\Lambda_x} dx \int_{-\Lambda_y}^{\Lambda_y} dy \left( \frac{1}{x + y - i\omega_n} \right)^4 \left( \frac{1}{x - y + i\omega_n} \right)^2$$

Since $\Lambda_y \gg \Lambda_x$, we write the $y$ integral as $\int_{-\Lambda_y}^{\Lambda_y} dy = \int_{-\infty}^{\Lambda_y} dy - \int_{|y| > \Lambda_y} dy = I_{4a} - I_{4b}$. Yet again we find

$$I_{4a} = \frac{T}{4\pi^2 u_x u_y} \int_{-\Lambda_x}^{\Lambda_x} dx \int_{-\infty}^{\Lambda_y} dy \left( \frac{1}{x + y - i\omega_n} \right)^4 \left( \frac{1}{x - y + i\omega_n} \right)^2 = 0.$$  

since the poles are both in the same half plane. $I_{4b}$ also turns out to be zero:

$$I_{4b} \approx \frac{\Lambda_x}{4\pi^2 u_x u_y} \int_{|y| > \Lambda_y} dy \left[ \left( \frac{1}{y - i\omega} \right)^6 - \left( \frac{1}{y + i\omega} \right)^6 \right]$$

$$= 0.$$  

so we find that $I_4 = 0$ and thus,

$$\beta_1 = 2I_3 + 2I_4 \approx \frac{1}{48\pi^2 v_x v_y^4} \frac{1}{\Lambda^3}. \quad (D40)$$

### b. $\beta_2$ integral

We again split the integral $\beta_2$ into integrals evaluated at each of the separate pairs of hotspots. We have $\beta_2 = I_5 + I_6$, with

$$I_5 = \frac{T}{4\pi^2} \sum_{\omega_n} \int_{-\Lambda}^{\Lambda} dk_x \int_{-\Lambda}^{\Lambda} dk_y \left[ \frac{1}{i\omega - v_x k_x - v_y k_y} \right]^4 \left[ \frac{1}{i\omega + v_x k_x - v_y k_y} \right]^2,$$  

$$I_6 = \frac{T}{4\pi^2} \sum_{\omega_n} \int_{-\Lambda}^{\Lambda} dk_x \int_{-\Lambda}^{\Lambda} dk_y \left[ \frac{1}{i\omega_n + u_x k_x - u_y k_y} \right]^4 \left[ \frac{1}{i\omega_n - u_x k_x - u_y k_y} \right]^2,$$  

and it is easy to check that $I_3 = I_5$ and $I_4 = I_6$ due to the $C_4$ symmetry of the band structure. We therefore (trivially) have

$$\beta_2 = \beta_1 = 2I_5 + 2I_6 \approx \frac{1}{48\pi^2 v_x v_y^4} \frac{1}{\Lambda^3}. \quad (D43)$$
c. $\beta_3$ integral

We have $\beta_3 = 4(I_7 + I_8)$, where $I_7$ is at the first pair of hotspots, while $I_8$ is at the second, with

$$I_7 = \frac{T}{4\pi^2} \sum_{\omega \in \omega_0} \int_{-\Lambda}^{\Lambda} \int_{-\Lambda}^{\Lambda} dk_x dk_y \left[ \frac{1}{i\omega_n + v_x k_x - v_y k_y} \right]^4 \left[ \frac{1}{i\omega_n - v_x k_x - v_y k_y} \right] \left[ \frac{1}{i\omega_n - \xi_1 - X} \right]. \quad (D44)$$

Yet again we change to the variables $x$, $y$ with $\Lambda_x > \Lambda_y$ which yields:

$$I_7 = \frac{T}{4\pi^2 v_x v_y} \sum_{\omega \in \omega_0} \int_{-\Lambda_y}^{\Lambda_y} dy \int_{-\Lambda_x}^{\Lambda_x} dx \left( \frac{1}{x - y + i\omega_n} \right)^4 \left( \frac{1}{x + y - i\omega_n} \right) \left( \frac{1}{\xi_1 - X - i\omega_n} \right). \quad (D45)$$

And we again separate the $x$ integral as follows: $I_6 = \int_{-\infty}^{\infty} dx - \int_{|x| > \Lambda_x} dx$, so that

$$I_{7a} = \frac{T}{4\pi^2 v_x v_y} \sum_{\omega \in \omega_0} \int_{-\Lambda_y}^{\Lambda_y} dy \int_{-\infty}^{\infty} dx \left( \frac{1}{x - y + i\omega_n} \right)^4 \left( \frac{1}{x + y - i\omega_n} \right) \left( \frac{1}{\xi_1 - X - i\omega_n} \right)
= \frac{1}{192\pi^2 v_x v_y} \int d\omega \text{ sgn}(\omega) \left[ \left( \frac{1}{\omega - i\Lambda_y} \right)^3 - \left( \frac{1}{\omega + i\Lambda_y} \right)^3 \right] \left( \frac{1}{\xi_1 - X - i\omega} \right)
= \frac{1}{96\pi^2 v_x v_y} \left[ \frac{\varepsilon_0^2 \Lambda_y^2 \left( 1 - 3 \log \left( \frac{\xi_1 - X}{\Lambda_y} \right) \right) - \Lambda_y^4 \left( 2 \log \left( \frac{\xi_1 - X}{\Lambda_y} \right) + 3 \right) + \varepsilon_0^4}{\Lambda_y \left( \Lambda_y^2 - \xi_1^2 \right)^3} \right]. \quad (D46)$$

We can assume $\Lambda_y \ll \xi_1 - X$ (i.e. the cutoff of the linearized dispersion is smaller than the ‘off-shell’ dispersion), and expand this expression in terms of $\Lambda_y/\xi_1 - X$, which gives:

$$I_{7a} = -\frac{1}{96\pi^2 v_x v_y} \left( \frac{1}{v_y \Lambda_y^2} \right) \left[ \left( \frac{v_y \Lambda}{\xi_1 - X} \right)^2 + \left( \frac{v_y \Lambda}{\xi_1 - X} \right)^4 \left( 5 + 6 \log \left( \frac{v_y \Lambda}{\xi_1 - X} \right) \right) + \ldots \right]. \quad (D47)$$

So to lowest order, we find

$$I_{7a} \approx -\frac{1}{96\pi^2 v_x v_y} \frac{\Lambda}{\xi_1 - X}. \quad (D48)$$

The integral $I_{7b}$ follows the usual sequence of manipulations. We have

$$I_{7b} = \frac{T}{4\pi^2 v_x v_y} \sum_{\omega \in \omega_0} \int_{|x| > \Lambda_x} \int_{-\Lambda_y}^{\Lambda_y} dy \left( \frac{1}{x - y + i\omega_n} \right)^4 \left( \frac{1}{x + y - i\omega_n} \right) \left( \frac{1}{\xi_1 - X - i\omega_n} \right)
\approx \frac{T \Lambda_y}{2\pi^2 v_x v_y} \sum_{|x| > \Lambda_x} dx \left( \frac{1}{x + i\omega_n} \right)^4 \left( \frac{1}{x - i\omega_n} \right) \left( \frac{1}{\xi_1 - X - i\omega_n} \right)
\approx \frac{\Lambda_y}{4\pi^3 v_x v_y} \int d\omega \int_{\Lambda_x}^{\infty} dx \left( \frac{1}{x^2 + \omega_n^2} \right)^3 \left[ \left( \frac{1}{x + i\omega} \right) - \left( \frac{1}{x - i\omega} \right) \right] \left( \frac{1}{\xi_1 - X - i\omega} \right)
= \frac{\Lambda_y}{4\pi^2 v_x v_y} \frac{1}{2\xi_1^2 - X^2} \left[ \left( -8\xi_1^2 - X^2 \right) \left( \Lambda_x + \xi_1 - X \right) + 3 \xi_1 - X \Lambda_x^2 \left( \Lambda_x + \xi_1 - X \right)^2 - \frac{6}{\Lambda_x + \xi_1 - X} \right] \frac{6}{\xi_1 - X} \log \left( \frac{\Lambda_x + \xi_1 - X}{\Lambda_x} \right)
\approx \frac{\Lambda_y}{32\pi^2 v_x v_y} \frac{\Lambda_x^2 \xi_1^2}{\Lambda_x^2 - \xi_1^2} + \ldots \quad (D49)$$

So we find that to lowest order, the integral $I_7$ is given by

$$I_7 = I_{7a} - I_{7b}
= \frac{1}{96\pi^2 v_x v_y} \left[ -\frac{1}{v_y \Lambda^2 \xi_1^2 - X^2} - \frac{3v_y \Lambda}{2v_x^2 \Lambda^2 \xi_1^2 - X^2} \right]. \quad (D50)$$
\[ \Rightarrow I_7 \approx -\frac{1}{96\pi^2 v_x v_y^3} \frac{1}{\Lambda \xi_{1 - X}^2}. \] (D51)

So we see that \( I_7 \) is suppressed relative to \( I_5 \) by a power of \((v_y \Lambda/\xi_{1 - X})^2\). Finally we will evaluate \( I_8 \), which at the hotspots with velocity \( u \), with \( u_y \gg u_x \), we have

\[ I_8 = \frac{T}{4\pi^2} \sum_{i \omega_n} \int_{-\Lambda}^{\Lambda} dx \int_{-\Lambda}^{\Lambda} dy \left[ \frac{1}{i \omega_n + u_x k_x - u_y k_y} \right]^4 \left[ \frac{1}{i \omega_n - u_x k_x - u_y k_y} \right] \left[ \frac{1}{i \omega_n - \xi_{1 - X}} \right]. \] (D52)

Since \( \Lambda_y \gg \Lambda_x \), we do the same substitutions as before and split this integral into \( I_8 = \int_{|y| > \Lambda_y} dy = \int_{|y| > \Lambda_y} dy - \int_{|y| > \Lambda_y} dy = I_{8a} - I_{8b} \) The integral \( I_{8a} \) once more vanishes because the poles are both in the same half plane:

\[ I_{8a} = \frac{T}{4\pi^2 u_x u_y} \sum_{i \omega_n} \int_{-\Lambda_x}^{\Lambda_x} dx \int_{-\infty}^{\infty} dy \left( \frac{1}{x - y + i \omega_n} \right)^4 \left( \frac{1}{x + y - i \omega_n} \right) \left( \frac{1}{\xi_{1 - X} - i \omega_n} \right) = 0. \] (D53)

This time however, the integral \( I_{8b} \) does not vanish. We find

\[ I_{8b} = \frac{T}{4\pi^2 u_x u_y} \sum_{i \omega_n} \int_{|y| > \Lambda_y} dy \int_{-\Lambda_x}^{\Lambda_x} dx \left( \frac{1}{x - y + i \omega_n} \right)^4 \left( \frac{1}{x + y - i \omega_n} \right) \left( \frac{1}{\xi_{1 - X} - i \omega_n} \right) \]
\[ \approx \frac{T \Lambda_x}{2\pi^2 u_x u_y} \sum_{i \omega_n} \int_{|y| > \Lambda_y} dy \left( \frac{1}{y - i \omega_n} \right)^5 \left( \frac{1}{\xi_{1 - X} - i \omega_n} \right) \]
\[ = \frac{\Lambda_x}{4\pi^3 u_x u_y} \int_0^\infty d\omega \int_0^\infty \left[ \left( \frac{1}{y - i \omega} \right)^5 - \left( \frac{1}{y + i \omega} \right)^5 \right] \left( \frac{1}{\xi_{1 - X} - i \omega} \right) \]
\[ = \frac{\Lambda_x}{4\pi^3 u_x u_y} \left( \frac{2(\xi_{3 - X} + \Lambda_y)^4}{u_x \Lambda} \right) \]
\[ \approx -\frac{1}{8\pi^2 u_x u_y} \frac{u_x \Lambda}{\xi_{3 - X}^4}, \]

and so we find that

\[ I_8 \approx \frac{1}{8\pi^2 u_x u_y} \frac{u_x \Lambda}{\xi_{3 - X}^4}. \] (D55)

\[ d. \text{ Final expression for } \beta \]

So we can now write down the full expression for \( \beta \). We have found that

\[ \beta = \beta_1 + \beta_2 + 2\beta_3 \]
\[ = 2\beta_1 + 2\beta_3 \]
\[ = 2(2I_3 + 2I_4) + 2(4I_7 + 4I_8) \] (D56)

Substituting our above results for \( I_3 \) through \( I_8 \) we get

\[ \beta \approx \frac{1}{24\pi^2 u_x v_y} \left[ 1 - 2 \left( \frac{v_y \Lambda}{\xi_{1 - X}} \right)^2 \right] + \frac{1}{\pi^2 u_x u_y} \left( \frac{u_x \Lambda}{\xi_{3 - X}} \right)^4 \] (D57)

where one should recall that \( v_y \ll v_x \) and \( u_x \ll u_y \), while \( |\xi_{1 - X}| \gg v_y \Lambda \) and \( |\xi_{3 - X}| \gg u_x \Lambda \).
4. Evaluation of \( \gamma \)

The analytic expression for \( \gamma \) is (in terms of hotspot integrals)

\[
\gamma = 8 \int_{k,\omega_n} \frac{G_1 G_2 [G_{1+y} + G_{1-y}] + G_3 G_4 [G_{3+y} + G_{3-y}]}{i\omega_n + v_x k_x - v_y k_y}
\]

\[
= 8 \left[ I_9 + I_{10} + I_{11} + I_{12} \right],
\]

(D58)

The integral \( I_9 \) is

\[
I_9 = \frac{T}{4\pi^2} \sum_{\omega_n} \int_{-\Lambda}^\Lambda dk_x \int_{-\Lambda}^\Lambda dk_y \left[ \frac{1}{i\omega_n + v_x k_x - v_y k_y} \right]^4 \left[ \frac{1}{i\omega_n - v_x k_x - v_y k_y} \right] \left[ \frac{1}{i\omega_n - \xi_{3-X}} \right].
\]

(D59)

so we see that this is the same as the integral \( I_7 \) but with \( \xi_{1-X} \rightarrow \xi_{1+Q_x} \). Thus we merely quote the above result:

\[
I_9 \approx -\frac{1}{96\pi^2 v_x v_y^3 \Lambda \xi_{1+Y}^2}.
\]

(D60)

By similar considerations, we see that \( I_{10} \) is also related to this \( I_7 \), but with \( \xi_{1-X} \rightarrow \xi_{1-Y} \). So we have

\[
I_{10} \approx -\frac{1}{96\pi^2 v_x v_y^2 \Lambda \xi_{2+Y}^2}.
\]

(D61)

Identical operations show that \( I_{11} = I_8 \) with a different constant of the dispersion (\( \xi_{3-X} \rightarrow \xi_{3+y} \)), and \( I_{12} = I_8 \) with \( \xi_{3-X} \rightarrow \xi_{3-y} \). So we can write

\[
I_{11} \approx \frac{1}{8\pi^2 u_x u_y} \frac{u_x A}{\xi_{3+y}^3},
\]

(D62)

and

\[
I_{12} \approx \frac{1}{8\pi^2 u_x u_y} \frac{u_x A}{\xi_{3-y}^3}.
\]

(D63)

So we find that

\[
\gamma \approx -\frac{1}{12\pi^2 v_x v_y \frac{A^3}{\varepsilon_{1+y}}^2 + \left( \frac{v_y A}{\xi_{1-Y}} \right)^2 + \frac{1}{\pi^2 u_x u_y} \frac{1}{\xi_{3+y}^3} \left( \frac{u_x A}{\xi_{3+y}} \right)^4 + \left( \frac{u_x A}{\xi_{3-y}} \right)^4}
\]

(D64)