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We revisit the description of the low-energy singlet sector of the spin-1/2 Heisenberg antiferromagnet on
kagome in terms of an effective quantum dimer model. With the help of exact diagonalizations of appropriate
finite-size clusters, we show that the embedding of a given process in its kagome environment leads to dramatic
modifications of the amplitudes of the elementary loop processes, an effect not accessible to the standard ap-
proach based on the truncation of the Hamiltonian to the nearest-neighbour valence-bond basis. The resulting
parameters are consistent with a Z2 spin liquid rather than with a valence-bond crystal, in agreement with the
last density matrix renormalization group results.

PACS numbers: 75.10.Jm, 03.65.Db, 03.67.Mn

Introduction — The spin S = 1
2 kagome antiferromagnet

(AFM) described by the Heisenberg model

H = J
∑
〈ij〉

Si · Sj (1)

(where 〈ij〉 are nearest neighbor sites and J = 1 in the
following), has been established as one of the main candi-
dates for realizing the long-sought quantum spin liquid [1–
5], which has topological properties and fractionalized excita-
tions (spinons) [10–13]. The recent discovery [14] of the her-
bertsmithite ZnCu3(OH)6Cl2 has motivated a new burst of ex-
perimental and theoretical activity, as this layered compound
is a nearly perfect realization of (1) and shows signatures of
spin liquid behavior [15].

On the theory front, there are several proposals for the
nature of the ground state (GS), ranging from gapless crit-
ical phases [6–9], to gapped resonating valence bond crys-
tals (VBC) [16–24], chiral [25, 26], or topological spin liq-
uids [27, 28]. In principle, such magnetically disordered
phases can be described by short-range valence bonds [1–
4, 29], and in fact there are good reasons to believe that the
qualitative physics is captured by the nearest-neighbor va-
lence bond (NNVB) basis. This effort goes back to Zeng and
Elser [30], who showed that the NNVB dynamics is governed
by several tunneling processes, casted in a quantum dimer
model (QDM) form [12, 22, 23, 31, 32]. Whether this descrip-
tion leads to a valence-bond crystal or to a disordered phase is
still open however. Indeed, recent investigations of the uncon-
strained QDM by Poilblanc et al. [22, 23] and by Läuchli [33]
have shown that the GS is extremely sensitive to the compe-
tition between the elementary loop processes, and the answer
relies on the precise determination of the corresponding QDM
parameters.

Here, we develop a new approach to determine the effective
QDM parameters. This approach is based on exact diagonal-
izations (ED) of appropriately chosen finite clusters, and thus
captures the effect of longer-range singlets that are virtually
excited around triangles without a valence bond, or ‘defect

triangles’ (see Fig. 1). This method thereby captures the de-
pendence of the QDM amplitudes on the environment (i.e. the
particular VB configuration away from the central hexagon
involved in the elementary loop process), by contrast to the
standard approach based on the truncation of the Hamiltonian
to the NNVB basis, which is shown to lead to the same pa-
rameters regardless of the environment. This effect turns out
to have dramatic consequences: the QDM parameters derived
in this way are consistent with a Z2 spin liquid rather than a
valence-bond crystal.

Let us start by some general remarks about the QDM de-
scription of the low-energy singlet sector of a given spin-1/2
Heisenberg model. The NNVB states are in most cases lin-
early independent [34, 35], but the dimension of the subspace
they span is much smaller than the singlet sector. Provided
the low-energy states of the Heisenberg model are not orthog-
onal to these states (and there are no reasons for them to be),
it should nevertheless be possible in principle to write down
an effective Hamiltonian in this basis that reproduces the low-
energy spectrum. This Hamiltonian will however in general
be very complicated, with matrix elements between all states.
Such a description is only useful if the resulting Hamiltonian
approximately takes the form of the sum of simple local pro-
cesses, as postulated by Rokhsar and Kivelson [38], or in other
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FIG. 1. (color online) (a) Two NNVB states on the kagome, |φb〉
and |φr〉, that are everywhere the same except around a hexagon
(ovals denote spin singlets). (b)-(c) The VB coverings |χin〉 and
|χout〉 (dashed green ovals) contain long-range singlets that can be
virtually excited around the defect triangle ‘D’ of |φb〉.
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FIG. 2. (color online) Finite clusters used to extract the dominant tunneling parameters tED on the kagome. Ovals denote singlets and arrows
indicate our singlet orientation [36] convention (clockwise in all hexagons [11]); dashed (blue) lines are reflection symmetries. L denotes the
length of the loop formed by the transition graph of the two NNVB states involved in the tunneling process.

words if the tunneling amplitude between dimer loops is more
or less independent of the environment. So any attempt at
deriving an effective QDM should address two questions: i)
Can the effective model be approximated by a sum of local
processes? ii) If yes, what is the value of the most important
tunneling amplitudes?

The standard approach, pioneered by Rokhsar and Kivel-
son [11, 22, 30, 38], consists in truncating the Hamiltonian
matrix in the NNRVB basis, and to orthogonalize the basis,
leading to the effective quantum dimer HamiltonianHNNVB=
(O− 1

2HO− 1
2 )NNVB, where O is the overlap matrix. Assum-

ing that the effective Hamiltonian can be written as a sum of
local processes that consist in tunneling between two dimer
coverings |φb〉 and |φr〉 (see first row of Fig. 2 for a sketch
of the most important processes), the QDM parameters can
in fact be simply determined from the overlap 〈φb|φr〉 ≡ ω
and the matrix elements 〈φb|H|φb〉 = 〈φr|H|φr〉 ≡ E0 and
〈φb|H|φr〉≡ v, which can be found from the transition graph
following standard rules [11, 22, 30, 32, 37, 38]. Indeed, the
simplicity of the problem allows for a direct evaluation of
O−

1
2

NNVB, giving

HNNVB =

(
E0 + VNNVB tNNVB

tNNVB E0 + VNNVB

)
, (2)

with

tNNVB =
v − E0ω

1− ω2
, and VNNVB = −tNNVB ω . (3)

These expressions are identical with Eq. (40) of [22], up to
different conventions for the dimer orientation and for the
Hamiltonian [39]. This means that for elementary processes
the infinite linked-cluster expansion of [22] is equivalent to
truncating to the 2×2 NNVB basis of the corresponding finite
cluster.

In this approach, the values of tNNVB and VNNVB do not de-
pend at all on the embedding: Indeed, for a given process,
clusters corresponding to different rows of Fig. 2 have differ-
ent E0 and v, but the same ω and v−E0ω. So, formulated in
this way, the truncation approach leads to the intriguing con-
clusion that there is no embedding dependence whatsoever.

If this conclusion was correct, it would mean that the low-
energy singlet sector of the Hamiltonian on clusters with dif-
ferent embeddings should be identical up to an overall con-
stant. To challenge this conclusion, a natural thing to do is to
enlarge the truncation basis to include the intermediate longer-
range singlets that are generated by applying the Hamiltonian,
like |χin〉 for a single hexagon, or |χin〉 and |χout〉 for the 8-site
cluster of Fig. 1. Such a basis, denoted by ‘NNVB+’, leads to
an effective Hamiltonian HNNVB+ = (O−1/2HO−1/2)NNVB+
that includes the renormalization from the intermediate long-
range singlets and thus the dependence on the environment. It
turns out that the low-energy sectors ofHNNVB,+ for these two
clusters are indeed different from each other as well as from
that of the fully truncated HamiltonianHNNVB [39]. In partic-
ular, the splitting between the low-lying singlets evolves from
1.2 for HNNVB, to

√
13−1
2 = 1.30277 for HNNVB,+ of the sin-

gle hexagon, and finally to 1.15697 forHNNVB,+ of the cluster
of Fig. 1. The corresponding reduction for the minimal em-
bedding of the hexagon in the kagome (second row and last
column of Fig. 2) is even larger, on account of the many more
intermediate states |χout〉 involved (see below). This example
shows that there has to be a significant embedding dependence
of the tunneling amplitude since it controls the splitting. The
rest of the paper is devoted to a systematic investigation of this
dependence.

To this end, we imagine embedding the minimal clusters
shown in the first row of Fig. 2 back on the kagome in such
a way that the resulting clusters can only accommodate the
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FIG. 3. (color online) Low-energy spectra of the ‘R=1’ clusters B1-D of Fig. 2 in the magnetization sectors Sz =0 and 1. Legends: parity
under reflection (for B1-C3), where “e” and “o” denote even and odd parity respectively or, angular momenta under six-fold rotations (for D).
Spin-inversion parity (for Sz =0) is labeled by “Sze” and “Szo”. The two NNVB low-lying singlets are designated by double vertical arrows
and the third singlet by horizontal arrows.

two dimer coverings involved in each process. In choosing
the clusters that allow to capture the most important contribu-
tions, the spinon picture of the VB dynamics of [40] offers a
clear insight. According to this picture, a defect triangle is a
bound state of two antikink spinons, and the virtual VB dy-
namics is due to the motion of such spinons. Following [40],
antikinks can only escape our clusters through the dangling
(yellow) bonds of the second row of Fig. 2. So to capture
the most important fluctuations and to simulate the kagome
as close as possible, we proceed by attaching open sawtooth
chains of length R next to the defect triangles of the minimal
‘R=0’ clusters. The influence of the remaining environment
(most notably, the possible presence of extra defect triangles
in the immediate vicinity of the central hexagon) will also be
discussed below.

When we enlarge the embedding along these lines, the
number of intermediate longer-range singlets that need to be
included in the truncation basis increases very quickly, ren-
dering the analytical calculation of the matrix elements of
HNNVB+ practically intractable. However, a completely equiv-
alent but technically much simpler method is to use numeri-
cal ED in the full singlet basis and extract the effective QDM
parameters from the lowest two singlets in the spectrum. The
basic idea is that, when the virtual potential energy corrections
Vr and Vb of |φr〉 and |φb〉, respectively, are the same, then the
tunneling amplitude is half the splitting. Now, except for the
cluster C3, in which the reflection operation maps |φb〉 7→|φb〉
and |φr〉 7→ |φr〉, in all remaining clusters the reflection (B1-
C2) or the six-fold rotation (A, D) map |φb〉 7→ η|φr〉, where
η = ±1. This means that Vr = Vb and, moreover, the two
eigenstates of the effective QDM, |±〉= |φb〉±|φr〉

2
√
1±ω , have well

defined parity ±η. So we can extract the tunneling amplitude

t, including its sign, by simply taking

tED =
E+−E−

2
, (4)

where E+ and E− are the energies corresponding to |±〉,
which in turn can be identified in the spectrum by their parity.

For cluster C3, |φr〉 and |φb〉 are not related by any symme-
try and thus Vr 6= Vb [41], and E+−E−

2 = [(Vr−Vb

2 )2+t2ED]
1/2.

Thus we need an independent calculation for Vr−Vb in order
to extract tED. As we show in [39], |Vr−Vb| ≈ 0.005, which
is much smaller than the splitting |E+−E−| found for C3. So
to a very good approximation, |tED| ≈ |E+−E−|

2 . The sign of
tED is assumed the same with that of tNNVB, as happens for the
other processes.

Some examples of spectra are shown in Fig. 3 for the ‘R=
1’ clusters, the values of the tunneling amplitudes deduced in
that way are summarized in Table I, and their evolution with
the ‘size’ of the embedding is plotted in Fig. 4. These data,
which are the main results of the present paper, contain a lot
of important information.

First of all, the singlet sector of the exact spectra shown in
Fig. 3 is consistent with the NNVB picture, as we can clearly
identify two low-lying singlets (double vertical arrows) with
the expected symmetry, that are separated from the third sin-
glet (horizontal arrow) by an appreciable energy gap [42].
Second, the tunneling amplitude does depend on the environ-
ment, as expected. The NNVB truncation approach is in rea-
sonable agreement only with the ‘R = 0’ clusters C3 and D,
and so it can be considered as an approximate way to calculate
the tunneling amplitudes tC3 and tD without any embedding.
However, to describe the kagome antiferromagnet, embedding
should be taken into account, and it clearly matters, as demon-
strated by the evolution of the parameters with R.
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TABLE I. Tunneling amplitude tED for the most local processes on the kagome, as extracted from exact diagonalization spectra of the clusters
shown in Fig. 2. For comparison, we also give the amplitudes from the NNVB projection (second column).

process NNVB R = 0 R = 1 R = 2 R = 3 R = 4 R = 5
A 0 0 0 0 0 0 0
B1

4
85

= 0.04705 +0.09230 +0.05476 +0.04779 +0.04511 +0.04334 +0.04197
B2

4
85

= 0.04705 +0.06216 +0.04301 +0.03957 +0.03812 +0.03701 +0.03608
B3

4
85

= 0.04705 +0.01952 +0.02272 +0.02496 +0.02562 +0.02564 +0.02544
C1 − 4

21
= −0.19047 -0.11726 -0.09461 -0.08246 -0.07028

C2 − 4
21

= −0.19047 -0.11586 -0.08252 -0.06735 -0.05737
C3 − 4

21
= −0.19047 -0.19152 -0.10634 -0.08410 -0.07113

D 3
5
= 0.6

√
13−1
4

= 0.65138 +0.26285 +0.14664
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FIG. 4. (color online) (a) Evolution of |t| as we include further-range
virtual singlet fluctuations, quantified by the lengthR of the sawtooth
chains attached to the minimal clusters of the first row of Fig. 2. The
NNVB parameters are placed at the origin for comparison. Inset: The
ratio of the two strongest processes. The horizontal dashed (gray)
line separates the 36-site VBC from the Z2 spin liquid phase [33].

Third, unlike tB1−3 and tC1−3 , which converge quickly with
R, the amplitude tD(R) for the ‘perfect hexagon’ process
shows a remarkable drop from 0.65138 at R = 0 to 0.26285
at R = 1, and a similarly high drop to 0.14664 at R = 2.
This shows that fluctuations have the strongest influence on
the process with the largest number of defect triangles (and
spinons [43]). Hence, the 36-site VBC favored by the ‘perfect
hexagon’ process D is clearly disfavored by virtual fluctua-
tions (see below). Note that the ‘R=3’ cluster of type (D) has
N = 42 sites, which is too large for an ED treatment, given
the small number of available symmetries. However, the three
available ED data suggest a convergence at R&4−5, and it is
likely that its value will converge slightly below that of tC1−3 .
The reason why convergence is slowest in (D) is related to sta-
tistical pressure (spinons are fermions on kagome [40]) which
tends to push spinons out of the clusters; the more spinons the
higher the pressure, and thus the longer the chains needed to
accomodate the escaping spinons.

Fourth, as we show in [39], already for ‘R = 2’ clusters,
the tunneling amplitude of some processes starts to depend on

the remaining environment besides the sawtooth chains. This
shows that a description in terms of a QDM with ‘local’ pro-
cesses can only be approximate. However, most processes
still have the same amplitude at the level ‘R = 2’, and those
which take different values have a small dispersion except for
very rare configurations with an anomalously large concen-
tration of defect triangles. So it is still possible to define an
approximate description with ‘average’ tunneling amplitudes.

The potential terms of the QDM can be extracted in a sim-
ilar way with the help of a numerical linked-cluster proce-
dure [39]. The resulting data show that the binding energy of
two defect triangles V2-dt can be essentially neglected, but the
binding energy V3-dt between three defect triangles around a
hexagon (process D) is large and positive. The specific val-
ues depend again on the embedding (0.18470 for R = 1 and
0.09718 for R = 2), but they are of the same order of mag-
nitude as the corresponding tunneling, so they must be taken
into account. Importantly, the fact that V3-dt is positive (in
contrast to series expansions around the perturbative dimer-
ized limit [18]) means that virtual fluctuations penalize the
‘perfect hexagons’ not only by the strong reduction in tD but
also via the potential terms.

Discussion — In their recent study of the unconstrained
QDM model, Poilblanc et al. [22, 23] interpolated between
the Heisenberg point (in its truncated NNVB treatment) and
the exactly solvable spin liquid point of Misguich et al. [11],
while Läuchli [33] examined the fate of the QDM as a func-
tion of the ratio between the two strongest tunneling pro-
cesses, i.e. tD and tC. Both studies showed that the system
is extremely close to a quantum critical point, separating the
36-site VBC state from a Z2 spin liquid phase. While it is pos-
sible that the two liquid phases are adiabatically connected to
each other, the path in the parameter space taken in [33] is
more directly connected to the present findings, since tD and
tC1−3

are the strongest and also the ones that are affected the
most by virtual fluctuations. According to [33], the GS of the
model turns to a Z2 spin liquid already at−tD/tC ∼ 3, and in-
cluding the potential terms would probably shift this boundary
even higher. In any case, as shown in Fig. 4 (inset), the ratio
−tD/tC3

goes way below this boundary, meaning that we are
deep inside the Z2 spin liquid phase. It would be interesting to
check explicitly whether the more precise model that includes
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the dependence on the remaining environment and the poten-
tial terms leads to the same phase, a plausible result since the
average model is deep in the Z2 spin liquid phase. This is left
for future investigation.
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