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ABSTRACT 

Atomic-scale models of amorphous structures are typically generated using simulated 

annealing (SA) quench from a melt simulation protocol. This approach resembles the 

preparation of bulk glasses, but it may not be suitable for modeling amorphous materials 

produced using low-energy and low-temperature physical vapor deposition (PVD), where 

a deposited atom induces only local relaxations and no equilibrated melt is formed.  To 

account for such growth conditions, we developed the kinetically limited minimization 

(KLM) technique, in which an amorphous structure is constructed from a randomly 

initialized structure in a number of local perturbation-relaxation steps. We compare 

formation energies as well as short- and medium-range order of KLM- and SA-generated 

structures of a-In2O3, a-ZnO, and a-Si. 

 

I. INTRODUCTION 

Amorphous materials are becoming increasingly attractive as functional components 

in thin-film devices such as thin-film displays and solar cells  [1]. Due to lack of grain 

boundaries, they have superior uniformity and smoothness, flexibility, and corrosion 

resistance  [1,2]. Amorphous oxides with highly dispersive conduction bands—such as a-

In2O3, a-SnO2, or ternary oxides like a-InZnO—maintain high electron mobilities similar 

to those in crystalline transparent conductive oxides  [3,4]. To prevent crystallization, 
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amorphous thin films are prepared at low temperatures, typically using sputtering 

deposition techniques  [5,6]. However, computational models of amorphous structures, 

which are needed for electronic structure predictions, are almost exclusively constructed 

with a simulated annealing (SA) protocol starting from a high-temperature, equilibrated 

crystal melt [7–11]. Although such a procedure imitates the quench from the melt 

preparation of bulk glasses, its applicability to modeling low-temperature synthesized 

amorphous materials is unclear. Simulated annealing is necessarily a global optimization 

technique, where all atomic positions are simultaneously relaxed, and given a sufficiently 

slow quench rate, this optimization approach will lead to the ground-state structure. From 

the perspective of low-temperature deposition, one can approach the problem of structure 

optimization from a different limit, i.e., from an initial random atomic structure that 

evolves through a sequence of atomic movements. If the individual events are sufficiently 

separated in time and space, the correlated simultaneous movement of multiple atoms is 

suppressed, and the structure will generally approach a metastable configuration—with a 

certain amount of energy above the ground state—but will not relax into the crystalline 

ground-state. We here address this scenario by a kinetically limited minimization (KLM) 

that starts from a randomly initialized structure and minimizes the total energy through 

sequential local perturbation-relaxation events. Compared to the stochastic quench 

method  [12], where amorphous structures are generated by a direct quench of a random 

structure to the nearest local minima,  KLM removes compositional inhomogeneities and 

highly unstable local configurations that are present in randomly generated structures.  

Physical vapor deposition of amorphous films, usually employing sputtering 

techniques, can produce thin films with different degrees of thermodynamic stability and 
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structural order, ranging from amorphous materials to crystalline phases. The two most 

important growth parameters that control the outcome of deposition processes are the 

growth temperature and the energetics of sputtered atoms that impinge on the 

surface  [6,13–15]. Amorphous oxides are typically prepared at, or slightly above, room 

temperature  [16,17], i.e., well below the melting point (for instance, Tm (In2O3) = 2183 K 

and Tm (ZnO) = 2248 K  [18]). At such temperatures (<0.2 Tm [K]), atomic diffusion is 

limited  [6,13] and the impact of deposited atoms and sputter gas atoms becomes the most 

important source of energy available for structural relaxation. An important question in 

regard to the model for the computational structure generation is whether, at the relevant 

ion energies, (1) the so-called “thermal spike”  [12,19,20] caused by impinging ions is 

sufficient to locally melt the crystal, or (2) the ion impact causes only the displacement of 

one or a few atoms.  

We compare KLM and SA of a crystal melt with quench rates ranging from 64 to 

2500 K/ps using prototypical ionic (In2O3 and ZnO) and covalent (Si) materials. In the 

KLM approach, the enthalpy approaches a value below the fast-quench SA, but above 

that of the slow quench. KLM provides short-range order that corresponds differently to 

quench-rate SA for different materials: fast quench for a-In2O3 and slow quench for a-

ZnO and a-Si.  This observation indicates that kinetic limitations play an important role 

in the development of the local structure. Because correlated relaxations are limited in 

KLM, the method predicts medium-range order similar to that of fast-quench SA. 

 

II. COMPUTATIONAL DETAILS 

A. Generation of amorphous structures 
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Amorphous In2O3, ZnO, and Si structures were modeled in 160-atom periodic cells 

using SA molecular dynamics and KLM. The simulated annealing was performed in the 

canonical (NVT) ensemble with the Nosé–Hoover thermostat using the Verlet algorithm 

with 4 fs integration step. The following simulation protocol was used: First, the 

respective crystal as well as randomly generated structures were melted and equilibrated 

for 15 ps at 2500 K for the case of In2O3, ZnO and at 3000 K for the case of Si. The 

temperature was then lowered to 500 K at rates ranging from 64 to 2500 K/ps. In the last 

step, volumes and atomic positions of the final structures were relaxed. The kinetically 

limited minimization, which, in essence, relaxes a structure by a number of sequential 

local perturbation-relaxation events, is described below. As a starting point for this 

algorithm, we used five random structures with an imposed minimum inter-atomic 

distance equal to the respective bond distances in crystalline material minus 0.3 Å. After 

300 relaxation-perturbation steps, the algorithm was terminated and, as in case of SA, 

volume and atomic positions relaxed.  

 

B. Thermal spike simulations 

In addition, we performed molecular dynamics simulation of kinetic energy 

dissipation in the In2O3 crystal. First, In2O3 was equilibrated at 300 K in a canonical 

ensemble. Then, the velocity of the In or O atom was increased in a random direction 

such that the atom has the kinetic energy equal to 1, 5, or 30 eV. The micro-canonical 

ensemble was then simulated for 6 ps using the maximum time step of 0.86, 0.37 and 

0.15 fs for systems with 1-, 5-, and 30-eV accelerated atom, respectively. Forces and 

energies were obtained from density functional theory (DFT) calculations with the PBE 
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exchange correlation functional  [21] within the PAW formalism as implemented in the 

VASP code  [22]. For the final relaxation of amorphous structures, a 2x2x2 Monkhorst 

Pack mesh was used. For the computationally expensive SA molecular dynamics and 

KLM, we used a single k-point sampling.  

 

FIG. 1: (Color online) Atomic displacements induced by 1-, 5- and 30-eV accelerated In and O 

atoms in c-In2O3 as a function of time. Each plot shows the results of six simulations (three for In 

and three for O atom).  Full lines: the accelerated atoms, dashed lines: the remaining atoms; blue: 

In, red: O. 

 

III. THERMAL SPIKE SIMULATIONS 

Application of quench from melt methods to modeling amorphous thin films is 

often justified by the fact that energetic impact during deposition creates a local melt (a 

thermal spike) in which simultaneous and long-range atomic rearrangements are 

possible  [19]. In the following, we estimate the degree of relaxation induced by impact 
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of atoms with kinetic energy of up to 30 eV. Such energies have been linked to low-stress 

growth conditions of amorphous materials  [13,15,23]. Figure 1 shows the atomic 

displacement induced by accelerated In and O atoms with a kinetic energy of 1, 5, and 30 

eV in crystalline In2O3 equilibrated at 300 K (thermal energy of 0.04 eV/atom). The red 

and blue full lines show the evolution of the amplitude of the accelerated O and In atoms, 

respectively. The indium and oxygen atoms with kinetic energy of 1 eV displace by up to 

0.7 Å beyond their respective equilibrium positions, which is much less than the nearest-

neighbor distance of 2.2 Å in In2O3. At lower energies, the deposited atoms are likely to 

condensate without penetrating the surface, and the impact energy produces hardly any 

relaxation events below the surface. For kinetic energy of 5 eV, the maximal amplitude of 

both In and O atoms is ~1.5 Å, and for channeling directions it may exceed the nearest-

neighbor distance and be sufficient for the deposited atom to penetrate into subsurface 

layers. Thus, at energies of several eV, the bulk structure beneath the growing surface 

starts to relax, lowering the energy with respect to the structure determined by the surface 

condensation on a budget of less than one relaxation event on average per deposited 

atom. At 1 and 5 eV, only the accelerated atom itself shows a displacement amplitude 

above 1 Å, so the induced relaxation is local and limited to, at most, the nearest neighbors 

of the accelerated atom. After the dissipation of the energy due to the acceleration, all 

atoms return to their initial position. In contrast, a 30-eV impact induces displacements 

beyond the In-O distance, not only of the accelerated atom but also of the neighboring 

atoms. Thus, at this energy, the impinging atom may penetrate into subsurface layers and 

induce relaxations involving further coordination shells. Similarly to the 1- and 5-eV 

impacts, the 30-eV impact also equilibrates in less than 1 ps, i.e., the same order of 
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magnitude as the phonon frequency. Such fast dissipation times do not allow for full 

equilibration of the molten state, which typically requires 1–2 orders of magnitude longer 

timescales  [7,24]. (Note that the heat-diffusion laws based on the macroscopic thermal 

conductivity overestimate the lifetime because the size of the thermal spike is much 

smaller than the phonon mean free path.) Instead, the perturbation of the ion impact 

causes a few individual relaxation events at the most, rather than a local melting. These 

results for In2O3 are in line with the general models for stress generation in thin-film 

deposition  [13,23,25,26], suggesting surface condensation and void formation at low 

impact energies of up to several eV, the coalescence of such voids and limited relaxation 

at moderate energies, and, at high energies in the keV range, the occurrence of a thermal 

spike with sufficiently high energy and long lifetime to cause a local melting and stress 

relief.   

 

 

 

Fig. 2 (Color online) The change in energy of accepted moves during kinetically limited 
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minimization as a function of a step number. Red: a-In2O3; blue: a-ZnO; and green: a-Si (five 

runs for each material).  

 

IV. KINETICALLY LIMITED MINIMIZATION 

In view of the preceding discussion, we formulate a method for modeling amorphous 

structures by a sequence of individual local perturbation-relaxation events, which should 

be more appropriate than a melt-quench protocol for physical vapor deposition 

techniques with low to moderate (< 100 eV) ion energies. The proposed algorithm 

consists of four steps. For a given initial structure, we first find structural void centers by 

following the gradient of the distance field D(rr )  from a randomly selected point (step 1). 

A void center is defined as a local maximum of a distance field D(rr )  — a scalar quantity 

that measures at a given point rr  the distance to the nearest atom: D(rr ) = mini | rr − rri |, 

where rri  are atomic positions. Once a void center is selected, we displace the nearest 

atom into the void (step 2). Such a move constitutes the minimal local perturbation that 

allows for diffusive motion necessary to remove compositional gradients that are present 

in randomly generated structures. After the perturbation step, we relax the structure to the 

nearest local minimum (step 3). If such a perturbation-relaxation event lowers the energy, 

we accept the move and update the structure; otherwise, we reject it (step 4). In essence, 

this is a basin-hopping algorithm with the Monte Carlo step being a local structural 

perturbation and with the Metropolis acceptance criterion at 0 K. Figure 2 shows the 

change in energy ( ΔE ) of accepted moves during KLM runs starting from five different 

random structures of a-In2O3, a-ZnO, and a-Si. Initially, structures relax in steps 

involving ΔE > 0.5  eV energy changes. This indicates that random structures, even if 
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relaxed to the nearest local minima as in stochastic quench method  [12], contain a large 

number of highly unstable local configurations. Such high-energy configurations are 

largely removed after ~150 steps.  

 

 

FIG. 3: (Color online) Formation energies of amorphous structures relative to formation energy of 

the respective ground-state crystal structure for a-Si (green), a-ZnO (blue), and a-In2O3 (red), as a 

function of the (a) step number of KLM and (b) quench rate of SA. The green, blue and red bands 

in subfigure (b) denote two standard deviations calculated from four different initial random 

structures. 

 

V. ENTHALPY 

Figure 3 shows the formation energies of the amorphous structures with respect to 

crystal phase of amorphous structure, comparing the KLM with the SA for different 

quench rates ranging from 64 to 2500 K/ps. The KLM energies lie in between the SA 

energies for fast and slow quenches, indicating that SA quenches at rates accessible with 
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ab initio molecular dynamics (MD) can lead to enthalpies significantly below those of the 

kinetically limited structure evolution. At sufficiently slow quench rates, the SA would 

lead to complete crystallization (ΔE = 0), and indeed, we observed crystallization and a 

very low ΔE for the SA of ZnO at the rate 110 K/ps. The crystallization is, of course, 

facilitated by the periodic boundary conditions of the simulation cell. But this observation 

also may reflect the fact that ZnO crystallizes relatively easily and is difficult to obtain in 

the amorphous structure, even at low (room) temperature deposition [27]. Unlike the SA 

enthalpy, which depends strongly on the quench rate, the KLM enthalpy approaches a 

unique limit, i.e., the kinetically limited structure evolution. It is worth noting, however, 

that amorphous structures are generally in a much more dynamic state than crystalline 

structures: In a perfect crystalline structure, atomic rearrangement creates lattice defects 

that usually have sizable formation enthalpies. In the amorphous structure, there is a 

much larger number of configurations close in energy ( ΔE < 0.1 eV, as seen in Fig. 2), 

enabling continuous lattice reconfigurations. This aspect of amorphous semiconductors 

could be exploited to design materials with the ability to self-heal when detrimental 

defects are created, e.g., by processing during device fabrication. Given the same degree 

of structural relaxation— i.e., step number in the case of KLM, or quench rate in the case 

of SA—both methods provide qualitatively the same differences between formation 

energies. This observation allows us to order a-Si, a-ZnO, and a-In2O3 in terms of their 

thermodynamic driving force for crystallization: a-In2O3 exhibits the lowest and a-Si the 

highest value. 

VI. SHORT- AND MEDIUM-RANGE ORDER 

 Figure 4 shows the distribution of the first shell coordination numbers (CNs) in 
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crystal (c), liquid (l), and amorphous (a) In2O3, ZnO, and Si calculated with cutoff 

distances of 2.9, 2.7 and 2.9 Å, respectively. In all three cases, the CN distribution in 

liquid broadens as compared to crystal phase. Both fast- and slow-quench SA bring down 

the CN closer to crystal values. The difference between the liquid and amorphous phase 

is particularly large in the case of ZnO and Si liquid, where the CN distribution  is shifted 

toward higher coordination numbers [27]. The quench of l-In2O3, on the other hand, leads 

to relatively small changes in the CN distribuion, and a-In2O3 retains a significant number 

of 5-fold-coordinated In and 3-fold-coordinated O atoms (in agreement with previous 

MD simulations [9]). The concentration of 5-fold coordinated In atoms in a-In2O3 is 16, 

30 and 34 % and 3-fold coordinated O atoms is 11, 17 and 23 % for slow quench SA, fast 

quench SA and KLM, respectively. KLM also finds 4-fold coordinated In atoms, though 

at very small concentration of 1%. This deviation from the crystalline coordination may 

be due to kinetic limitations (structural frustrations) and/or lower thermodynamic driving 

force to crystallization of a-In2O3 mentioned in the previous paragraph. KLM leads to 

qualitatively the same CN distribution as SA but quantitative differences are evident. For 

a-ZnO and a-Si, the CN distribution of KLM generated structures corresponds to slow 

quench, whereas for a-In2O3, it corresponds to fast-quench SA. Thus, correlated atomic 

relaxations in a-In2O3 lead to stronger local ordering. This observation indicates that the 

development of the short-range order in this material is more kinetically limited than in a-

ZnO or a-Si. 

To characterize the medium-range order we plot partial pair distribution functions 

in Fig. 5. Overall, both KLM and SA show that medium-range order in a-In2O3 and a-

ZnO is far stronger compared to covalently bonded a-Si, where ordering beyond 6 Å is 
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negligible. This is likely because of the importance of long-range electrostatic 

interactions in ionic compounds. Particularly strong medium-range order is seen in the 

In-In pair distribution, because In has a +3 formal charge and low polarizability (ionic 

radius of 0.8 Å), leading to strong electrostatic In-In repulsion. In KLM, the formation of 

medium-range order is limited, and as a result, KLM predicts a similar degree of 

medium-range order as SA with fast-quench rate.  

 

FIG. 4: (Color online) Distribution of coordination numbers in crystal (solid black line), liquid 

(dashed black line), and amorphous In2O3, ZnO, and Si (solid lines: blue and cyan for SA with 

quench rate 64 and 2500 K/ps, respectively, and red for KLM). 
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FIG. 5: (Color online) Partial pair distribution functions in crystal (solid black line), liquid 

(dashed black line), and amorphous In2O3, ZnO, and Si  (solid lines: blue and cyan for SA with 

quench rate 64 and 2500 K/ps, respectively, and red for KLM). 

 

VII. CONCLUSIONS 

In conclusion, we addressed the problem of generating structural models for 

amorphous thin-film semiconductors that are formed by low-temperature deposition 



 14

considerably below the melting temperature. For typical ion energies, e.g., in sputtering 

deposition, the thermal spike dissipates too fast to create a local melt. Therefore, we 

formulated an alternative approach to the conventional melt-quench simulated annealing 

(SA) protocol. Starting from initial random atomic positions, the structure is updated by 

kinetically limited minimization (KLM), i.e., by sequential local perturbation-relaxation 

events. Unlike the SA approach, where the enthalpy and degree of crystallization depend 

strongly on the quench rate, the KLM approaches a steady state whose energy lies 

slightly below that of a fast-quenched melt. Depending on the particular material, short-

range order of KLM-generated structures corresponds to different quench rates in SA. 

This indicates that kinetic limitations play an important role in the development of local 

structure. Because relaxations in KLM are necessarily local, the method produces 

structures with the medium-range order similar to the one from fast-quench SA.  
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