
This is the accepted manuscript made available via CHORUS. The article has been
published as:

Bowing of the defect formation energy in semiconductor
alloys

Jie Ma and Su-Huai Wei
Phys. Rev. B 87, 241201 — Published 12 June 2013

DOI: 10.1103/PhysRevB.87.241201

http://dx.doi.org/10.1103/PhysRevB.87.241201


LC14470

REVIE
W

 C
OPY

NOT F
OR D

IS
TRIB

UTIO
N

Giant bowing of the defect formation energy in semiconductor alloys

Jie Ma and Su-Huai Wei∗
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Using first-principles method and special quasirandom structure (SQS) approach, we have stud-
ied the formation energies of two prototype defects in alloys: GeAs in AlxGa1−xAs and CuCd in
CdSxTe1−x. We find that giant bowing effects for the defect formation energy can exist in semi-
conductor alloys. The bowing effect originates from the concentrated distribution of defects at low
energy sites caused by the defect wavefunction localization and the size-mismatch-induced strain
effect. Because the bowing effect can drastically reduce the defect formation energy — even in dilute
semiconductor alloys — it can have wide applications, such as alloy-enhanced defect solubility in
semiconductors.

PACS numbers: 61.72.J-, 61.66.Dk, 61.72.Bb, 61.72.uj

Alloying different semiconductors is a popular ap-
proach to broaden the range of available material prop-
erties for specific applications. Considerable efforts have
been made to understand the compositional dependence
of properties of isovalent AxB1−xC semiconductor al-
loys. Many alloy properties P (x) can be described as
a linear average of the corresponding quantities in two
pure constituents, plus a quadratic term [1, 2]: P (x) =
[xP (AC)+ (1− x)P (BC)]− bx(1− x), where b is the so-
called bowing coefficient. Generally, for isovalent alloys
with small chemical and size mismatch, the bowing coef-
ficients are small constant numbers; for alloys with large
chemical and size mismatch, the bowing coefficients could
be large and composition dependent [3–5].

Most previous studies on alloying effects were focused
on macroscopic properties, such as the band gap and mix-
ing enthalpy of substitutional alloys. The compositional
dependence of defect properties in disordered alloys, how-
ever, has not been well studied, despite the fact that the
electrical and optical properties of semiconductors and
their alloys are strongly determined by defects. It is quite
common that defect properties of alloys were discussed
based on data of the pure constituents [6–8], assuming
simply a linear compositional dependence based on the
virtual-crystal approximation (VCA) [9]. The bowing ef-
fects of the defect formation energy have never been sys-
tematically discussed. However, because the defect sol-
ubility has an exponential dependence on the formation
energy, it is important to understand the compositional
dependence of the defect formation energy (solubility)
and the physical origin for possible bowings.

Generally, defect properties are determined primarily
by local motifs because the wavefunction of the defect
state is usually localized around the defect site. In a
tetrahedral AxB1−xC alloy, there are many distinct C
sites with different local motifs. For example, the first-
neighbor motif around a C atom could be A4, A3B1,
A2B2, A1B3, or B4. Each of these motifs could contribute
differently to a given property. The old-fashioned VCA
or coherent-potential approximation (CPA) [10] assumes
that the C atom has a single averaged environment, and

therefore cannot simulate the contributions from different
motifs. More advanced atomistic models, such as the
special quasirandom structure (SQS) approach [11, 12],
must be used.

Using first-principles method and SQS approach, we
have calculated the defect formation energies in two pro-
totype systems: Ge substitution on As site (GeAs) in
AlxGa1−xAs, which is nearly lattice matched, and Cu
substitution on Cd site (CuCd) in CdSxTe1−x, which has
highly size mismatched mixing elements, with the com-
position x = 0, 0.25, 0.5, 0.75, and 1. We find that
the formation energies of the defects strongly depend on
the first-neighbor motif. To calculate the solubility, it is
convenient to define an effective formation energy. For
GeAs in AlxGa1−xAs alloys, the effective formation en-
ergy has a nearly linear compositional dependence at the
high temperature limit (i.e., no bowing); however, at the
low temperature limit, the effective formation energy can
even change discontinuously at x ∼ 1 (i.e., infinitive bow-
ing), due to the concentrated distribution of defects. For
CuCd in CdSxTe1−x alloys, there exists a strain-induced
bowing even at the high temperature limit. Due to the
large bowing, the formation energy (solubility) of CuCd

actually decreases (increases) compared to that in CdTe,
as a few S atoms are incorporated, even though the for-
mation energy of CuCd is higher in pure CdS than in pure
CdTe.

Our calculations were based on density functional the-
ory (DFT) within the generalized gradient approxima-
tion (GGA) [13] as implemented in VASP code [14]. The
projector augmented wave (PAW) pseudopotentials [15]
were employed and the wavefunctions were expanded in
planewave basis-set with an energy cutoff of 300 eV. To
simulate random alloys, we constructed SQSs (x = 0.25,
0.5, and 0.75) in a 512-atom cubic cell. In constructing
the SQSs, the atomic correlation functions of pairs up
to the fourth neighbor, the first neighbor triangle and
tetrahedral were required to be the same as those in per-
fectly random alloys. The Brillouin zone integration was
sampled with Γ-point only. As expected, the calculated
alloy lattice constant follows the Vegards rule [16]. In
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a perfectly random alloy AxB1−xC, the probability of
finding a C site with the first-neighbor motif AnB4−n is
pn(x) = Cn

4 x
n(1 − x)4−n. In the SQSs we constructed,

the probabilities are exactly the same as those in random
alloys.
The formation energy of a defect α at the site s in the

alloy with the composition x is defined as [17]

∆H(α, s, x) = E(α, s, x)− E(x) +
∑

i

niµi , (1)

where E(α, s, x) is the energy of the alloy containing a
defect α at the site s and E(x) is the energy of the alloy
in the same supercell without defects. µi is the chemical
potential of the ith constituent, and ni is the number of
atoms transferred from the supercell to the reservoirs in
forming the defect. Here, we employ their elemental solid
values for chemical potentials.
The solubility of the defect α is the summation of the

probabilities of finding α at every site s [18]. In alloys,
the defect formation energy ∆H(α, s, x) depends on s
and x. To calculate the defect solubility, it is convenient
to define an effective formation energy ∆Heff (α, x, T ),
which fulfills

exp[−∆Heff (α, x, T )/kBT ] =
1

N

∑

s

exp[−∆H(α, s, x)/kBT ] ,

(2)
where T is the doping temperature, kB is the Boltzmann
constant, and N is the number of all defect sites in the
alloy. According to this definition, the solubility of the
defect α (depending on x and T ) can be calculated in the
traditional way [18]

[α]x,T = N exp[−∆Heff (α, x, T )/kBT ] . (3)

It is interesting to see that at the high tem-
perature limit (T → ∞), the Boltzmann factor
∆H(α, s, x)/kBT → 0, and the effective formation en-
ergy is

∆Heff (α, x,∞) =
1

N

∑

s

∆H(α, s, x) , (4)

which is the arithmetic average of the formation energies
at all sites. This is expected because as T → ∞, all the
sites have equal opportunity to be occupied.
At the low temperature limit (T → 0),

∆H(α, s, x)/kBT → ∞. Therefore, under equilib-
rium conditions, the defect can only occupy the sites
with the lowest formation energy, i.e.,

∆Heff (α, x, 0) = ∆H(α, s0, x) , (5)

where s0 is the site at which the defect α has the lowest
formation energy. This is a very interesting observation,
suggesting the defect formation energy at low T is con-
trolled by local properties, not by averages over the whole
alloy.
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FIG. 1: The formation energies of GeAs at every site in
AlxGa1−xAs alloys (x = 0.25, 0.5, and 0.75) as a function
of the number of Al atoms in the first neighbor around the
defect. For comparison, the defect formation energies in GaAs
and AlAs (x = 0, 1) are also plotted. The solid lines are the
linear fitting [Eq.(6)].
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FIG. 2: The effective formation energy of GeAs in
AlxGa1−xAs alloys (x = 0, 0.25, 0.5, 0.75, and 1) at the
high temperature limit, the low temperature limit, and a fi-
nite temperature T = 600 K. The solid lines are calculated
with the linear fitting [Eq.(6)].

We first consider GeAs in AlxGa1−xAs alloys.
AlxGa1−xAs alloys have many applications in optical and
electronic devices, and Ge is one of the most widely used
p-type dopants [19]. AlAs and GaAs are nearly lattice
matched and Ge is also close to As in size, so there is
little strain effect in this system. The formation energies
of GeAs at all the 256 defect sites in each alloy (x =0.25,
0.5, and 0.75), and those in GaAs and AlAs, are displayed
in Fig. 1. In this figure, the defect formation energies in
alloys are plotted as a function of the number of Al atoms
in the first neighbor around the defect. First, we notice
that although the formation energies of GeAs in the al-
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loys spread in a large energy range, GeAs with the same
first-neighbor motif (i.e., the same n in Fig. 1) in each al-
loy actually have very similar formation energies. This is
because the wavefunction of the defect state is localized
around the defect site, and therefore the defect forma-
tion energy is determined mostly by the first-neighbor
motif. Next, we observe that the formation energies in
each alloy increase linearly as the number of Al atoms in
the first neighbor around the defect (n), which is consis-
tent with the trend that the formation energy of GeAs

is 0.83 eV higher in AlAs than that in GaAs. This is
because the localized defect state has strong interactions
with the first-neighbor atoms. For defects surrounded by
Ga atoms in the first neighbor, the Ga d orbitals push
up the energy of the localized defect state through the
p-d coupling [20]. It costs less energy to create holes at
high-energy levels, so the formation energy is low. We
also find that as the composition x increases from 0 to 1,
the formation energies increase. This is also explained by
the electronic effect. As more Al atoms are incorporated
into the system, the valence band maximum (VBM) of
the alloy decreases in energy, because the VBM of AlAs
is lower in energy than that of GaAs [20]. Therefore,
it costs more energy to create holes and the formation
energy increases. In fact, to a good approximation, the
GeAs formation energy in AlxGa1−xAs can be expressed
(in eV) as

∆H(GeAs, n, x) = 1.207 + 0.115n+ 0.369x . (6)

The effective formation energies ∆Heff (GeAs, x, T ) in
AlxGa1−xAs alloys (0 ≤ x ≤ 1) at the high temperature
limit, the low temperature limit, and a finite tempera-
ture T = 600 K are displayed in Fig. 2. We notice that
at the high temperature limit (T → ∞), the effective for-
mation energy of GeAs increases almost linearly with the
alloy composition x (the defect solubility decreases ex-
ponentially with x), which indicates that there is almost
no bowing effect at the high temperature limit. This is
because as T → ∞, all the sites can be occupied equally,
and therefore the effective formation energy reflects the
averaged property of the whole alloy. As the temper-
ature decreases, the defect distribution becomes more
concentrated at sites with lower formation energies, so
the effective formation energy bows downwards. At the
low temperature limit (T → 0), the bowing effect is the
largest. As discussed before, when T → 0, only sites with
the lowest formation energies can be occupied, so the de-
fects are all concentrated at sites surrounded by four Ga
atoms. The effective formation energy is determined by
these sites. At x = 1, there is no site surrounded by Ga
atoms. However, as Ga is incorporated, sites surrounded
by four Ga atoms suddenly appears, so the effective for-
mation energy shows a discontinuous change at x ∼ 1 as
T → 0.
It is interesting to see that the bowing is asymmetric

in AlxGa1−xAs, larger on the Al-rich side (x ∼ 1), but

smaller on the Ga-rich side (x ∼ 0). As discussed above,
the bowing is induced by the different formation energies
of defects at various sites, which is caused by the defect
wavefunction localization. Because Ga creates a level
above the VBM of AlAs, GeAs surrounded by Ga atoms
have strong wavefuction localization. As Ga atoms are
incorporated into AlAs, the strong wavefuction localiza-
tion of defects surrounded by Ga atoms causes the large
bowing at x ∼ 1. On the other hand, Al does not create
localized levels in GaAs, so the localization of the defect
wavefunction is weak, and the bowing is also weak at
x ∼ 0.
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FIG. 3: The formation energies of CuCd at every site in
CdSxTe1−x alloys (x = 0.25, 0.5, and 0.75) as a function
of the number of S atoms in the first neighbor around the
defect. The arithmetic averages of the formation energies of
defects with the same first-neighbor motif are plotted in (d).
For comparison, the defect formation energies in CdTe and
CdS (x = 0, 1) are also plotted. The dashed lines are guides
for eyes.

Next, we consider CuCd in CdSxTe1−x alloys.
CdSxTe1−x alloys commonly exist in CdTe/CdS so-
lar cells [21], and Cu is the most important p-type
dopant [22]. The mixing elements S and Te exhibit large
size mismatch and the size of Cu is much smaller than
that of Cd, so the strain is expected to play an impor-
tant role. For simplicity, we only consider zincblende
CdSxTe1−x alloys. The formation energies of CuCd at all
the 256 sites in each alloy (x = 0.25, 0.5, and 0.75) as a
function of the number of S atoms in the first neighbor
are displayed in Fig. 3 (a-c). Similar to the GeAs case,
the formation energies of CuCd in CdSxTe1−x alloys are
strongly dependent on the first-neighbor motif. How-
ever, due to the large size mismatch and local atomic
relaxations, the formation energies of defects within a
given first-neighbor motif are more scattered. The arith-
metic averages of the formation energies of defects with
the same first-neighbor motif in each alloy are displayed
in Fig. 3 (d), along with the formation energies of CuCd
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FIG. 4: The effective formation energy of CuCd in CdSxTe1−x

alloys (x = 0, 0.25, 0.5, 0.75, and 1) at the high temperature
limit, the low temperature limit, and a finite temperature
T = 600 K. The dashed lines are guides for eyes.

in zincblende CdTe and CdS. We find that in each alloy,
the formation energy of CuCd increases as the number
of S atoms in its first neighbor, which is consistent with
the trend that the formation energy of CuCd is 0.31 eV
higher in CdS than that in CdTe. This is because the Te
5p orbital has higher energy than the S 3p orbital. For
defects surrounded by more Te atoms in the first neigh-
bor, the localized defect wavefunctions contain more Te
5p components, and therefore have higher energies. It
costs less energy to create holes at high-energy levels,
so the formation energy is low. Different from the GeAs

case, the CuCd formation energies generally decrease as
x increases from 0.25 to 0.75. The formation energy de-
crease is more significant for defects surrounded by more
Te atoms in the first neighbor (small n). This is be-
cause in addition to the electronic effect discussed in the
GeAs case, the strain effect also plays an important role.
The size of Cu is small, so after forming CuCd, the sys-
tem carries a compressive strain. Due to the large lat-
tice mismatch between CdS and CdTe, as S atoms are
incorporated into the system (x increases), the lattice
constant of the alloy decreases. Therefore, the strain in-
duced by the defect is released, so the formation energy
decreases [23]. In each alloy, sites surrounded by more
S atoms have shorter bond lengths, so the strain effect
is small; sites surrounded by more Te atoms have longer
bond lengths, so the strain effect is large and the forma-
tion energies change more significantly. For alloys with
x ∼ 1, the strain effect is the least significant due to the
smallest bong lengths, so the electronic effect is domi-
nant. Because CdS has the lowest-energy VBM, it costs
the largest energy to create holes and therefore the defect
formation energy in CdS is higher than those in the three
alloys.
The effective formation energies ∆Heff (CuCd, x, T ) in

CdSxTe1−x alloys (x = 0, 0.25, 0.5, 0.75, and 1) at the
high temperature limit, the low temperature limit, and
a finite temperature T = 600 K are displayed in Fig. 4.
Similar to the GeAs case, the bowing increases as the tem-
perature decreases, because the distribution of the defect
becomes more concentrated at low-energy sites. In con-
trast to the GeAs case, at the high temperature limit, the
effective formation energy shows a large positive bowing
and the slop is even negative on the Te-rich side (x ∼ 0).
This is due to the strain effect that does not exist in the
previous case. As discussed before, the CuCd formation
energy decreases as x increases, due to the release of the
strain energy. The effective formation energy at the high
temperature limit is the average of formation energies
at all sites, so it bows downwards. When the composi-
tion x is small, most Cd atoms are in the Te4, S1Te3, or
S2Te2 first-neighbor motifs. Because the defect forma-
tion energies at these sites are lower than that in CdTe,
the effective formation energy is lower than that in CdTe
(i.e., the solubility of CuCd is larger). However, when
x is large, most Cd atoms are in the S4 or S3Te1 first-
neighbor motifs. Because the defect formation energies
at these sites are higher, the effective formation energy
will eventually increase as x increases (i.e., the solubility
decreases) at high temperatures. Therefore, due to the
large bowing, the defect solubility is enhanced in small x
alloys, compared to those in the two pure constituents.

Our analysis indicates that for CuCd in CdSxTe1−x

alloys, both the electronic effect and strain effect play
roles in the defect formation energy. The wavefunction
localization effect is dominant for S-rich alloys (x ∼ 1)
because Te create a localized level in CdS, but the strain
effect is dominant for Te-rich alloys (x ∼ 0) because S
can reduced the large strain in CdTe caused by CuCd.

In conclusion, we have investigated the formation
energies of two prototype defects in alloys: GeAs in
AlxGa1−xAs and CuCd in CdSxTe1−x. We find that
the bowing has two origins: the concentrated distribu-
tion of defects at low energy sites at finite tempera-
tures caused by the defect wavefunction localization and
the size-mismatch-induced strain effect. The bowing in-
creases as the temperature decreases. Since the electronic
occupation and size of defects depend on charge states,
the bowing of the defect formation energy should also be
charge-dependent. Our theoretical model is consistent
with experimental observations [24–26]. For examples,
it is observed that Cu atoms accumulate in the mixed
CdSxTe1−x alloy region when small amount of S is mixed
into CdTe at the CdTe/CdS interfaces in CdTe based so-
lar cell [25]. In p-type ZnSe, N solubility can also be sig-
nificantly enhanced when small amount of ZnTe is mixed
into the host [26].
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