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An explanation is given for the ultrafast insulator-to-metal transition in VO2 following photoexci-
tation. The photoinduced orbital imbalance induces a coherent motion of the V-V dimers affecting
the electronic structure. After the closing of the gap, Boltzmann scattering equilibrates the electron
densities. If the electron density exceeds a critical value, a phase transition occurs to the metallic
state. The model explains several key features, such as a structural bottleneck, coherent structural
motion combined with phase shifts in the oscillation, the absence of ultrafast metal-to-insulator
transitions, and the need for a critical fluency.
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I. INTRODUCTION

The last decade has shown tremendous experimental
progress in the study of the ultrafast response of ma-
terials to optical pulses in the sub-100-fs range. Non-
equilibrium dynamics following the photoexcitation can
lead to surprisingly fast transitions between competing
phases leading to, for example, quenching of the mag-
netic order1, insulator-to-metal transitions2–16, unex-
pected phases17,18, and melting of charge-density waves
or stripes19–21. The theoretical understanding of these
fascinating effects has not kept pace with the exper-
imental advances and is often limited to phenemeno-
logical Landau-type models20, exact diagonalizations of
small systems22,23 or three-temperature models1,11,21.
For insulator-to-metal transitions in transition-metal ox-
ides in particular, effects have only been described at a
qualititative level due to the complex interplay between
the structural, charge, orbital, and spin degrees of free-
dom.

The physics underlying insulator-metal transitions is
one of the most intriguing questions in materials sci-
ence. Ultrafast science allows the study of the physi-
cal pathways between the different structural and elec-
tronic phases and the competition between the various
interactions. A prototypical example is vanadium diox-
ide, a compound that has been studied extensively. The
3d1 compound VO2 undergoes a transition from a high-
temperature metallic rutile phase to a low-temperature
insulating monoclinic phase. The qualitative aspects of
the phase transition are well known27. The octahedral
oxygen surrounding causes the d orbital to split into
threefold- t2g and twofold-degenerate eg multiplets. The
VO6 octahedra form edge-sharing chains, further lower-
ing the symmetry splitting the t2g states into an a1g or-
bital (d‖) and two eπg orbitals (dπ). In the metallic state,
all t2g orbitals are occupied with a somewhat larger elec-
tron density in the dπ band. In the monoclinic structure,
the chains dimerize and the resulting V-V pairs twist.
This creates bonding and antibonding d‖ bands. The
number of electrons in the dπ strongly is strongly re-

duced leading to a filled bonding d‖ band. Although
this molecular-orbital picture seems reasonable, theoret-
ical approaches based on Density Functional Theory are
not capable of describing the insulating behavior and
electron-electron interactions need to be included28.
In ultrafast spectroscopy, VO2 has been one of the

most studied systems2–11. Insulator-to-metal transitions
in VO2 have been induced using fields in the optical2–10,
terahertz11, and X-ray region13. It has been estab-
lished that structural changes play an essential role in the
transition2,3. Cavalleri et al.3 demonstrated the presence
of an 80-fs delay between the photoinjection of electron-
hole pairs and the change in reflectivity. They ascribed
this delay to coherent structural motion. This was con-
firmed by Kübler et al.6,7 who observed a 6-THz coher-
ent modulation in the optical conductivity lasting for
approximately 1 ps, which they interpreted as a wave
packet motion of the V-V dimers. In addition, dynam-
ical changes in orbital occupancies were observed using
femtosecond X-ray absorption spectroscopy4. Cocker et
al.10 established a phase diagram of critical pump flu-
ency versus temperature and show that a critical density
of excited electrons and phonons is necessary to induce
a phase transition. The critical fluency is reduced when
approaching the critical temperature due to a decrease
in tilting angle8. The ultrafast switching of the optical
and electrical properties have inspired a wide range of
possible applications26.

II. MODEL

This paper focuses on the physical mechanism under-
lying the 100-fs insulator-to-metal transition by an ultra-
short optical pulse. The model provides an intuitive ex-
planation for the transition and in addition explains the
experimentally observed effects. The description of the
ultrafast insulator-to-metal transitions requires the inclu-
sion of several components: optical excitation, electron-
electron scattering to establish a thermal equilibrium, the
coherent motion of the V-V dimers and the accompany-
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FIG. 1: Dependence of the densities of states ρµ(E) for µ = d‖
(red), dπ (blue) for different values of the generalized coordi-
nate x. The small vertical lines denote the positions of the
Fermi level.

ing changes in electronic structure. Although separately
these aspects can be described in much greater detail, an
integrated description of femtosecond dynamics requires
some approximations.

Let us first discuss the electronic structure. Despite
disagreement over the details of the band structure and
the nature of the gap27,28, there appears to be a gen-
eral consensus that in the metallic state the Fermi lies
in both dπ and d‖ bands. The dimerization and tilting
of the vanadium pairs then leads to the insulating state
characterized by the formation of bonding and antibond-
ing d‖ bands. The conduction and valence bands closest
to the Fermi level are the dπ and the bonding d‖ bands,
respectively. We assume that the electronic structure
can be described by an effective Goodenough-model27

using gaussian-broadened square densities of states. The
insulator-to-metal transition is directly related to the co-
herent dimerization and tilting of the vanadium dimers.
Since no detailed ab initio calculations of the changes in
the density of states due to the coherent motion of the
V-V dimers exist, they are modeled using a single effec-
tive dimensionless coordinate x. The change in densities
of states ρµ(x,E) with µ = d‖, dπ are taken linear with
x. The model densities of states for different values of x
are given in Fig. 1. In the insulating state (x = 1.0), the

dimerization splits the d‖ band into bonding and anti-
bonding bands separated by about 1.9 eV; the insulating
gap between the d‖ and dπ bands is 0.5 eV.28 The Fermi
level lies inside the gap, so that the bonding d‖ is filled. In
the metallic state (x = −0.4), the Fermi level lies inside
the d‖ and dπ bands giving, following Biermann et al.28,
occupations of 0.42 and 0.58, respectively. The band-
widths are around 2 eV. As x changes from 1 to −0.4,
there is a decrease in the dimerization of the d‖ band and
an increase in width of both bands. An important point
is the value for which the gap closes, which is taken at
x = 0.4. For x = 1 to 0.4, the electronic energy increases
due to the decrease in dimerization which stabilizes the
insulating state. From x = 0.4 to x = −0.4, the energy
decreases again due to the increase in band width which
stabilizes the metallic state.
The energy related to the structural distortion of the

system is expressed in terms of the generalized coordinate
x as

ε(x) = αx2
− βx(n‖ − nπ) (1)

containing a quadratic harmonic part and a linear term
describing the interaction between the lattice and the
electron densities in the d‖ and dπ orbitals. The con-
stant for the harmonic part α = 0.65 eV. Viewing the
problem in terms of a displaced harmonic oscillator, this
coefficient corresponds to α = 1

2
Meffω

2X2, where Meff

is the effective mass of the atoms involved in the 6 Thz
dimerization and tilting. The factor X describes the re-
lation between the effective dimensionless coordinate x
and the displacement xX . When the effective mass is
equal to two edge-sharing VO6 clusters, X = 0.19 Å. For
the term linear in the displacement, we take β = 0.42
eV. This term corresponds to β = Meffω

2X2x0, where
x0 = 0.37. The energy gain from the displacement is
then − 1

2
MeffX

2x2
0 = −0.32 eV. This energy gain result-

ing from the electron-phonon coupling helps to stabilize
the insulating state. The total energy at a particular
time t is given by

Etot(t, x) =
∑

µ=d‖,dπ

∫

dE ρµ(x(t), E)f+
µ (t, E)E + ε(x(t)),

where f+
µ (t, E) are the electron occupations for the µ =

d‖, dπ orbitals. The total energy for 110-K Fermi-Dirac
distribution functions is given by the thick-dashed grey
line in Fig. 2. The minima for the metallic and insu-
lating state when f+

µ (t, E) are Fermi-Dirac distributions
lie around x = −0.36 and 1.05, respectively. This gives
a change in x of ∆x = 1.41 leading to an effective dis-
placement of ∆xX = 1.41X = 0.26 Å. The maximum
in energy occurs around x = 0.4 when the gap in the d‖
band closes.
Electron-hole pairs are excited starting from a Fermi-

Dirac occupation 110 K using an exponential probability
exp[−(E − ~ωopt)

2/W 2], where the center of the excita-
tion is ~ωopt = 1.5 eV and the width is W = 0.5 eV.
For each time step, the variation of Etot(x) is calculated
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around the current position. The coordinate describes
a damped oscillatory motion in the dynamic potential

landscape with a frequency given by ω
√

1− ζ2 where
ω/2π = 6 THz and ζ = 0.1. The damping is given by
e−ζωt. For the 6 THz oscillation, this gives a damping
time of 1.66 ps. The structural motion causes dynamic
changes in the density of states. We assume that the oc-
cupations fµ(t, E) follow the changes in ρµ(x,E) adiabat-
ically. Furthermore, at each time step, the occupations
are adjusted using Boltzmann equations29. The scatter-
ing can change the occupation at energy E in the band
with index µ by

∂fµ(t, E)

∂t
= F+

µ (t, E)− F−
µ (t, E). (2)

The collision terms due to the electron-electron scattering
are given by

F±
µ (t, E) =

2π

~

∑

µ′

∫

dǫ mµµ′w(ǫ)ρµ′ (x(t), E ∓ ǫ)

× f±
µ′(t, E ∓ ǫ)f∓

µ (t, E), (3)

where f+
µ′(t, E∓ǫ) is the electron distribution function for

the orbital µ at time t; the hole occupation is f−
µ′(t, E) =

1− f+
µ′(t, E). The function w(ǫ) is given by

w(ǫ) =
∑

µµ′

∫

dE mµµ′ρµ′(x(t), E − ǫ)ρµ(x(t), E)

× f−
µ′(t, E − ǫ)f+

µ (t, E) (4)

gives the scattering strength for an energy ǫ. The matrix
element mµµ′ = 6 eV. Cooling of the excited electron-
hole pairs is included via coupling to a phonon bath at a
temperature of 110 K. The maximum phonon energy is
75 meV. The cooling due to phonon scattering occurs on
a timescale larger than the insulator-to-metal transition.
It is important to realize that the double potential well

as a function of the effective displacement x only occurs
when the electron occupations are given by the Fermi-
Dirac distribution and therefore involves changing the
occupations of the dπ and d‖ states as a function of x.
When the energy is calculated without electron scatter-
ing, no double-well potential is obtained. With electron
occupations nπ =0.58 and n‖ = 1 − nπ =0.42, there is
only a single minimum around x = −0.36, i.e. the value
of x in the metallic state (this situation is approximately
described by the thick red line in Fig. 2). For densities
that are found in the insulating state (nπ = 0), the mini-
mum is around x =1.05. There is a second minimum, but
that is now significantly higher in energy. This clearly
demonstrates the importance of electron scattering be-
tween the dπ and d‖ bands during the coherent motion.

III. RESULTS

Let us now look at the behavior of the electronic struc-
ture after photoexcitation in the insulating state. We
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FIG. 2: The change in potential landscape for the coherent
motion as a function of time t. The dashed-grey double po-
tential well shows the total electronic and potential energy E

as a function of the generalized dimensionless coordinate x

that describes the dimerization and tilting of the vanadium
pairs. The occupations are given by a 110-Kelvin Fermi-Dirac
distribution. In the metallic state (x = −0.36), the electron
densities are nπ =0.58 and n‖ = 1 − nπ =0.42; in the insu-
lating state (x =1.05), nπ = 0. The other energy curves are
calculated at different times t relative to the photoexcitation.
The electron densities are kept fixed as a function of x and the
excited occupations are changed adiabatically with the densi-
ties of states. The black dots indicate the actual value of the
coordinate x at that time. The black line shows the energy
E before the excitation (t < 0) with nπ kept at zero for all x.
The solid blue line (t = 0) shows the change in the energy de-
pendence as a result of the photoinduced electron-hole pairs
across the insulating gap leading to nπ = 0.086. The dashed
blue, dashed-red, and red lines show the constant-density en-
ergy curves at t = 40, 80, and 180 fs with nπ=0.16, 0.24, and
0.56, respectively.

take the photoexcitation as an instantaneous injection
of electrons over the insulating gap into the dπ and anti-
bonding d‖ bands with an average excitation energy of 1.5
eV. The density of states ρµ(E), the electron occupation
fµ(E), and the electron density nµ(E) = ρµ(E)fµ(E) for
µ = d‖ and dπ just after the photoexcitation are given in
Fig. 3 for t = 0. For the optically-induced insulator-to-
metal transition, the detailed nature of the excitation is
often less relevant, since any ”prepared” state created by
the photoexcitation is removed by the electron-electron
scattering in the first tens of femtoseconds, see the re-
sults for t = 2, 8, 32, and 48 fs in Fig. 3. The electron
distribution function quickly develops towards a Fermi-
Dirac distribution at elevated temperatures. Note that
some anomalous behavior occurs in the the occupation
functions fµ(E) in regions where the density of states
ρµ(E) is very small. However, this anomalous behavior
does not affect the electron densities nµ(E).

The photoinjection creates a finite electron density in
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FIG. 3: The density of states ρµ(E) (dashed-grey), the elec-
tron occupation fµ(E) = f+

µ (E) (red), and the electron den-
sity nµ(E) = ρµ(E)fµ(E) (blue) for µ = d‖ (left) and dπ
(right) at selected times t after the photoexcitation.

the π orbital. Figure 4 shows the behavior of nπ and x for
several photoinduced values of nπ as a function of time
after the initial photoexcitation. In the first 20 fs, there is
an additional increase in nπ, due to the relaxation of the
photoexcited electrons from the antibonding d‖ band due
to the electron-electron scattering. The relaxation can be
more clearly observed when we look at the total electron
density n(E) =

∑

µ nµ(E) as a function of energy and
time, see Fig. 5. The decrease in electron density in the
antibonding π states is observed from 1.3 eV and up in
the first 20 fs. The initial change in electron density is
relatively small and the values of nπ and n‖ are still sig-
nificantly different from those in the metallic state. Fur-
thermore, although the increase in nπ has affected the
potential as a function of x, see the solid blue line in Fig.
2, the minimum of the metallic potential well is still sig-
nificantly higher indicating that a significant change in
electron densities is necessary for an insulator-to-metal
transition. The minimum of the insulating potential well
has also shifted causing a coherent motion towards lower
x values. The motion is coherent if the pulse width is
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FIG. 4: The effective dimerization coordinate x and the den-
sity nπ in the in the dπ orbital as a function of time t. (a), The
effective coordinate x describes the dimerization and tilting
of the vanadium pairs in VO2. The values of x as a function
of time t are shown for different initial photoexcited densities
in the dπ orbital with nπ =0.066, 0.076, 0.082, 0.083, 0.086
and 0.105. The values nπ =0.082 and 0.083 are just below
and above the critical photoinjection density. (b) the same
but for the density nπ .

shorter than the oscillation frequency of the vanadium
pairs, which we take to be the experimental value of 6
THz (170 fs).6,7 The system then enters a period of about
60-80 fs, where nπ barely changes, see Fig. 4. We can
identify this period with the structural bottleneck which
was observed early on3. However, significant changes are
occuring in this period. The structural motion initiated
by the photoinjection causes a closing of the insulating
gap, which can be clearly seen from the changes in elec-
tron density around 0 eV in Fig. 5. Although the gap
has closed, the system is still in the monoclinic poten-
tial well. One also observes a significant relaxation of
the electron density in the conduction band due to the
electron-electron scattering. After the closing of the gap,
the density nπ changes dramatically as electrons start to
scatter from the d‖ into the dπ bands in order to establish
thermal equilibrium. The half period of about 80 fs of
the structural oscillation is an important time scale. At
this point, the structure, while still monoclinic, ressem-
bles most closely the metallic state. It is also the turning
point in the motion and a critical transfer of electrons
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FIG. 5: Total electron densities n(E, t) as a function of energy
and time. (a) The total electron density as a function of
energy and time for a photoinjected density in the dπ orbital
of nπ =0.079, which is below the critical fluency needed for a
insulator-to-metal transition. The color scheme accentuates
the changes occuring at low electron density, see the scale on
the right side. (b) the same but now for nπ =0.086, which is
sufficient for an insulator-to-metal transition.

from the d‖ into the dπ band needs to occur before the
system returns to the insulating monoclinic equilibrium
position. As a result of damping of the coherent mo-
tion, subsequent periods are less favorable to exchange
electrons between the two bands. The increase in elec-
tron density strongly depends on the initial photoexcited
electron density. If the photoinjected density is below
the critical value (here, nπ ≤ 0.082) then the oscillation is
not strong enough to allow the critical exchange electrons
from the d‖ into the dπ states. When the initial electron
density exceeds the critical initial density (nπ ≥ 0.083),
an avalanche effect occurs. The electron scattering de-
creases n‖ − nπ thereby weakening the electrons-lattice
coupling, causing a lowering of the metallic minimum,
see the dashed lines in Fig. 2. When the system passes
the maximum, it rapidly decays into the metallic poten-
tial well. The dynamic changes in the energy curve cause
a strong deviation from the usual harmonic oscillations
in a potential well. After transitioning into the metal-
lic potential well, the system shows a damped oscillatory
motion with a frequency of 6 THz. The non-harmonic be-
havior during the transition period causes a phase shift in

the oscillation, see Fig. 4(a). Phase shifts were also seen
in terahertz conductivity experiments6,7, although other
effects can also contribute to the phase shift. Very close
to the critical initial density nπ=0.082, the system en-
ters an almost stationary monoclinic metallic state from
t =100-250 fs. Monoclinic metallic phases have also been
observed in microbeams placed on insulating substrates
and metallic grids12.

After the collapse of the insulating band gap, the sys-
tem can relax in two different ways. If the photoinjected
density is below the critical density, the increase in occu-
pation of the dπ band is insufficient to cause an insulator-
to-metal transition. The vanadium dimers relax back to
their original position and the occupation decreases, see
Fig. 4. From Fig. 5(a), we see that the coherent 6-
THz oscillations persist, which has also been observed
experimentally6,7. Although the model includes cooling
of the excited electron-hole pairs via coupling with a bo-
son bath at 110 K, we see that the electron density in
the dπ band (nπ < 0.1, see Figs. 4(b) and 5(a)) relaxes
slowly and that the system does not return directly to the
equilibrium coordinate x = 1.05 of the insulating state,
see Figs. 4(a). The reason for this slow relaxation is that
the scattering of bosons with an energy of the order of 75
meV or less is a rather inefficient way to cool excitations
across the insulating gap. This slow relaxation might also
explain the presence of a ‘hidden’ phase in photoinduced
manganites17, which is still insulating but has structural
properties that lie between the charge-ordered insulat-
ing ground state and the nearly-isotropic metallic phase.
When the initial density is higher than the critical den-
sity, the system quickly relaxes quickly to the metallic
state as soon as it falls into the metallic potential well.
Note that the electron densities for energies less than zero
and times t >200 fs in 5(a) and (b) are very different. In
Fig. 5(a), the low-energy electron density comes from
the bonding d‖ band and the cut-off is given by the top
of the band. The finite electron density for E >0, is the
bottom of the dπ band. The chemical potential lies inside
the insulating gap. In Fig. 5(b), the electron densities for
E <0 consists of the bottoms of both d‖ and dπ bands.
The cut-off is now given by the chemical potential which
lies inside both bands.

The calculated electron densities correspond well to ex-
perimentally observed values. For the insulator-to-metal
transition throughout the entire film, Cocker et al.10 de-
termined a critical fluency of 15 mJ/cm−2, corresponding
to an energy density of around 450 J/cm3. For a density
of 3.3× 1022 electrons/cm3, this corresponds to an aver-
age energy of approximately 85 meV for each 3d electron.
After the Boltzmann scattering has formed a Fermi-Dirac
distribution around the gap of 0.5 eV, this corresponds to
an excited electron density of around 16%. This is close
to the nπ density in the bottleneck period from 10-60 fs
in Fig. 4.

The model also explains the absence of metal-to-
insulator transitions. Viewing the system as a double-
well problem, the transitions between the two states are
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expected to be symmetric. To make the transitions uni-
directional, an asymmetry in the potential wells6,7 or the
presence of transient states9 have been suggested. How-
ever, a more straightforward explanation is related to
the disproportionation of charge between the different
orbitals in the insulating state. Photoexcitation affects
this imbalance causing a structural motion that leads to
the collapse of the insulating gap and a transition into the
metallic state. However, in the metallic state, the differ-
ence between the charge densities is small. Since the d‖
and dπ densities of states are very similar in the metallic
state, photoexcitation will not create a charge imbalance
necessary to induce a coherent motion of the vanadium
pairs. Calculations support the idea and show that the
electron-hole pair excitations in the metallic state quickly
relax to a Fermi-Dirac distribution, followed by subse-
quent cooling in the absence of any significant structural
motion.

IV. CONCLUSIONS

In summary, we have demonstrated that a physically
intuitive model combining structural dynamics set into
motion by a change in the orbital imbalance necessary to
maintain the distortion; a closing of the gap due to the
coherent structural motion, followed by electron-electron
scattering that drastically changes the potential land-
scape can explain the photoinduced insulator-to-metal
transition in VO2. The theory also explains many of the
key features of the ultrafast phase transition: a structural
botteneck of about 80 fs4, coherent structural motion6,7

combined with a phase shift in the oscillation7, the pres-
ence of a critical fluency to induce a phase transition10,
and the absence of an ultrafast metal-to-insulator tran-
sition. The crucial phase of the transition occurs when
the system is metallic while still maintaining the mono-
clinic structure of the insulating phase10. In this tran-
sition period, there is a competition between the struc-
tural motion trying to return to the insulating mono-
clinic phase and the electron-electron scattering which
tends to drive the system towards electron densities that
closely correspond to the metallic state. The ultrafast
photoinduced phase transition is nonthermal and cannot
be explained by a simple heating of the material. Al-
though we restricted ourselves here to VO2, the physi-
cal picture discussed here is also of relevance for other
transition in transition-metal oxides, such as V2O3

14,
manganites15–17, and nickelates21.
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