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We propose design pathways to improve the efficiency of Multiple Exciton Generation (MEG) in
nanoparticle-based solar cells by carrying out ab-initio calculations of impact ionization (II) rates in
semiconducting nanoparticles (NPs). In NPs with unreconstructed surfaces, quantum confinement
has two competing effects: it enhances the effective Coulomb interaction and thus the II rates, but
it also blue-shifts the gap, which tends to reduce the II rates. The competition of these effects
determines the utility of NP based solar cells. We report that surface reconstruction of NPs can tip
the balance towards the enhancement of II by creating a substantial density of states at lower ener-
gies. Our results suggest that manipulating the surfaces of NPs, e.g. by engineering the ligands and
embedding structures, may lead to an efficient multi-exciton generation within the solar spectrum.
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I. INTRODUCTION

In first and second generation solar cells most photo-excited electrons relax by emitting phonons, misdirecting
a large portion of the absorbed solar energy into the vibrational channel1. One of the focus of third generation
photovoltaics2 is to retain a larger portion of the absorbed energy in the electronic sector. The Multiple Exciton
Generation (MEG) paradigm is one of the most promising third generation photo-voltaic (PV) proposal to achieve
this goal in which the photo-excited electrons relax by exciting additional excitons instead of phonons.
While in semiconducting bulk materials the efficiency of MEG was shown to be disappointingly low3, Nozik

proposed4,5 that in nanoparticles (NPs) MEG may be faster than the phonon relaxation, making NP-based solar
cells a viable candidate to enhance the efficiency of solar energy conversion. Motivated by this proposal, the pres-
ence of MEG was indeed demonstrated experimentally in several different semiconductor nanocrystals6–9 including
colloidal silicon NPs10 and Si NPs embedded in a SiO2 matrix11,12. While the efficiency of MEG in nanoparticles
became the subject of debate3,13–16, recently17,18 a consensus emerged that MEG is indeed capable of generating up
to 2.5 electrons per incoming photon in colloidal NPs17,19–21, albeit at higher energies than initially reported. Finally,
a remarkable paper reported very recently the first successful extraction of the multiple excitons from PbSe NPs to
the charge transport layers of a functioning solar cell with an external quantum efficiency of 120%22. An analogous
work also reported harnessing MEG in a PbSxSe1−x NP solar cell with favorable synthesis methods23.
The theoretical understanding of MEG in NP solar cells soon focused on the primary role of quantum confinement

enhancing the Coulomb interaction6,24. Three proposals were put forward to capture the physics of MEG: impact
ionization (II)25, virtual exciton generation26, and evolution of coherent exciton states27. Starting with a general
Hamiltonian28, Piryatinski and Velizhanin analyzed the relative importance of these channels and argued that the
impact ionization channel is the dominant process in PbSe29. An alternative unifying picture using a Green’s function
formalism was suggested by Baer and Rabani30.
Other theoretical approaches, based on simplified empirical models25, pointed out that while the quantum confine-

ment of the electrons in the NPs enhances the Coulomb interaction and thus MEG, it also blue-shifts the effective band
gap to higher values and thus decreases the electronic density of states (EDOS) in the low energy region of the con-
duction band that falls within the solar spectrum. This effect may reduce the utility of MEG for solar applications.3,31

Stated otherwise, quantum confinement enhances MEG on relative energy scales, the energy being measured in the
units of the NP band gap, while it reduces MEG on absolute energy scales17,18.
In this paper we show that by appropriately engineering surface reconstructions of semiconducting nanoparticles

the EDOS at low energy is increased which translates to an increased MEG efficiency on absolute energy scales.
Our work focused on Si NPs because Si is environmentally friendly and Earth abundant. In spite of these positives,
exploration of MEG in Si NPs has barely begun11,12,31.
In particular, we report the study of bi-exciton generation in Si nanoparticles of diameter up to 2 nm, within

the framework of Density Functional Theory (DFT), with the dielectric matrix obtained within the Random Phase
Approximation (RPA) and by taking into account the probability of the formation of the initial exciton, therefore
only bright excitons are included in our formalism. We found that (i) the impact ionization rate of smaller NPs
outperformed larger ones’ on relative energy scales; (ii) it was possible to preserve this increased MEG efficiency
even on absolute energy scales by engineering surface reconstructions that increased the EDOS at low energy; (iii)
the Coulomb interaction exhibited an unexpectedly strong energy dependence, changing by more than an order of
magnitude in the energy range of interest of 2×Eg to 3×Eg, Eg being the gap of the NPs; (iv) the electrons contribute
more to the impact ionization rate than the holes in larger NPs; (v) the generation of bi-excitons via impact ionization
was at least two orders of magnitude faster than their recombination by Auger decay.
The rest of the paper is organized as follows: in Section II we describe our theoretical and computational approach;

in Section III we report our results, followed by our conclusions in Section IV.

II. METHODOLOGY

Fig. 1 depicts the formation of multiple excitons in the the two-step process considered in our study: first a single
exciton is excited by a photon, then this exciton decays to multiple excitons via coulomb scattering; the (a)→(b)
process is taken into account by calculating the oscillator strength of the transition, while the (b)→(c) transition is
calculated in the impact ionization framework.

A. Calculation of impact ionization rates

We used the Fermi’s golden rule to calculate the decay rate of excitons to bi-excitons:
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FIG. 1. Schematic representation of an impact ionization process. (a) If a photon with energy (~ω) two times larger than
the band gap (Egap) is absorbed (b) then the generated hot carriers may decay to (c) bi-excitons by exciting an additional
electron-hole pair via Coulomb scattering. The physical interactions involved in the processes are also depicted: dipole (er) for
the absorption process and screened Coulomb interaction (W ) for impact ionization.

ΓII
i =

2π

~

∑

f

|〈Xi|W |XXf〉|
2δ(Ei − Ef ), (1)

where the initial exciton (Xi) and final bi-exciton states (XXf) are approximated as singly and doubly excited

Slater-determinants built up from DFT orbitals: |Xaσjσ 〉 = a†aσajσ|GS〉, |XXbσ1cσ2

kσ3lσ4
〉 = a

†
bσ1
a†cσ2

akσ3
alσ4

|GS〉. Here, GS

is the ground state Slater-determinant, a† and a are the creation and annihilation operators, respectively, while the
indices a, b, c and j, k, l denote unoccupied and occupied states, respectively, with corresponding spin states σ. In
Eq. 1 i is the cumulative notation for the indices a, j, σ and f for the indices b, c, k, l, σ1, σ2, σ3, σ4. The energies of the
initial and final states are Ei = ǫa−ǫj , Ef = ǫb−ǫl+ǫc−ǫk andW stands for the screened Coulomb interaction. After
carrying out the summations, and omitting the spin index of the initial state, the impact ionization (or transition)

rates are given as a sum of two contributions (ΓII
ja = ΓII+

j + ΓII−
a ):

ΓII+
j = 2

2π

~

∑

klc

(|Vlckj − Vkclj |
2 + |Vlckj |

2 + |Vkclj |
2)

×δ[ǫj − (ǫl − ǫc + ǫk)] (2a)

ΓII−
a = 2

2π

~

∑

lbc

(|Vaclb − Vablc|
2 + |Vaclb|

2 + |Vablc|
2)

×δ[ǫa − (ǫb − ǫl + ǫc)] (2b)

Here Vrsut is the six dimensional Coulomb integral: Vrsut =
∫ ∫

d3rd3r′ψ∗
r (r)ψs(r)W (r, r′)ψ∗

u(r
′)ψt(r

′), where the

screened Coulomb interaction W (r, r′) is calculated within the static RPA: W (r, r′) =
∫

d3r′′ǫ−1
RPA(r, r

′′) e2

4πǫ0|r′−r
′′| ,

where ǫRPA(r, r
′) = δ(r− r

′′)−
∫

d3r′′v(r, r′′)χ(r′′, r′), χ is the static Kohn-Sham independent particle polarizability,
and v is the bare Coulomb potential.
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The two terms of Eq. 2 represent two distinct relaxation channels: the term with index j represents the case
when positively charged holes relax to positive trions, while the term with index a corresponds to the channel when
negatively charged electrons relax to negative trions, where trions are a combination of a single particle and an
electron-hole pair.
To analyze the results of our calculations, we introduce the single-particle trion density of states, TDOSi, at energy

ǫi, which is calculated by summing all Dirac deltas of Eq. 2: eg. the positive trion density of states is given by
TDOSi =

∑

klc δ[ǫi − (ǫl − ǫc + ǫk)]. In the same vein, the single-particle effective Coulomb matrix element, or
Coulomb interaction, at energy ǫi, W

i
eff , was calculated by isolating TDOSi within the impact ionization rate ΓII

i ,

both evaluated at the energy ǫi: Γ
II
i = 2π

~
|W i

eff |
2TDOSi, where i represented either an electron or a hole.

The single-particle-averaged impact ionization rate of a photo-generated high energy exciton of energy E into a
bi-exciton was obtained by summing all the single-particle exciton impact ionization rates ΓII

ja for which the energy
difference of the constituent single-particle states equaled E: ǫa − ǫj = E, properly normalizing the sum with the
number of single-particle states:

Γ
II
(E) =

∑

ja Γ
II
jafjaδ[(ǫa − ǫj)− E]

∑

ja fjaδ[(ǫa − ǫj)− E]
(3)

Here fja = 1
3

∑

r′=x,y,z |
∫

ψ∗
j (r)r

′ψa(r)d
3r|2 is the direction averaged squared transition dipole. By including this

factor as a weight in the single-particle-averaged rate, we take into account the fact that only bright excitons can
decay into bi-excitons, i.e. those, whose oscillator strength is larger than zero (see Appendix A).
The energy levels in Eqs. 2-3 were broadened with a width ∆ to accommodate energy conservation. Energy

summations were properly normalized and the independence of our results from ∆ has been extensively verified in
the energy range of interest (details are reported in Appendix B).
Importantly, Eq. 3 inherently includes all the key factors that determine the final impact ionization rate: (i) how

much the effective Coulomb interactionWeff is enhanced in NPs, (ii) whether the GS → X transition is allowed, and
(iii) how large is the density of final states.
The calculation of impact ionization rates was implemented as a post-processing module of the Quantum-

ESPRESSO32 DFT code, which uses pseudopotentials and plane waves as a basis set. We used the PBE
approximation33 to describe the exchange correlation functional entering the KS Hamiltonian and norm-conserving
pseudopotentials34, with a cutoff of 25 Ry to compute the single particle wavefunctions. The inverse dielectric matrix
entering the calculation of the screened single particle Coulomb matrix element W was obtained using the spectral

decomposition technique proposed in Refs. 35–37: ǫ−1
RPA = 1+

∑M

i |φi〉(λ
−1
i −1)〈φi|, where φi is the ith eigenpotential

of the static dielectric function with eigenvalue λi. We found that for the system considered here, with up to 1024
electrons, M=800 is sufficient to obtain a well converged ǫ−1

RPA.

B. Structural models of Si nanoparticles

Nanoparticle geometries were generated by cutting out spherical nanoparticles from bulk silicon supercells in such a
way that at most two dangling bonds per surface atom are formed, dangling bonds were passivated by hydrogen atoms.
We considered the following nanoparticles: Si35H36, Si66H64, Si78H64, Si124H96, Si220H144. Our largest nanocrystal
reaches the experimental size of ≈2.0 nm in diameter. The diameter is defined as the maximum distance between
Si-Si atoms; our structural models are shown in Fig. 2. The average core Si-Si bond length is 2.32 Å and the average
Si-H bond length is 1.52 Å. Minimization of the total energy with respect to the position of the nuclei was carried
out with the stringent criteria on the forces of 10−5Ry/Bohr and a 35Ry planewave cutoff. In order to minimize
the interaction of nanoparticles with periodic images from neighboring cells, we employed a 10Å vacuum separation.
To investigate the effect of surface reconstruction, we removed some selected hydrogen atoms, and then determined
the closest total energy minimum. We found that long Si-Si surface bonds with a bond length of ≈ 2.46Å formed
on the surface of Si66H40 and Si220H120. See Fig. 2 for the geometries of all the NPs considered in our study. This
atomic rearrangement closely resembles the usual 2 × 1 surface reconstruction of (100) Si surfaces. We note that Si
NPs with reconstructed surfaces were predicted to be more stable than Si NPs without reconstruction, under certain
experimental preparation conditions (e.g. the chemical potential of hydrogen)38–40. Recent measurements indicated
that such reconstructed nanoparticles might indeed form41.
We report the diameter and Kohn-Sham gap of considered NPs in Table I. We note that DFT gaps tend to be

lower estimates of true quasiparticle gaps but the inclusion excitonic interaction seems to cancel quasiparticle effects,
at least for silicon NPs42.
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FIG. 2. Ball-and-stick geometries of the nanoparticles considered in our work. NP with non-reconstructed surfaces: (a) Si35H36,
(b) Si66H64, (d) Si78H64, (e) Si124H96, (f) Si220H144, and with reconstructed ones: (c) Si66H40, and (g) Si220H120. Representative
long Si-Si bonds arising from surface reconstruction are shown in grey. Yellow (white) spheres represent silicon (hydrogen)
atoms.

TABLE I. The atomic structure of the studied NPs and their calculated gap. First, second, third and fourth columns: formula,
type of reconstruction, diameter and Kohn-Sham gaps, respectively.

Formula Rec d (nm) gap (eV)
Si35H36 No 1.1 3.5
Si66H64 No 1.2 2.9
Si66H40 2× 1 1.2 1.94
Si78H64 No 1.4 2.75
Si124H96 No 1.6 2.37
Si220H144 No 2 2.0
Si220H120 2× 1 2 2.0

III. RESULTS AND DISCUSSION

We first analyzed the effects of quantum confinement as a function of the nanoparticle size. When the impact
ionization is plotted against the commonly used relative energy scale (that is, energy renormalized by the gap of the
NP), we found that smaller nanoparticles have higher rates than larger ones [Fig. 3(a)]. On the other hand, with
decreasing NP diameter the electronic band gap is increased, reducing the EDOS at low energies thus pushing the
threshold of the activation of impact ionization to higher energies on absolute energy scales [see Fig. 3(b)]. These
findings confirm previous tight-binding43 and pseudopotential44 calculations.

In sum, Fig. 3 shows that for non-reconstructed NPs, on absolute energy scales the EDOS reduction prevailed over
the interaction enhancement, leading to a reduction of the impact ionization rate Γ.

In the following we describe strategies that can compensate the electronic gap increase due to quantum confine-
ment. One way to decrease the gap of small NPs and increase their EDOS at low energies is to reconstruct their
surfaces38–40,45. Thus, we investigated the effect of surface reconstruction on the impact ionization (II) rates by
comparing results obtained for 1.2 and 2.0 nm NPs with and without reconstructed surfaces.

We explored the best-known, (2× 1)-type of surface reconstruction for Si. For a d=1.2 nm NP, this reconstruction
gave rise to a class of low energy states, reducing the gap by 1 eV and enhancing the impact ionization rate [Fig. 4(a)].

For the 2 nm NP the gap was not reduced by the reconstruction [Table I]. Since the total impact ionization rate is
the product of the effective matrix elementWeff and TDOS we analyzed these contributions separately to understand
the origin of the increased impact ionization rate. While the TDOS for the reconstructed nanoparticle was on average
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FIG. 3. Size dependence of the single-particle-averaged impact ionization rate for non-reconstructed clusters: (a) rate plotted
on an absolute energy scale; (b) rate plotted on a relative energy scale, the energy being normalized with the gap of the
corresponding nanoparticle. The color code for the lines in (b) is the same as in (a). Note that while in (a) the largest d=2.0 nm
nanoparticle has the highest impact ionization rate, the opposite is true in (b) where the smallest d=1.1 nm nanoparticle wins.

FIG. 4. (a) Impact ionization rate for the d=1.2 nm and d=2.0 nm nanoparticle with and without surface reconstruction. (b)
Enhancement of the electron and hole trion density of states (TDOS) due to surface reconstruction for the d=2 nm nanoparticle.
(c) Enhancement of the effective matrix element (Weff , see text) due to surface reconstruction for the d=2 nm nanoparticle.
The color code for the markers in (c) is the same as in (b).

larger than that of the non-reconstructed one [Fig. 4(b)], the enhancement of the effective matrix element was closer
to zero [Fig. 4(c)], shown separately for holes and electrons.

Comparing the II rates for the two NP sizes reveals that the reduction of the EDOS by quantum confinement in the
smaller NPs can be more than compensated by the enhancement of the interactions when the surface reconstruction
is taken into account. In fact, surface reconstruction can lead to a a promising overall 20-30% increase of the II rate
in the energy range of interest. These observations offer a mechanism to resolve the competing effects of quantum
confinement and to harness the promise of MEG for solar energy conversion.

To gain a more detailed picture of the II process, we separately analyzed the contribution of holes and electrons
to the computed II rates (Eq. 2). As shown in Fig. 5(a), the single-particle-averaged ionization rate of hole-mediated
processes showed an oscillatory behavior in the 1.1 nm nanoparticle. These oscillations were driven by the density of
the valence band EDOS being less than that of the conduction band, as well as the higher single particle rates for
holes than for electrons. Surprisingly, the TDOS was in general larger for electrons; hence one expected Weff to be
smaller for electrons than for holes, and indeed this was found to be the case (Fig. 5(b)).

To investigate the origin of this difference between electrons and holes, we computed the inverse participation ratio

(IPR):
∫
|ψi(r)|

4d3r

(
∫
|ψi(r)|2d3r)

2 . The larger the IPR, the higher the degree of localization. We found that the IPR for the hole

states was substantially larger than for the active electron states, i.e. those electronic states with energy large enough
to contribute to the bi-exciton generation (Fig. 5(b)).

As the NP size increased, the asymmetry between holes and electrons is expected to tend toward its bulk value.
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FIG. 5. (a) Hole and electron contributions (Eq. 2) to the averaged II rate for the d=1.1 nm nanoparticle. Blue solid and red
dotted lines represent electron and hole impact ionization rates, respectively. (b) Comparison of the effective matrix element
and inverse participation ratio for the same nanoparticle. Blue crosses, red circles denote electron and hole quantities. Double
headed arrows show a gap of approximately 3× Eg in Weff , IPR.

FIG. 6. (a) Averaged impact ionization and Auger recombination rate for the d=1.2 nm nanoparticle plotted on a relative
energy scale. (b) Comparison of the number of exciton and bi-excitons corresponding to a given photon energy.

Since the degree of delocalization of holes and electrons is essentially the same in the bulk, we observed no asymmetry
in the TDOS,Weff and IPR, as expected. This however does not translate to a nearly equal contribution of electrons
and holes to the single-particle-averaged II rate for the case of the 2 nm NP. The reason is that there are more holes
than electrons that participate in building up dark excitons. As a consequence, the contribution of electrons is larger
than that of the holes (details are given in Appendix C). The strong energy dependence of the effective matrix
element (Weff ) has been recently observed by using atomistic pseudopotential calculations on a different material,
CdSe nanoparticles with larger diameters than considered in our study46.
The gains of the MEG processes could be used to boost the efficiency of solar energy conversion only if the generated

bi-excitons could be extracted before they recombined into single excitons. To evaluate the competition of these time
scales, we compared the rates of the Auger process, the primary recombination channel of the bi-excitons to those of
the II process itself. The former may be computed by using the same matrix elements | < Xi|W |XXf > |2, obtained
when computing the II rates, but in this case the final states are the single exciton states and the initial states are
the bi-exciton states.
Fig. 6(a) shows that the bi-exciton generation rate was at least two orders of magnitude faster than the inverse

Auger recombination process in most of the energy range of interest. A primary cause of this difference was that in
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the impact ionization process the single particle states contributing to the bi-exciton final state can be combined in a
much larger number of ways than the single particle states in the final states of the Auger process [cf. Fig. 6(b)]. This
large difference between the ionization rate generating the bi-excitons and the Auger rate relaxing the bi-excitons,
indicated that there existed a comfortable time window to extract bi-excitons, generated by the MEG process, before
the constituent electrons and holes recombine. Our results are consistent with the findings reported in Ref. 25.
They are also consistent with the experimentally observed bi-exciton generation rate being less than hundred of
femtoseconds, and the bi-exciton Auger recombination rate being of the order of many tens or few hundreds of
picoseconds10,18.

IV. SUMMARY AND CONCLUSIONS

In summary, we computed impact ionization rates in silicon nanoparticles by using a fully ab-initio approach based
on DFT, and with dielectric screening obtained from first principles employing spectral decomposition techniques. Our
goal was to manage the two competing effects of quantum confinement on NPs: the enhancement of the Coulomb inter-
action that can increase MEG vs. the undesirable enlargement of the gap. We showed that the surface reconstruction
of small Si nanoparticles may enhance the impact ionization rates compared to that of unreconstructed nanoparticles,
while the Coulomb interaction remains enhanced with respect to that of the bulk, as in NP without reconstructed
surfaces. We thus proposed that manipulating the surfaces of NPs by, e.g. engineering the type of chemisorbed lig-
ands, or the interface between the NPs and their embedding matrices, one may enhance the multi-exciton generation
within the solar spectrum. Our findings may allow the transfer of the gains of solar energy conversion promised by
MEG from relative to absolute energy scales.
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to thank Marco Govoni, Kirill Velizhanin, Stefan Wippermann, Zhibin Lin, Roi Baer, and Eran Rabani for useful
discussions. GTZ thanks Bawendi, C. Delerue, V. Klimov, A. Nozik, and A. Zunger for valuable discussions.

Supercomputer access at the NIIF centre in Debrecen is gratefully acknowledged. Additional computational re-
sources were provided by the NERSC high performance computing facility at LBL. This research also used ShaRCS,
UC Shared Research Computing Services Cluster, which is technically supported by multiple UC IT divisions and
managed by the University of California, Office of the President.

Appendix A: Effect of oscillator strengths

In Eq. 3 by setting all oscillator strengths (fja) to one, one obtains an arithmetic average of single particle transitions
having energy E:

Γ
II
(E) =

∑

ja Γ
II
jaδ[(ǫa − ǫj)− E]

∑

ja δ[(ǫa − ǫj)− E]
(A1)

Here we compare results obtained with and without including fja. Fig. 7 shows the comparison for non-reconstructed
and reconstructed NPs. Generally it is found that in the energy range of interest, including oscillator strengths reduces
the calculated impact ionization rates. This reduction is a clear consequence of the fact that some initial states
(excitons) are dark – they cannot be excited via a photon –, thus their contribution to the final impact ionization
rate is zero.

Fig. 8 shows the comparison of the contribution of electrons and holes to single-particle-averegad impact ionization
rates for two selected NPs. The oscillatory behavior of the contribution of holes remains the same by performing an
oscillator strength weighted average, as discussed in the paper (cf. Fig. 8(a) and (c)). However, for the larger NP
there are more holes than electrons that participate in building up dark excitons. As a consequence, the contribution
of electrons remains almost unchanged and the contribution of holes to averaged impact ionization rate is nearly
halved (cf. Fig. 8(b) and (d)).



9

FIG. 7. Comparison of single-particle averaged impact ionization rates obtained with or without including oscillator strengths.
(a) d=1.1 nm and d=1.2 nm NPs, (b) d=1.4 and d=1.6 nm NPs, (c) non-reconstructed (Si66H64) and reconstructed (Si66H40)
d=1.2 nm NPs, (d) non-reconstructed (Si220H144) and reconstructed (Si220H120) d=2.0 nm NPs. Legends in the subfigures:
“osc”/“ari” denote oscillator strength weighted/arithmetic average.

Appendix B: Dependence of the results on ∆

In our derivation, in Eq. 2, we used a window function centered at bare energies to represent the finite linewidth
(∆) of single particles. This smearing can be attributed for example to electron-phonon interaction effects, or to the
coupling with the environment. In this case, the energy conservation rule becomes:

δ(ǫ) =
Θ(ǫ+ ∆

2 )−Θ(ǫ− ∆
2 )

∆
, (B1)

where is Θ(ǫ) is the step-function:

Θ(ǫ) =

{

0 if ǫ < 0,

1 if ǫ ≥ 0.
(B2)

As can be seen in Fig. 9(a), for a 1.5 nm nanoparticle, variations as large as 10% can be observed, however the
larger nanoparticle exhibits a lower degree of dependence on ∆. There are two competing factors; first as the smearing
is decreased a smaller number of transitions is included in the summation of Eq. 2 of the manuscript, thus the overall
rate decreases. Second, as the smearing is reduced the denominator decreases resulting in an increased quotient
[Eq. B1]. These two factors tend to cancel each other in the energy range of interest, e.g. the energy scale defined by
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FIG. 8. Comparison of the contributon of electrons and holes to the single-particle averaged impact ionization rates obtained
with or without including oscillator strengths. (a) d=1.1 nm NP without oscillator strength, (b) d=2.0 nm NP without oscillator
strength, (c) d=1.1 nm NP with oscillator strength, (d) d=2.0 nm NP with oscillator strength.

FIG. 9. Dependence of averaged impact ionization rates on the width of the window function (∆) used to represent the energy
conservation rule in Eq. 2: (a) d=1.2 nm NP (b) d=1.6 nm NP.
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FIG. 10. (a) Comparison of the effective matrix element and inverse participation ratio for the d=1.1 nm nanoparticle. (b)
Comparison of the single particle rate and trion density of states (TDOS) for the d=1.1 nm nanoparticle. (c),(d) subfigures
show the same for the d=2 nm nanoparticle. Double headed arrows show a gap of approximately 3 × Eg in Γ, Weff , TDOS.
For subfigures (a) and (c) blue crosses, red circles denote electron and hole quantities, while for subfigures (b) and (d) blue
crosses, red circles represent Γ, TDOS, respectively.

room temperature is in the order of 0.02 eV. It is clear, that in the ∆ → 0 limit, the impact ionization rate should
converge to zero: there are only discrete electronic states in our treatment, thus it is very unlikely that the energy
conservation rule of Eq. 2. would be satisfied.

Appendix C: Analysis of the contribution of holes and electrons

To gain a more detailed picture of the II process, we separately analyzed the contribution of holes and electrons
to the computed II rates (Eq. 2). As shown in Fig. 5(a), the single-particle-averaged ionization rate of hole-mediated
processes showed an oscillatory behavior in the d=1.1 nm nanoparticle. These oscillations were driven by the density
of the valence band EDOS being less than that of the conduction band, as well as the higher single particle rates for
holes than for electrons. The latter can be seen in Fig. 10(c) where single particle rates were plotted for the d=1.1 nm
nanoparticle. Surprisingly, the TDOS was in general larger for electrons [Figure 10(c)]; hence one expected Weff to
be smaller for electrons than for holes, and indeed this was found to be the case, as shown in Figure 10(b).
As the NP size increased, the asymmetry between holes and electrons is expected to tend toward its bulk value.

Since the degree of delocalization of holes and electrons is essentially the same in the bulk, with no asymmetry in
the TDOS, Weff and IPR. This however does not translate to a nearly equal contribution of electrons and holes to
single-particle-averaged II rate for the case of the 2 nm NP. The reason is that there are more holes than electrons
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that participate in building up dark excitons. As a consequence, the contribution of electrons is larger than that of
the holes (cf. Fig. 5(b)).
We note that while quantities plotted against the photon energy started increasing at 2×Eg (see eg. Figs. 5(a),(b)),

single particle transitions contributing to the impact ionization process (Γ, Weff , TDOS) plotted against the single
particle energy exhibited a gap of approximately 3×Eg, where Eg was the gap of the NP (see Figs. 10(a),(b),(c),(d)).
This was a consequence of energy conservation: holes close to the valence band maximum and electrons close to
the conduction band minimum did not have enough energy to excite an additional electron-hole pair, thus they had
infinite impact ionization lifetimes.
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