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An interesting and novel effect has been observed in the form of a high resistance state below the
superconducting transition temperature of Al nanorings. The resistance exceeded fifteen times the
value of the normal state resistance even though the ring was superconducting. This counterintuitive
effect can be explained in terms of charge imbalance caused by the nonequilibrium accumulation of
quasiparticles near tilted normal-superconductor interfaces that occur naturally in highly constricted
nanostructures. Simulations using finite element analysis have been performed which support the
experimental results. Similar results have been observed in wires and disks, but the results of this
work clarify and extend this previous work.

PACS numbers: PACS number

I. INTRODUCTION

The nature of the physics of superconducting struc-
tures smaller than the spatial extent of Cooper pairs
is an interesting question that has been investigated for
some time. Many interesting physical effects have been
observed in dimensionally constrained superconductors
including, but not limited to: superconductor-insulator
transitions,1 resistance anomalies,2 thermal and quan-
tum fluctuation effects3,4 and field induced stabilization
of superconductivity.5 It has even been suggested that
superconducting nanowires could be used as qubits.6

While much progress has been made, open questions still
abound.

For example it was predicted that the well known
Little-Parks effect (LPE)7 in superconducting rings
would change in period from h/2e to h/e in rings with
dimensions smaller than the coherence length, ξ0, a mea-
sure of the Cooper pair size.8–10 This effect had not been
observed experimentally, motivating the present work.

This limit is also associated with the destructive
regime,11,12 which can be suppressed by adding probes to
the rings.13 To avoid the destructive regime, in which the
transition temperature is suppressed to zero at a thread-
ing flux of h/2e, a four-probe geometry was used. Similar
geometries have been employed in microscopic supercon-
ducting rings, and the LPE has been observed.14 However
on the nanoscale what occurs is substantially different.

This work will demonstrate a phase coherent high re-
sistance state (HRS) observed in magnetic field with the
resistance exceeding fifteen times the normal state value.
This is the first measurement of such an HRS in nanor-
ings. Previous observations of a phase coherent HRS have

Figure 1: (Color online) (a) SEM image of sample. Top right
inset: zoomed in image of the nanoring with the measure-
ment configuration. Bottom left inset: cartoon of measure-
ment configuration with green voltage leads and red current
leads. (b) Resistance color contour map (RCCM) in B-field
and temperature. (c) The same data as in (b) in 3D.

been made in disks, but a solid understanding hasn’t
been achieved.15–19 However, through the experiments
and simulations presented here, this phenomenon can
now be understood as the manifestation of tilted nor-
mal metal - superconducting (NS) boundaries which arise
naturally in these nanostructures.2

II. EXPERIMENTAL RESULTS

The samples were made using a standard mix and
match of lithography and liftoff techniques. Ti/Au con-
tacts were pre-fabricated on SiO2 thermally coated p-
doped Si wafers. The samples were then written in
200nm thick PMMA using a Vistec EBPG 5000+ e-beam
lithography tool. Two of the designs used will be dis-
cussed here (Fig. 1(a) shows the first geometry). The
Al films were deposited in a UHV e-beam evaporator at
pressures . 1 × 10−8 Torr and deposition rates ∼ 3 Å/s
at room temperature to a thickness of ∼ 30nm. They
were then transferred as quickly as possible to an Ox-
ford Instruments Kelvinox 25 dilution refrigerator with a
base temperature of 80mK equipped with a 12T magnet.
Measurements of resistance were made using a Keithley
2182A voltmeter and a 6221 current source. The ξ0 was
∼ 110nm as measured by standard techniques.11 Disor-
der in the granular liftoff structures limited ξ0 such that
the nanorings are on the threshold of the regime where
h/e oscillations are expected.8

The HRS is shown in Figs. 1(b) and 1(c). Figure 1(b)
shows resistance as a function of temperature and field
in a resistance color contour map (RCCM). Hot and cold
colors represent high and low resistances respectively. A
3D RCCM is shown in Fig. 1(c) for clarity. Note that in
both plots the resistance, R, is normalized by the normal
state value, Rn. Therefore the HRS increases resistance
greater than fifteen times the normal state resistance.
The resistance here has been measured using the current
reversal method (CRM) at I = 200nA. In this approach
forward and reverse biases are applied to the sample and
the resultant voltages are subtracted to remove parasitic



2

Figure 2: (Color online) (a) V vs. I scans at T = 850mKand
at different fields, offset for clarity, showing linear resistance
higher than the normal state below the nanoring’s critical
current. (b) Comparison with current reversal resistance mea-
surement (black) to the slope for |I | < 200nA linear region
(red). This comparison can be made at other temperatures
as well.

Figure 3: (Color online) Two terminal measurements of the
HRS. (a) Cartoon of different wire segments connecting to
the nanoring, SEM image can be seen in Fig. 1(a). Left side
shows the length of each section while the other length listed
is the width. (b) Four terminal CRM resistance (red) and two
terminal CRM resistance (blue) displayed simultaneously at
T = 330mK. The lines are color coded to show the upper
(solid line) and lower (dashed line) critical field of each section
of leads.

thermoelectric voltages present in the low temperature
measurements.

There are three distinct HRS features to be pointed
out. The most obvious one is an increase of the nanoring
resistance below its Hc and Tc. This resistance rises as
the magnetic field decreases until it dips at a field value
corresponding to an applied flux of Φ0/2 = h/4e. This is
due to the LPE in the nanoring. This behavior is op-
posite what is expected for the LPE as it is a decrease
in the transition temperature at half integer multiples of
the flux quantum thereby increasing the resistance but
never exceeding the normal state value.7 However this
dip feature occurs at a magnetic field value independent
of temperature and only below Tc of the nanoring. This
suggests that even though there is not a zero resistance
state in the nanoring, it is nevertheless phase coherent.
Hence the HRS appears to be a phase coherent resis-

tive state. After this LPE dip in resistance, there is an
enormous resistance peak (ERP) which grows in size as
temperature increases until Tc is reached. At low fields
there is an apparent regime of current redistribution in
the sample which makes the total current in the sample
flow in the opposite direction, leading to a negative volt-
age drop. Finally when the field is zero, the resistance is
also zero as expected in these samples.

The first test of the HRS was to measure the current-
voltage (IV) characteristics at different temperatures and
fields, Fig. 2(a). It is clear from Fig. 2(a) that there is
linear behavior below Ic. This linear resistance at low
currents is exactly the HRS exhibited in Figs. 1(b) and
(c). To make this clearer R vs. B data at 850mK is
shown in Fig. 2(b) for the CRM in black and the IV
curves’ slope for |I| < 200nA in red. The agreement is
quite good for all data except at the ERP where dR/dB
is very large, so a small change in the field gives a large
resistance change. Since these measurements were not
taken simultaneously, it is possible that this discrepancy
is due to small differences in fields produced by the mag-
net in separate runs.

The second check of the HRS involved the use of two-
terminal measurements, which include all the wiring and
electrode resistances in series with the resistance of the
nanoring. This allows measurement of the Hc of the elec-
trodes connected to the nanoring. The results are shown
in Fig. 3(b). Figure 3(a) is a cartoon to understand the
different critical fields present in Fig. 3(b). The exact
geometry is shown in Fig. 1(a). The assumption in Fig.
3 is that the smallest width sections of the sample and
electrodes have the largest critical fields.20 It is clear from
Fig. 3 that the HRS first appears at high fields at the
critical field of the nanoring itself, which is comprised
of 40nm wide nanowires. The ERP is clearly associated
with the 100nm width becoming superconducting. This
measurement doesn’t show any sign of an HRS itself, but
it does associate a few of the HRS features with the size
of the leads.

Figure 4 shows the second geometry used to study the
HRS. Here three different configurations can be studied:
symmetric [Fig. 4(a)], local [Fig. 4(b)] and non-local
[Fig. 4(c)]. The local and symmetric configurations are
similar to the previous two-terminal measurements ex-
cept that the nanoring is only in series with two sections
of nanowire, each ∼ 1.2µm in length, similar to the ge-
ometries employed in previous works.12,21–23 This geom-
etry also has the added benefits of removing the 100nm
leads and moving the 1µm leads > 15µm away from the
nanorings to mitigate their effects.

Striking results are shown in Fig. 5. Clearly there is
no HRS present in the local or symmetric measurement
configurations, Figs. 5(a) and (b). However the HRS is
present in the non-local configuration, Fig. 5(c). It is a
little different from the HRS shown in Fig. 1, but the
salient features remain. The resistance increases below
the nanoring’s critical field, followed by an LPE dip in
resistance at half a flux quantum and a low resistance
state in zero field. These data are from one sample in a
single cool down of the dilution refrigerator, so the only
difference is the geometry.

III. DISCUSSION AND SIMULATIONS

The literature abounds with experiments on su-
perconducting Al nanostructures showing resistance
anomalies.2,23 These manifest themselves as peaks in the
R vs. T curves near Tc. Several models have been
used to explain this excess resistance. The first used dy-
namic averaging of a phase slip resistance and the normal
state resistance.21 This model was criticized in Ref.24 and
seems to double count the phase slip activation energy,
but it can produce satisfactory fits to the zero field data

Figure 4: Second geometry employed to measure the HRS in
Al nanorings. SEM image of sample with 100nm scale bar.
This allows for three different measurement configurations to
be used: (a) symmetric, (b) local and (c) non-local.
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Figure 5: (Color online) 3D RCCMs of the geometry shown
in Fig. 4 in the (a) symmetric, (b) local and (c) non-local
configurations. Note that the color scale bar for parts (a) and
(b) are the same but part (c) has its own scale bar.

in Fig. 1(b). Another potential explanation, based on ex-
periments involving an extrinsic RF noise source,25 can
induce resistance anomalies but not consistently. The
HRS here has been observed with and without filter-
ing in two separate cryostats with different measurement
setups.26 Not to mention that the HRS is and is not ob-
served in the same sample under the same measurement
conditions with only geometrical differences. Another
model is based on current path redistribution near the
vertices in a superconducting network.22 This model is
similar to the model that best describes the HRS, based
on tilted normal metal-superconductor (NS) interfaces
from Ref. 2. The model is based on having an anisotropic
resistivity tensor close to a NS interface. If this inter-
face is tilted in the proper sample geometry, a resistance
higher than the normal state is possible.2 However the
predictions in Ref.2 only show an increase ∼ 20% whereas
the HRS observed here is significantly higher.

Before the results of the simulations extending the re-
sults from Ref. 2 to the geometry of a ring are presented,
a brief review of the physics behind the model will be pro-
vided. The model was originally proposed in Ref. 24, but
not expanded upon until Ref. 2 was published. The basic
idea is that due to the spatial extent of the decay of the
superconducting gap near an NS interface, there exists
a region of charge imbalance over the length scale of the
mean free path. This charge imabalance is due to the cre-
ation and annihilation of quasiparticles and electrons in
the superconducting and normal materials. This leads to
an anisotropic resistance tensor parallel and perpendicu-
lar to the NS boundary. The resistance of the boundary
can be simulated using Laplace’s equation:
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1
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∂φ

∂x

)
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∂
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1

ρyy

∂φ

∂y

)

= 0 (1)

where ρij are the components of the electric resistivity
tensor and φis the electric potential. The current den-
sity and resitance are calculated using Ohm’s law. Of
course there are boundary conditions due to geometrical
restraints: j⊥ = 0 at the edges of the wires not con-
nected to leads. This can only be solved numerically in
most geometries of interest. To simulate the NS interface
it is assumed that ρs ≪ ρn.3 It is straightfoward to com-
pare this to the case of a completely normal ring with
resisitvity ρn.

The model in Ref. 2 was originally applied to wires
with narrow and wide voltage probes with the NS in-
terface tilted accross one of the probes which lead to a
resistance increase of 20%. Here it has been applied to
a square ring using finite element analysis to calculate
the current distribution along with the voltage measure-
ments for symmetric, local and non-local geometries. Not

Figure 6: (Color online) Simulated resistance values measured
using symmetric (blue, dot-dashed), local (red, dashed) and
non-local (black, solid) configurations as a function of inter-
face tilt angle θ measured from the vertical axis. Inset: A sam-
ple device used in simulations with interface angle θ = π/4.
Red and blue denote normal and superconducting region re-
spectively. Inset axes are in arbitrary units.

only does the ring geometry exhibit a HRS significantly
greater than the HRS found in linear case of Ref. 2,
but it is extremely dependent on the measurement con-
figuration. For simplicity all NS interfaces were assumed
to be parallel. Results varied significantly depending on
the placement and orientation of the NS interfaces. The
configuration resulting in the highest non-local resistance
measurements is shown in Fig. 6. Notice the non-local
measurement clearly exhibits a HRS with R ≃ 2Rn while
the local and symmetric configurations show R < Rn and
vary little with the interface tilt. These results support
the plausibility that the model from Ref. 2 can be used
to explain the HRS observed experimentally here.

The origin of the tilted NS interfaces responsible for
the HRS involves two effects. First, there is order pa-
rameter suppression near and in-between the vertices of
a superconducting nanowire network.27 The suppressed
regions will have a lower critical field and therefore could
form an NS interface in field in a nanoring near a vertex.
Also there are natural order parameter variations in the
sample due to the ∼ 25% thickness variations present in
the nanorings.2 These two variations in the order param-
eter lead to normal regions, where the order parameter
is driven to zero by the magnetic field. The boundaries
of these regions are not perpendicular to the current and
deform as the field decreases, thereby increasing the resis-
tance. The simluations here support that the resistance
increase here could be quite large. However it is infea-
sible at this time to extend the simulations to multiple
non-parallel boundaries. This is likely the explanation
for the magnitude of the HRS observed experimentally.

When the different sized electrodes become supercon-
ducting there is a massive change in the order parameter
far from these nodes thereby causing massive deformation
of the NS interface leading to the enormous resistance
peak. There remains enough coupling between supercon-
ducting regions of the ring, such that the LPE can still
be observed. Lastly, the HRS is not observed in the local
and symmetric configurations because the voltage probes
are too far apart. In Ref. 2 the ratio of the separation
of the voltage probes to the width of the nanowire is an
important parameter to determine the magnitude of the
excess resistance. The two ∼ 1.2µm long nanowires in
series with the nanoring in these configurations increases
this ratio outside the limits one would expect to see this
effect.2 This is also supported by the simulations shown
in Fig. 6.

The HRS data may also be better understood by look-
ing at similar, recent data on mesoscopic superconduct-
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ing Al disks.15–19 These data seem to suggest that the
HRS only occurs when an NS boundary is present in the
disk sample. The NS boundary exists in field between the
disk and the measurement leads because the disk has a
smaller critical field than the leads due to geometry. For
example in Ref. 16 an increase in resistance is absent
when the substrate is parallel to the applied field. This
would prohibit (allow) the formation of an NS boundary
in field because the wire and disk are the same thickness
(different widths) and therefore have the same (different)
critical fields in parallel (perpendicular) field. The data
shown for different diameter disks in Refs. 17 and 18
agree with these statements. This picture is also consis-
tent with data at high currents from Ref. 18 because the
wires should have a lower critical current than the disk,
and no NS interface can exist above this value. In Ref.
19 the linear IV characteristics at low currents and the
color map look strikingly similar to the linear IV charac-
teristics at low currents and color map in Fig. 2(a) and
Fig. 1(b) respectively. These manifestations of a HRS
in superconducting disks are only observed when an NS
interface is set up between the disks and the electrodes.
This gives further credibility to the model of tilted NS
interfaces from Ref. 2.

IV. CONCLUSIONS AND FUTURE

DIRECTIONS

In conclusion, a phase coherent high resistance state
in nanorings below the superconducting transition tem-

perature has been observed. This is due to the presence
of tilted NS interfaces in the nanorings producing large
measured resistances. This effect can be suppressed by
changing the measurement geometry and is only present
when the voltage probes are extremely close together, as
in the non-local configuration. It is therefore an effect
unique to nanostructured superconducting rings. Un-
derstanding of this effect helps to clarify some previous
unresolved questions in mesoscopic superconducting Al
disks. Proper modeling of the HRS in the geometries
studied here, along the lines of what has been done in
Ref. 2, has provided a good qualitative understanding of
the data. This work could be extended to include multi-
ple non-parallel NS interfaces, to give a better and more
quantitative undertanding of the data. Also it would be
interesting to see if the effect is present in ultra-clean long
coherence length Al rings patterened from Al films grown
on saphhire substrates. The first ever films of this qual-
ity have been produced, and could be void of the physics
observed in liftoff patterened nanorings. This could also
be an avenue for the observation of h/e flux quantization.
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