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Abstract: We present an efficient method for obtaining the effective single-particle potential for electrons within
density functional theory (DFT). In contrast to the independent atom model (IAM) often used to interpret microscopy
experiments, our method includes the contributions from charge redistribution and exchange-correlation interactions
in a realistic system are included. The method allows calculation of the effective potential through the widely-used
pseudopotential formalism instead of the costly all-electron calculations. A transferable and spin-independent core
potential for each element is calculated once and for all. The nonlinear exchange-correlation interaction is treated
explicitly. This scheme can be readily implemented in pseudopotential DFT codes. We demonstrate the usefulness
of our method by calculating the scattering potential and simulating images of nitrogen point defects in graphene for
transmission transmission electron microscopy (TEM). The results are in good agreement with experiments.

Calculating the effective single-particle potential for electrons as a spatially dependent function in a condensed-
matter system can be crucial in interpreting experimental results and predicting functional properties of the system.
For example, the profile of a potential barrier across a tunneling junction has been used to estimate the spin injection
rate!. Another broad field of applications is phase-contrast imaging in transmission electron microscopy (TEM)%?3,
where the effective single-particle potential projected along the electron beam direction determines the phase shift of
the probing electron wave and thus affects the propagation of the wave and the formation of images.

The effective single-particle potential can be obtained with various levels of approximation in realistic quantum
mechanical calculations. Among them density functional theory*® (DFT) is one of the most widely used tools. For
reasons of efficiency, most DFT calculations are carried out using pseudopotentials®® which have components that are
orbital dependent. As a result, the potential used, particularly in the core region, is nonphysical and direct recovery of
the realistic potential from the pseudo-valence charge and the pseudopotential is not straightforward. Alternatively,
all the electrons, including core electrons can be explicitly treated in DFT calculations without pseudopotentials, in
which case the potential, including that of the core region, can be trivially obtained. All-electron calculations are
very expensive because the computational cost generally scales as O(N?3), and treatment of the core wavefunctions
is computationally difficult due to their finely-spaced features. In this paper,we implement a procedure to recover
the correct total potential in all regions by computing a core-potential correction once and for all, and applying it
to routine pseudopotential DFT calculations. The core charge density is transferable and the potential contributed
by nonlinear exchange-correlation is treated in the manner introduced by Louie and Cohen®. This scheme is very
efficient and can be straightforwardly implemented in existing DFT codes that compute the valence charge density.
We show that simulations based on this method produce results that are in good agreement with experiments and
all-electron calculations.

We start with the definition of the effective single-particle potential which is the derivative of the system energy with
respect to an infinitesimal test charge localized at . We treat the test charge as a perturbation to the system, which
is consistent with many relevant physical processes such as phase contrast imaging in TEM where the cross-section for
electron scattering is small and the inelastic scattering is negligible. The local potential of the system in the ground
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state is a functional of electron density p(7) and spin polarization £(7)

Viot[p(r), &(x)](r; 0) = Vv (r) + Vee[p(r), £(r)](r, 0) = VN (r) + Vi [p(r)](r) + Vae[p(r), £(r)](r, o), (1)

where o = + or — for spin up or down. The normalized spin polarization is defined as:
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where the p% and p? are respectively the spin-up and spin-down portion of the total valence electron density p", and



p° is the core electron density. The potential Vi (r) contributed by a nucleus charge with @ at position Ry and the
mean-field electron-electron interaction Vi [p(r)](r) (Hartree term) are given by
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Vy(r) = [ —Ruy| (3)

and

Valp(r))w) = [ P oy (4)
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The last functional in Eq. (1) accounts for the many-body exchange-correlation interactions the exact form of which
is unknown. As an approximation, we adopt the same form of exchange-correlation functional for the fictitious single
particles as in the Kohn-Sham ansatz:

Vaelp] = Vi 5[p] (5)

which can be a either a local or a nonlocal functional. The Hartree term is linear in the density rho, and therefore
we can separate the contributions from the valence electrons:

Vrlpl = Vu[p°] + Vu[p']. (6)

Because of this linearity, we replace the actual valence density by a pseudo-valence density p¥:

Vulpl = {Vulp] = Vulp"]} + Vu[p'] (7)

where we assume that {Viz[p]— Vi [p¥]} is confined to the core region and is transferable. This assumption is consistent
with the basis of any pseudopotential DFT calculations. We therefore obtain this term once and for all from atomic
calculations using all the electrons for the total charge and using pseudopotentials for the pseudo-valence charge, that
is

Vit lp] = {Valpol = Vi [po®l} + Vi [p*] (8)

where the suscript “0” donates quantities from all-electron calculations of single atoms. Note that the first term on
the right of Eq. (8) includes the potential correction not only from core orbitals but also from the difference in the
core region between real valence orbitals and pseudo valence orbitals.

The exchange-correlation term is nonlinear and can not be separately and accurately calculated?. Instead, the core
charge has to be calculated and passed to the pseudopotential calculation, and then summed with the density of
pseudo-valence electrons:

Vaelpl = V210 + 0¥, €] (9)

Vaelol = V(0" + p = %) + 5*,¢€] (10)

Again, the transferable core charge p¢ + p” — p" is obtained from single-atom calculations, giving

Vielp] = Vie *l(po — ) + 7*, €. (11)

Our scheme also fits in the framework of the projector augmented-wave (PAW) method!? except that we wrap
together the potential term due to the core and that due to the difference of the partial waves and the smooth
partial waves, and calculate it in a single numerical step. The implementation of our scheme is straightforward in
existing DFT code such as SIESTA!''. The transferable core potential can be calculated as follows: First, an atomic



calculation is carried out using all the electrons, which gives the potential as a function of distance from the nucleus.
The next atomic calculation uses a pseudopotential and the pseudo-valence potential is obtained. The pseudo-valence
potential and the entire exchange-correlation potential is then subtracted from the atomic potential, providing a
core-correction potential that is transferable and spin independent. The core-correction potential is saved and added
to routine pseudopotential DFT calculations where the pseudo-valence potential and the entire exchange-correlation
potential with full or partial core correction® is calculated in a standard way'!.

This formulation in principle can be used whenever a realistic effective single-particle potential is of interest. In
particular, it applies to high resolution electron microscopy. With the recent breakthrough of abberation correction
and improvement on the electron probe energy resolution'?!3, the role of high resolution and energy resolved electron
microscopy is becoming more important in discovering and characterizing new materials such as carbon allotropes'4 16,
In phase contrast TEM imaging, a sample can be considered as a weak scatterer potential field which modifies the
phase of incoming electron plane waves. The process is mainly elastic and the image contrast is formed by wave
reconstruction after the modification introduced by the sample potential field and the manipulation of the electron
optics. Conventionally simulations are carried out based on the so called independent atomic model?®'7 in which
individual atomic potentials are superimposed in a system to account for the total potential. Obviously all bonding
effects are lost in this approximation. Recent experiments and simulations'® showed that charge redistribution due
to bonding plays a significant role in imaging, as for example, in the substitutional defect in graphene, where realistic
first-principles methods are required to explain the experimental results. Although all electron calculations can be
used, the cost is high, which motivated our implementation of the above method to calculate the scattering potential
efficiently. We show below that simulations based on our method reproduce the experimental results very well. We
further show the effects of imaging conditions on image features that were experimentally detected.

To illustrate the efficiency and accuracy of our method, we simulate a single nitrogen substitutional defect in
graphene'® 23, The charge is redistributed significantly in the vicinity of the nitrogen because of the difference in
chemical potential, which alters the screened potential, rendering the defect visible in TEM images under favorable
imaging conditions. We calculated the projected effective single-particle potential using the method described above.
The substitutional defect in graphene is first relaxed using a conjugate gradient algorithm in a super cell until the
magnitude of forces on all atoms is smaller than 0.04 eV/ A. The generalized gradient approximation (GGA) exchange-
correlation density functional PBE?* was employed together with a double-¢ plus polarization basis set, and a mesh
cutoff of 200 Ry in the SIESTA code. The effective single-particle potential is obtained and projected along the
direction perpendicular to the basal plane of graphene to obtain the projected potential Vix, where x is a 2D position
vector in the basal plane. Based on this scattering potential, the TEM image is simulated within the weak phase
object approximation? in which the incident plane wave in the z direction v;(x) is phase shifted by the calculated
effective potential Vj, so that the transmission wave is

Pr(x) = i(x)exp[SV;(x)z]. (12)

The interaction parameter S = 2wme\/h?, where m is the relativistic mass of electrons at 80 kV. e and \ are the
charge and wavelength of electrons respectively. The effect of the calculated potential on the TEM image contrast
g(x) is calculated through a point spread function h(x) which is determined by the electronic optics of the TEM,

g(x) =1+ 25V, (x) ® h(x). (13)

The TEM image is shown in the inset of FIG. 1 for spherical abberation Cy = 20 um, matching the condition in the
experiment'®. The profile cutting through both N and C atoms as well as the C-C and N-C bonds is plotted in FIG
1. The reduced intensity at the N atom and its nearest C neighbor, by 20% and 9% respectively at defocus 15.5 nm,
reproduce the defect features that were observed in the experiment'®. These features are not seen in the a similar
simulation that is based on the IAM scattering potential in which the intensity on the N site is slightly increased
instead.

We further explore the effects of defocus on the image contrast. FIG. 2 shows the intensity ratio, defined as the
intensity of the N atom and its nearest neighbor carbon over that of other carbon atoms, as a function of defocus. It
is clear that the defect feature is highly visible when the defocus gets close to 15 nm but quickly diminishes as the
defocus moves away form this critical value. On the other hand, the image contrast diminishes when approaching 15
nm, which could be overwhelmed by the noise floor; it is important to optimize defocus to balance both effects. In
TEM practice, the setting of the precise value of defocus is difficult due to imperfect calibration, drift and noise, and
one needs to move the defocus into the expected range and carefully adjust to obtain a good image of the feature. It
is also important to minimize the drift and noise in the TEM to stabilize the image while acquiring the data.

We also varied the value of spherical abberation Cy in our simulation. The visibility of the defect features and the
sensitivity to defocus does not change much with further improved abberation correction. This makes physical sense



because the change of the potential profile due to the defect is a smooth function on the scale of the lattice. Further
improvement of the information limit beyond the lattice frequency does not improve the resolution of the defect
features. In other cases when fine details in the image contrast are of importance beyond the lattice frequency?,
further reduction of Cs could be useful for quantitative characterization. Therefore, the importance of using the
effective potential calculated by our method instead of the IAM potential could be relevant for a wide range of Cy
values.

In summary, we have proposed and implemented a method to obtain the accurate effective single-particle poten-
tial using standard pseudopotential DFT calculations with a small additional cost of a transferable core-potential
correction. The method can be straightforwardly implemented to existing pseudopotential DFT codes and applied
efficiently to large systems. The method was tested in TEM image simulations where bonding effects are significant
and the results are in good agreement with experiments.
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FIG. 1: Simulated TEM image contrast profile of N substitutional defect in graphene.

The top left image shows the TEM phase contrast of graphene with a N substitutional defect pointed by the green arrow,
simulated using our method. The image on the right makes the N defect more visible by removing the graphene lattice using
a Fourier filter. A profile along the red dashed line that goes through the center of both C-C and N-C bonds is shown in the
bottom panel. The reduced intensity shown on N and the C atom to which it is bonded reproduce the features shown in
experiment’®. The phase contrast image was simulated with spherical abberation Cs=20 ym and defocus df= 15.5 nm. As a
comparison, the contrast profile from the simulation based on TAM is shown by the dashed line.
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FIG. 2: Variation of the contrast of the nitrogen defect feature graphene with defocus.

The image feature, observed as reduced intensity of the N substitutional defect (red line) and the C atom to which it is
bonded (blue line), becomes prominent when defocus approach 15 nm from larger values and is quickly reduced when the
defocus increases. The dynamic range of the image (right axis) diminishes when defocus approaches 15nm. The intensity
ratio is given relative to its value at a C site far from the N defect. The dynamic range (green line) is the range of the image

intensity as a fraction of the electron beam illumination.



