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Continuous wave optically and electrically detected mégmesonance spectroscopy (c(wODMR/cwEDMR)
allow the investigation of paramagnetic states involvedpim-dependent transitions, like recombination and
transport. Although experimentally similar to conventibelectron spin resonance (ESR), there exist limita-
tions when applying models originally developed for ESRhearvables (luminescence and electric current) of
cwODMR and cwEDMR. Here we present closed-form solutiomgtie modulation frequency dependence of
cwODMR and cwEDMR based on an intermediate pair recomlinatiodel and discuss ambiguities which
arise when attempting to distinguish the dominant spireddpnt processes underlying experimental data.
These include: 1) a large number of quantitatively diffémeondels cannot be differentiated, 2) signs of signals
are determined not only by recombination, but also by othecgsses like dissociation, intersystem-crossing,
pair generation, and even experimental parameter suchahjlation frequency, microwave power, and tem-
perature, 3) radiative and non-radiative recombinatiamog be distinguished due to the observed signs of
cwODMR and cwEDMR experiments.

PACS numbers: 76.20.+q, 76.30.-v, 76.70.Hb
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Figure 1. Spin-dependent recombination via localizedmpagmetic bandgap states. Excess charge carriers, eleamdrholes can recombine
via a localized paramagnetic state which acts as a recofigringenter. If a conduction electron and a unpaired elecaitoa paramagnetic
recombination center form a spin singlet pair, the conduactlectron can be captured by the recombination center. |égtren at the
recombination center can eventually recombine with a hnte@eate a photon. When they form a spin triplet pair, theurepprobability
of the conduction electron by the recombination centerisdad excess carriers contribute to photocurrent. Becaggembination process
is dependent on mutual spin orientation, this recombinatate can be altered by ESR when they are weakly coupled. EBE can
alter recombination rate which results in change in photihescence and photocurrent, and they can be detectealbptiad electrically,
respectively.

I.  INTRODUCTION

Electron spin resonance (ESR) is a useful tool for the imyatbn of microscopic properties of paramagnetic stateswide
variety of materials. In conventional ESR experimentsttia polarization of the investigated spin ensemble isoled by the
measurement of microwave absorption. In some materiadse tre other observables which can be used to detect elepiro
states. For instance, when electron spins control elgcth@nsitions such as transport or recombination, maoygisenaterials
properties such as photoluminescence, electroluminesaanconductivity can change under spin resonance. Figpittdea
conceptual process of spin-dependent recombinatiamich can be detected by ODMR and EDMR. The advantage of these
electrically detected magnetic resonance (EDMR) and alpfidetected magnetic resonance (ODMR) spectroscopileatithey
are significantly more sensitive than conventional ESRn(golarization is usually low), and provide direct insighgarding
how paramagnetic states in semiconductors affect some détthnologically most widely used electrical and opticatenials
properties. ODMR has been used in a wide range of researab airece its first inventictf. ODMR and EDMR are about
8 to 9 orders more sensitive than ESR, they both are proveave $ingle spin sensitivi?8 and they both can directly link
a paramagnetic center to a specific luminescence GehferThanks to these advantages, ODMR can be used to deconvolute
unresolved, overlapping luminescence bands in semicdodit EDMR provides information about electronically active
paramagnetic centers in a similar way, again with highesisigity than ESR'*L, In the early stage (until about the 1980's),
ODMR was mainly conducted on inorganic semiconductors ¢atifly paramagnetic recombination centers and to invatgig
their spin-dependent proces3#% It played an important role in investigating spin-deperigeocesses especially in amorphous
silicon (a-Si) and revealed a variety of defect states whilhence recombination in a-%{10.13-16

Continuous wave ODMR and EDMR (cwODMR and cwEDMR) have bemdin a wide range of research fields: they have
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Figure 2. (Color online) Sketch of a cwODMR setup. The basingiple of cwODMR is the same as that of conventional ESRug3e
microwave modulation can be used instea@gfield modulation and a lock-in amplifier is employed to in@e#he signal-to-noise ratio.

been used to investigate spin-dependent transitionsvimgphosphorous donors in crystalline siliddA’, trapping centers and
their recombination dynamics in nanocrystdfs2C transport and recombination in microcrystalline hydmaged silicoR?,
GaN?23 and SiC4, and spin-dependent recombination in nitrogen vacanciecein diamoné—2’. Because cwODMR and
cwEDMR can be used to distinguish overlapping recombinatiands and their dynamics in disordered materials, theg hav
also been used to investigate (usually amorphous) organiccenductors: cwODMR and cwEDMR have provided informa-
tion about spin-pairs dominating electronic processesthei transitions in conducting polyméfs3®, small molecule®-42

and polymer or small molecule/fullerene blefitfé. The effect of isotopic modification on magnetic field effedt organic
semiconductors also has been observed by OBfvind the intersystem-crossing time has been extractedtfremmodulation
frequency dependent®

Experimentally, cwODMR and cwEDMR are similar to convenbESR except that luminescence intensity and electric
current are picked up instead of the microwave absorptiomo magnetic fields, a static fielBy and oscillating fieldBs,
are applied to a sample witBy | B;. The frequency of the sinusoidBj field is matched with the Larmor frequency of the
paramagnetic center to satisfy the resonance conditioforAsost ESR spectrometers, X-band4.7 GH2) is used, a frequency
in the microwave (MW) range. In the case of cwODMR, to allow éptical detection, optical or electrical excitation of
electronic states is hecessary. Depending on the excitat@thod, photoluminescence detected magnetic reson@hBeR)
or electroluminescence detected magnetic resonance (R)Ofdn be performed. In the case of PLDMR, constant optical
excitation is applied using, for example, a Laser, and tkalt@g photoluminescence (PL) is detected. To increasesitgmal
to noise ratio, lock-in detection is oftentimes employedio™ifferent modulation methods can be used. One methodvieso
modulation of the static magnetic fieBy, as used for conventional cwESR, the other approach is lmastb@ modulation of the
MW amplitude. Experimentallyd, modulation has been found to give weaker signals than MW iamndiel modulatioR. Square
modulation of the microwaves at a fixed reference frequesaenerally used. The PL intensity reflecting the varying MW
amplitude is then fed into a lock-in amplifier, and both iraph and out-of-phase signals are obtained. In some studied in
the literaturé>30:38.4147the out-of-phase signal is ignored, however, doing so eanltin the loss of important information, as
will be explained later.

When the optical excitation is also modulated, a double rfaadd PLDMR (DMPLDMR) becomes possifife An exper-
imental setup for a MW modulated ODMR experiment is shownig B. For EDMR, the optical detection is replaced by a
current measurement. The metallic contacts needed for#usire a design that prevents the distortion of the MW field

For both cwEDMR and cwODMR, the responses of the observabtbg induced magnetic resonances are determined by the
underlying electronic processes. The time scales on whiebet processes occur depend on various experimental garame
such as excitation densfty13:18:41.48-5¢gr an injection current for EDM#415Y temperatur@!©-3%-41 and MW power (equiv-
alently B field strength§/12:17-20,26,40,43.46,52-55The dependencies of cwODMR and cwEDMR signals on thesesess
can allow us to distinguish overlapping transitions andridarstand their dynamics. For cwODMR, spectral informmatitso
can provide additional information for distinguishing deg@ping luminescence barfef$-26

Another experimental parameter that can influence the sbdewODMR and cwEDMR signals is the modulation frequency,
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as the lock-in detected signals depend on the transiermmesp to the modulated MiA©-13.20.56 Although its importance has
been sometime discussed in conventional ESR sticfi&smodulation frequency effects on cwODMR and cwEDMR have
often been ignored in the literature, and, as a result, studfiten reported results obtained using only one (or a smatber)

of modulation frequencies (usually the one which maximittetlobtained signal). One can, however, find a number of tepor
showing modulation frequency dependencies. Differemiaigat different modulation frequencies were reportedHerfirst
time by Biegelsen et . Other investigators have noticed that modulation freguesffects play an important role in the
observed signal, which can change drastically as a funofithie modulation frequenéy®!3 Qualitative reports of modulation
frequency dependencies can be found in the early ODMR and B Dtdratur@1%14which were sometimes used to identify
the overlap of separate spin-dependent signdisen so, very little systematic research into modulatieqtdiency effects was
undertaken before the late 1990’s, when research into tiestapn became more commbir0:26:31,37-39,46,49-51

A number of researchers have attempted to understand ntimdufeequency effects by developing rate models. Dunstan
and Davies were the first to develop solutions for ODMR tramist?. Next, Street and Depinret al. developed rate models
and found transient solutioh%®. Lenahanet al. explained their observed modulation frequency dependesitey a sim-
ple rate model described by only one time consfanA number of studies based on the steady-state solutiongobf ate
models have been reportéd®4°:5254 However, to understand the modulation frequency efféasexact solutions for the
frequency dependence are necessary. There has been a mirefberts to find the solutions for modulation frequency eep
dencé&20:31.37-39.4346,50gwever, no closed form analytical solutions have beepnted, and important aspects of modulation
frequency effects remain not well understood. This hasde@l humber of debates regarding the underlying physical ezech
nisms of cwODMR and cwEDMR signals, because modulatiorufeegy dependencies observed by different groups on similar
systems have sometime led to completely different spireddent transition models. For example, the source of EDMR an
ODMR signals seen in organic semiconductors has beenutidtio both a spin-dependent polaron pair m&t#t>%and a
triplet exciton-polaron quenching modéf8->6

Lock-in detected cwODMR and cwEDMR signals can be eitheitpesor negative depending on the shapes of transient
responsest913.20.56 A variety of spin-dependent models have been developestloas the observed signs of cwODMR and
cWEDMR signals as well as experimental parameters, likegeieration rates, temperature, MW power, and modulaten f
quency. Examples for such studies exist foraf<i10:12-14.16.53.6Qnp nanocrystafs, 11-1V semiconductors®®?, Pbl, films?*e,
nanoparticle®¥, and organic semiconductdfsl:3435.37.39.4244.49,5¢or instance, it has been generally accepted that ragiativ
and non-radiative recombination results in enhancemehtaenching of cwODMR signal respectivély'84862 and all re-
combination processes and all de-trapping processes iesuienching and enhancement of cwEDMR signals, respegtit?.

The qualitative explanation for signs of cwODMR signalsssfalowing: spin resonance induces mixing between tripted
singlet pairs, and because initial states are generallyirgaiad by triplet pairs due to the fast recombination of Ehgairs,
the number of singlet pairs is increased at resonance. Thisyerall transition rate increadeSome studies even concluded
that a certain channel is radiative or non-radiative, basethe sign of the ODMR sign&t?13:60 The idea here is that when
a non-radiative recombination process is enhanced underegonance, the competing optically detected radiathannels
must be quenched.

The above examples show how critical it is to understand haW tdodulation affects the observed cwODMR and cwEDMR
signals. In this report, we employ the widely accepted sf@pendent transition model based on weakly coupled elettote
pair$3, and find its closed-form analytical solutions. We then s $olution to explain how a broad range of electronic
transitions, including recombination, dissociationensystem-crossing, pair generation, and spin-flips cacttiie cwWODMR
and cwEDMR signals. We show how serious ambiguities relaigtie modulation frequency dependencies can arise, which
make it difficult to determine the fundamental physical gsses responsible for the observed cwEDMR or cwODMR freguen
dependence. For example, extensive ODMR studies have badaated on organic semiconductors to determine their cianti
recombination processes. A variety of models have beenestied) based on the observations of the signs of cwODMR and
cwWEDMR such as the singlet exciton-quenching m&d&l+? the triplet-triplet annihilation mode, the polaron-to-bipolaron
decay®34 and the polaron pair recombinatiSn We show that in many cases, the modulation frequency depeedcannot
be used for such assignments, since the sign of these sicgmalse negative or positive for both, radiative or non-rida
processes.

Il. MODELS FOR THE DESCRIPTION OF SPIN-DEPENDENT TRANSITIO N RATES

The first quantitative model explaining spin-dependentmaizination was suggested by Lepinho described a thermal po-
larization model which predicted a relative change in photmluctivity of less than 1 at 300 K for X-band ESR. Microwave
frequency and temperature dependencies were also prbdidtevever, it turned out that this model could neither eixpthe
signal intensity of more than 18 that was observed in undoped a-Si:H at R.@&nd the very weak dependencies on microwave
frequency* and temperatuf€®®. These problems were soon resolved by another model dedmpKaplan, Solomon, and
Mott (KSM modelf2. In the KSM model, intermediate pair states exist prior tp@-slependent transition and the spin pair
states may recombine or dissociate. In addition, it is assutinat spin pairs in the triplet state can be annihilateg aien
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one of pair partners is flipped by the spin-lattice relaxapoocess or the induced ESR, pairs dissociate otherwises, The
recombination of triplet pairs happens only when they elgpee a transition to the singlet state.

In the past decades, a number of refinements were introdocin tKSM model, in which spin-spin interactions such as
exchange and dipolar interactions exist within the paid apin-orbit coupling that is weak but not negligible is péted
such that weak triplet transitions become pos$fbl8ecause the intermediate pairs, consisting of two spitis $#1/2, can
experience spin-spin interactions, the pair eigenbasisists in general of two parallel staté$,() and|T_)) and two mixed
states 2) and|3)) which change continuously fromnt]) and| /1) to |S) and|To) respectively as the spin-spin interactions
increase. ESR can induce transitions between the eigeasihtwveakly coupled pairs such f&.) < | t1), [T-) < | 1),
ITL) <> | 41), and|T-) + | J1). Thus, when the spin-spin interaction is weak, there careapfansitions among all four
eigenstates and the transition probabilities are funstidithe spin-spin interaction strength. Note that traosiof| 1) <> | 1))
are ESR forbidden but possible dueTorelaxation, and2) « |3) transitions are possible via mixed relaxation processes. T
understand the change of spin pair densities by ESR induaeditions, a mathematical approach will be given. Boehme
and Lips have found the effective changes of spin densitieslving Louville equations describing the propagatiomaipin
ensemble during an ESR excitat¥nThe corresponding Hamiltonian is

H = upgaS+ oS — IS S - DUB3EF - S-Sl + Hi 1)

where the first two terms correspond to the Zeeman terms opairgpartners, the third and fourth represent the exchande a
dipolar couplings, respectively, and the last term is theraating magnetic field. To describe the weakly coupled gair,
the exchange and dipolar coupling constdrandD¢ respectively, are assumed to be smaller than the Larmoratépa The
solutions (density matrix elements) for the correspondingville equation can be found elsewh&eThe density changes of
each spin state are then giverffy

pra(r) = p28%(r),
pralr) = P3(1) 4 PS5 28 (r) @

where indices 1 and 4 represent the stédfe$ and|T_) respectivelyo? is the initial densityJ andD are the exchange and
dipolar coupling constants respectivedy, represents the half of the frequency separation betweestdtes2) and|3). AY(T),
AY(T1), andA%(T) represent the ESR duration tin® flependencies. When the Larmor separation (which is tfierdifce of the
two Larmor frequencies within a pair) is larger than the &apB; field strength, only one pair partner can be flipped. In this
case the-dependencies become,

(1) = V251 si() =a(n)
N0 =1 A,
AY(1)=0 3)

whereQ = 2rtfrayi represents the Rabi frequency of the flipped pair partnegrd@fore, the density changes of each eigenstates
become

PLa(T) = pLa(1—A(T)),
p2:3(T) = PRa(T). )

Because either one of the states 2 or 3 is always involvedassilple transition among four eigenstates, any transitibicause
a decrease or increasemf or p3. Density changes in state 2 and 3 are equivalent to densityges of singlet and triplet pair
states. Therefore we don't need to deal with four state prab| instead two pair densities of singlet and triplet patiessnough
to describe recombination processes as long as any colsgiannotion is not of interest. Note that this is a valid staat
because modulation frequency is typically not faster thartime scale of coherent spin motion so that all coherenmgiena
will be averaged out. This is also the reason why all off-dizg elementg;; for i # j of the Louville density matrix can be
neglected. Therefore, only the singlet and triplet pairsitées,ns andn;, will be considered in the following section.

An illustration of the resulting spin pair rate model is givie Fig. 3. Prior to a spin pair transition to a singlet stattés
in the intermediate pair state. This pair is created with rage rate,Gs for a singlet pair ands; for a triplet pair. If this
process is due to optical generation of electron-hole @aidsspin-orbit coupling is infinitely smalz; can be considered to
be infinitely small. In the other case, if pair generationéhiaved due to electrical injection of an electron and hGg'Gs
becomes three, because a pair will be created with a randiono@pfiguration. The pair can recombine to a singlet grodatks
with a recombination rates for a singlet pair and; for a triplet pair. This pair may dissociate into two free @ecarriers
without recombination. This happens at a dissociation ttlor a singlet pair and; for a triplet pair. Before a pair recombines
or dissociates, it can change its spin configuration frorglsirto triplet or vice versa. This transition is possibla tivo spin
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Figure 3. (Color online) The intermediate pair recombimatnodel (KSM) as relevant for ctODMR and cwEDMR. Triplet ainglet pairs
are formed with two constant generation raf@sand Gs respectively. Those pairs can dissociate into free chaaggec states with certain
probabilitiesd; andds (dissociation rates) or can recombine to singlet grounig stith recombination ratas andrs. A spin mixing process
can be introduced by ESR externally and this rate is desthlger. Another spin mixing process, intersystem-crossing isidesd byk s.
Note thatn; andns represent triplet and singlet pair densities, respegtivihiey do no necessarily correspond to eigenstate densitie

mixing processes. One is intersystem-crossing, whichugzatgnt to a longitudinal spin relaxation process whicih lba defined
as a “radiationless transition between two electroniesthtwving different spin multiplicitie€”. Among many processes, the
spin-lattice relaxation is one of them which can cause tterggstem-crossing. The intersystem-crossing rate isritbes! by
kisc. The other process is ESR induced spin-mixing as can be seenefgs. (3) and (4). This ESR-induced transition rate is
given bya which is proportional to the microwave powét BE) and dependent on the spin-spin interaction controlledlaty
strength of the paff.

In the following section, a large number of quantitative rlsdwill be tested with analytical solutions for the obsdtes
of cwEDMR and cwODMR. Using realistic values for each tréinsi probability, we consider experimentally relevantues
for the cwODMR experiment. A wide range of transition rateséd been reported. Examples include PL lifetimes in a-Si
which span 11 orders of magnitude from 28 to 1¢?s 8% bound pair decay (e-h pair dissociation) life times of 50°s
in polymer-fullerene blend&’; fluorescence life times of 10~ ’s and phosphorescence life times of #8 in conjugated
polymerg?; microsecond-millisecond time scales of recombinationano-crystalline Ti@ thin films 72, radiative decay rates
of 10° ~ 10’s 1, non-radiative decay rates of 48 10'9s~1, dissociation rates of 8! in organic semiconductors, and
a lower limit for the intersystem-crossing time of B in organic semiconductord. In the following work, we vary the
electronic transition rates, including recombinatiossdiciation, intersystem-crossing, and flip-flop, in theyebetween 10*
and 10s ! to cover as wide a range of experimentally observed parasasepossible.

A. Rate equations

CwODMR is fundamentally similar to conventional ESR spestopy - the one major modification is that the observable of
ODMR is not the magnetization but the change in the numbehnofgns induced by ESR. Generally, lock-in detected moutuiat
of the By or theB; field is used to enhance the resulting ODMR signal. Bpfield modulation, square modulated microwaves
are continuously applied, and the response to this exaitathntains various harmonic frequency components. Inahafing



we will focus on this kind of experiment.
Based on the rate model described in Section I, two cougeglequations for the singlet and triplet pair densitieskan
written,

dn

d_ts = Gs—Csns+ a(ny—ns) — kisc(Ns— Fns) + kisc(ne — (1 —F)ny), %)
dny

o Gt —Cint+ a(ns—ny) — kisc(ne— (1 —F)ne) + kisc(ns — Fns), (6)

whereF is the Fermi-Dirac distribution functio; = (1+ elATE)*l, which approaches one at low temperature and 1/2 at high
temperature and used to consider thermalizafiéh*® AE has the order of Zeeman splitting. We chose F to be 0.25 in all
numerical calculations to describe the two-level spineysivhich represents neither a complete thermalization songlete
non-thermalization. It should be noted tlais turned on and off for each half cycle because of the squackitated microwave
with frequency of 1/TCs andC; are singlet and triplet pair annihilation rate coefficiergspectively. They consist of recombi-
nation and dissociation rate coefficier@s; = rs 1+ ds . Some aspects with regard to radiative and non-radiataembination
rate coefficients should be mentioned: For radiative redoation, the spatial correlation between the electron aedble in-
fluence the transition probability, spandrs depend on the separation between an electron and'H8l& herefore, because the
higher generation rate results in less separation, thatiaelrecombination probability is also a function of thexgeation rate.
However, this effect will not be considered in this studywasassume that the average separation is larger than tHizdicen
radii of electrons and holes. Note that this transition esponds to the radiative tunneling in hydrogenated amarpsiticor®.
Non-radiative recombination includes all recombinatioogesses which are not mediated by emission of photons hloumtgms
and hot carriers: phonon emission, Auger processes, susdiad interface recombination, and recombination throwejaal
state$®. Non-radiative processes quench radiation efficiency th baganic semiconductorsand inorganic semiconductdfs
As treated by Liset al.*° and Dyakonov et &/, we consider both radiative and non-radiative recombamagirocesses, and thus
Cs = (rs+rsnrt+ds) andC; = (ri + renr + di) where the subscript nr indicates non-radiative recomlainat

Given the above definitions, the luminescent intensity dadtec conductivity become

| O rsns+ ren, (7
and
0 D d5n5+ d’[nt, (8)

respectively. We note that electric conductivity is alstedmined by the carrier life time and mobility but ignoreéth because
they are merely multiplied to the total dissociation ratgHt term in eq. (8)j* so that will not affect the time dependence
nor modulation frequency dependence. Non-radiative réooation behaves as a pair annihilation process as othetirel
recombination and dissociation, but it does not appear@soptionality constants in eq. (7) and (8). In the followsegtions,
only radiative recombination will be considered {, rinr = 0) for simplicity and the contributions of non-radiativeombi-
nation will be discussed in Section VII. It shall be notedtttieere are many more complicated scenario for ODMR detected
spin-dependent transitions conceivable, including ODMfRals due to non-radiative spin-dependent transitiorishitompete
with non-spin dependent radiative processes. The stachbdescription of these processes with rate equationsis somplex

but leaves the conclusions made in the following for digedttected radiative spin-dependent processes unchanged.

Rate equations similar to eq. (5) and (6) can be found througthe literature. However, usually only steady statetswis
were found for the consideration of cwODMR and cwEDMR expents’4%’8 In some cases, only the time dependence
was considered 1343 Modulation frequency dependence solutions have also keganted, but there have been no reports of
closed-form analytical solutions. Some solutions regbitethe literature were obtained from a simplified rate m&u&h>°
some solutions were based on the steady ¥tdfesome solutions based on the rate model reported here wetg seported
as numerical solutiofg%3946:59 or the described observable was not the number of photoalecirons but total spin densi-
tief31'39'4§ One solution given by Hiromitset al. was based on an assumed steady state for the half cycle viteekéW is
off**.

The rate equations corresponding to eq. (5) and (6) aredddvehe two separated time regions where the pulse is on and
off, and the closed-form solutions can be explicitly expezbas:

Nsi(t) = Apze ™ + Agge Mt ), ©)

N (t) = Broe ™1t 4 Byre ™t 40, (10)



Nea(t) = Agpe ™2 2) 4 Agpe M2t 2) 4, (11)

Nea(t) = Bioe ™23 4 Byoe ™2 3) 4 nd, (12)

wherens; andny; are the singlet and triplet populations when the MW pulsenisamdng, andng, are the singlet and triplet
populations when the MW pulse is off. Those solutions camdidouble exponential functions as is often found in therétures
regarding pulsed experimefgg4:79.80

The introduced constants in the above solutions are surnethelow,

Cs+Waj + Gt +Woj — /(Cs+ Wij — G — W) + 4w Wo;

Cs+Waj + G+ Woj + /(Cs+ Wij — G — Waj)2 + 4wy jWo

m2] — J J \/( 5 J J) 1) ’ (14)
ng. _ W2; Gt + (Ct 4 Woj ) Gs 7 (15)

b (Co4 W) (Cr + Woj) — wijwa;
00 = W1 Gs+ (Cs+wyj) Gy 7 (16)

Vo (Cs+ i) (G4 Waj) — Wajwy;

Wi = o +ksc(1—F), W1 = o +kisc-F,

Wio = kisc(1—F), wo2 = kisc - F, (17)

where j=1 or 2. It should be noted that the exponentg, andmy;, are independent on either the generation rates or the
modulation frequency. It can be easily seen thgt is decided by the fastest rate coefficient, but it is diffitalpredictry;.

However, it is clear thaty; is always larger thamyj. Two constant termsngj and n?j, are the steady-state solutions which

the system assumes for very low modulation frequéht}*64%.78 |t should also be noted that the singlet and triplet pair
populations will approach values at the end of each halfecytlich are at the same time the initial values of the follaphialf
cycle. Therefore, the frequency dependence can be exglainerms of the differences between the populations at tige e
of each half cyclg®#8 ngy (T /2) — nsa(T) andny (T /2) — no(T). However, lock-in detected signals are not simply decided b
these quantities. The observables are not the populatemges, but the changes in the number of photons, which incaies
both the population change and the recombination prolabili

B. Boundary conditions

Because the spin populations assume the steady state ahly adulation frequencf/ — 0, the time dependent solutions
must be solved to explain the transient behavior at aritresdulation frequencies. To find the exact solution, theresgions
for the eight unknown coefficientsj andB;j (i, j = 1or 2) in eq. (9), (10), (11), and (12) must be derived by appilicedf eight
boundary conditions. The boundary conditions used as wah@subsequent derivation of the analytic form of the cciefiis
are given in Appendix A.

Equations (A14), (A15), (A16), (A17) represent exact andegal analytical solutions for the singlet and triplet dgns
functions during a cwODMR modulation cycle. We are thus iroaifion to determine the temporal evolution of the cwODMR
observable.

Ill. TRANSIENT BEHAVIOR OF CWODMR

The observable in cwODMR is the emission rate of photons, asdescribed in eq. (7), the time dependence can be obtained
by adding the contribution from the singlet and triplet gadgpulations multiplied by the singlet and triplet recondiion rate
coefficients respectively. Thus,

l1 = (rsAu1+rBig)e M1
+(rsPo1+ rBpy)e ™
Hrshdy + reng, (18)



modulated MW

off on

U
A =ce PL ’I
/\— In-phase "

o

intensity (arb. units)

0 100 200
time (us)

Figure 4. (Color online) A time transient calculated fromwamerical model described by a combination of parametens as10* s1,
r=1Ps1 ds=1% s dg=1PF s kgc=102s1, a=10° s, F =0.25 Gs= 1023 s1, andG; = 10?°° s~ 1. The dash-dotted
curve shows the overall response obtained from eq. (18)E)d The blue solid and red dashed curves are the in-phasthandit-of-phase
components described lbylsin(zT"t) andl¢; cog ZT"t), respectively. See detail in text.

l2 = (rsA12+ ft312)97'1112(t7%>

+(rsAo2+ ft522)67"b2(t7%)
+rsnd 4 rind (19)

where,l; andl; are the photon emission rates due to recombination of boghetiand triplets pairs when the pulse is on and off,
respectively. The dash-dotted curve in Fig. 4 is a numeégample of the time dependence. Becamggandny; are always
positive andrp; > myj, the first and second terms in both eq. (18) and (19) detertnenglower and faster decay, respectively. It
is difficult to predict which response will show an enhancete quenching behavior because the overall response depeh
only onmy; andmy; but also orrsAjj +r¢Bjj. Since the coefficients of all exponential terms have vergmlcated dependencies
on a variety of parameters (see eq. (A14), (A15), (A16), &), it is clear that sign predictions depend on the magias

of many parameters at the same time. Using the above solut®iave been able to reproduce a wide variety of cwODMR
transients reported in the literat@f@-12.13.20
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IV. MODULATION FREQUENCY DEPENDENCE

The time dependence solutions, eq. (18) and (19), are tiectioé responses to the modulatgdfield over all frequency
ranges. However, in experimental implementations whidlzeta lock-in technique, only the component of the transggnal
which has the same frequency as the reference will be olotaiffigh lock-in quadrature detection, both the in- an oupbése
components are available. While the out-of-phase compsrieave often been ignored in the literatré® 384147 we note
that the out-of-phase components contain important inéion, which has been sometime addressed in longitudidaticted
electron spin resonante®®

The details of the modulation frequency dependence solsiioe given in Appendix B. We are thus able to find an analytic
expression for the in-phase and out-of-phase componetite tfansient during a MW modulated cwODMR experiment. €hes
are given by

Y 1

Vin = 5 cos(1) = Sls1. (20)
Vo1 _. 1

Vout = %Sm(‘pl) = é'cl (21)

wheréeVp: is the magnitude of the first harmonic componéntandlc; are the amplitudes of the first sine and cosine components,
and¢; = tam*(j) (see Appendix B).
Thus the in-phase and out-of-phase cwODMR signals are thedfaoefficients of the lowest frequency sine and cosine
terms of the Fourier series solution (eq. (B1)), respeltivexamples are shown in Fig. 4 to explain the decomposgrhase
and out-of-phase components of the time response. It stimulibted that the cwEDMR solutions can also be obtained by
replacingrs andry in front of the exponential functions in eq. (18) and (19)dt andd; respectively as shown in eq. (8)
Similarly the solutions foBy-field modulated cwODMR and cwEDMR can be found in the same asjor microwave
modulated cwODMR and cwEDMR. While the difference betwdasé two modulation techniques is that the spin resonance
is modulated by a square function and a harmonic functigmetsrely, the lock-in detected observables are idensicele the
lock-in technique is sensitive to the lowest harmonic cormgrad only in either case.

A. Atlow modulation frequency

We use the low modulation frequency limit to check the solutf our model, by varifying that these solutions can explai
the cwODMR response. From the solutions above, the low &rgubehavior is seen to be

(rs+1t)(Gt + Gs)a + (s + rsWaz + 1tWa) (Gt + Gs) + 1dsGr + rsthGs - 2

Vin,f =

(Cs+C)a + (Cs+Wi2) (Gt + W) — WioWoo m
_ (rtrs+re0op + 1wip) (Gt + Gs) + 11dsGe + rsthGs 2 (22)
(Cs+ Wi2) (Cr + Wa2) — WioWo2 m
Voutf = 0. (23)

The out-of-phase component vanishes since the transigmbmee can easily follow the slow modulation. The in-phasa-c
ponent shows a typical microwave power dependence: it kasiat small power (whea — 0) and it becomes saturated at
high power (i.e. it has a non-zero constant value). The MWegratependencies of egs. (22) and (23) will be explained in the
Section V.

B. Ambiguity of cwODMR measurements

To understand the modulation frequency dependence of cwR®[Wé inspected a large number of quantitative models. There
is an extremely large number of possible qualitative anchtjtadive relationships betwen the model parameters. md the
number of cases that we inspected, we choose a number dbnslaips between these parameters. We considered that i) th
triplet recombination coefficient is the smallest one amalh¢he recombination and dissociation rate coefficients:(rs, ds,

di) (unless otherwise noted), and ii) the singlet dissoamatade coefficient is smaller than the triplet dissociatiaie coefficient
(ds < dt) which means that the singlet intermediate state is asstongel energetically lower than the triplet intermediatéesta
(unless otherwise noted). Under these assumptions, adargber of quantitative models were investigated by varyjngs,



11

) a2 @

£ £ £

3 - = =

e e e

= = =

b - i)

> > >

= = =

" 172} v

c c c

Q Q Q

L L o=

c [ = =

. — L 1 [ 1 | [ 1 1 . — | (] 1 [ | ] [ [ .- L | [ 1 1 [ | (]
10" 10" 10° 10° 10 10" 10' 10° 10° 10’ 10" 10' 10° 10° 10
modaulation freq. (Hz) modulation freq. (Hz) modaulation freq. (Hz)

In-phase  ----- Out-of-phase

Figure 5. (Color online) Three different quantitative misdeesult in indistinguishable frequency dependenciechEmantitative model is
determined by a different set of parameters. Refer to Tataedll used values.

ds, di, kisc, anda in the range from 10* to 10° s~1. We investigated almost a thousand different variatiorthefrelationship
between those parameters.

After looking through these cases, we find that it is almogiassible to distinguish some of the quantitative modeledas
on their modulation frequency behaviors. Fig. 5 illustsatieis ambiguity. Figure 5 (a), (b), and (c) show nearly id=it
frequency dependencies of three very different quaniéatiodels. The frequencies at which the in-phase signalks thesir
maximum slope and the out-of-phase signals show their lmeadimum values are almost identical, and their shapes age al
indistinguishable. The patterns shown in Fig. 5 represefdaét the most common frequency dependency that we havelfoun
out by the tested quantitative models. This illustrategiffeculty in extracting correct values for the correspamgicoefficients
from a simple frequency dependence - one can find a wide rainggdwees which can reproduce it. This ambiguity is one of
the most significant disadvantages of cwODMR or cwEDMR. lispmany interpretations of cwODMR data reported in the
literature in question.

Of the nearly thousand models we tested, we were able toidesbem all with only seven frequency dependency patterns.
These are shown in Fig. 6. We find that those patterns arendieted mostly by the recombination rate coefficients, the mi-
crowave power, the spin mixing rates, as well as the gemeradites. How each parameter influences the frequency depead
will be discussed in the following sections. The most tiliciases, seen in Fig. 6 (a) and (c), will be discussed first.

C. Trivial case (small spin mixing rates)

To understand the behavior of the response to the modulagiquency, the trivial patterns will be discussed. “TriVimeans
that the spin mixing rates, bo#sc anda are negligible when compared to all the other rates. In taseconly the spin pair
annihilation processes determined by the recombinatidrdé&sociation rate coefficients become dominant. All thitepas in
Fig. 5 as well as the patterns in Fig. 6 (a) and (c) are obtaimei@r the assumption of insignificant spin mixing rates; and
a. The pattern in Fig. 6 (c) is identical to the one in (a), bweited due to different ratios betwe&g andG;. We found that
the sign of the lock-in detected signal depends on almosizaibition processes as one can deduce from Table .

The most often seen patterns displayed in Fig. 6 (a) and (chealescribed qualitatively as following: at low freques;ithe
in-phase signal has a constant non-zero value with no eptta$e component. This is because the approach to the sitady
takes place on a time scale much faster than the modulatiaodp@nd the recorded transient response looks like théeapp
microwave pulse train shown in Fig. 7 (a). The in-phase andobyphase responses are not significantly changed umil th
modulation frequency approaches the slowest time cons‘@ﬁt as one can see from the low-frequency responses in Fig. 5.

For all cases in Fig. 5 and in Fig. fy; andny; are in the ranges of 261 ~ 10° st and 18 s7 ~ 10° 51, respectively. As

the modulation frequency approachmes, the system begins to lag behind the applied MW modulatiod tae overall response
ceases to resemble the simple harmonic function. Thistesisuh decrease of the in-phase signal and an increase ofitfed-o
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Figure 7. (Color online) Calculated transient behaviordifi¢rent modulation frequencies. Black dash-dot lineverall response and blue
solid line and red dashed line are in-phase and out-of pha®@anents of it. Parameters are the same with those in F). 5The three
graphs are normalized by the same scaling factor. Thus iveeintensities among three graphs can be compared.

phase signal as seen in Fig. 7 (b). At very high frequencieghnfaster than than the fastest time constagt, ~ 106571,
both the in- and out-of-phase components tend to approaoh Zhis behavior is explained by the exponential decaytions
which become linear with small arguments and thus, theyieamnstants (no change) when the period; 050

D. Recombination, dissociation, and flip-flop

Because cwODMR measures emission rates of photons, wréaisaally determined by the dominant singlet recombination
ratersns, one might expect that has a dominant role in determining the frequency dependeaitern. In general, this is not
the case though: other rate coefficients, especially spxingnrates, can dominate the behavior of a cwODMR signal. &ig
shows one of the most frequently observed examples of theérecy dependence patterns influenced by bogimdar.

When a is small, increasings has little impact on the observed frequency dependence 8{g) and (b)). The most
significant effect is a shift of the frequencies where bothitihhphase and the out-of-phase components show their maxim
rate changes. This is due to the increase of the time cosstgnt, frommyj ~ 10* st andmp; ~ 10° s 1 tomyj ~ 10° s~ and

mpj ~ 107 s71, due to very fasts. It should be noted thak is 1P s~1 in all examples in Fig. 8 and is 10/ s~* in Fig. 8 (b) and
(d). The frequency dependence also shows little change whremains small and is increased (Fig. 8 (c)). This corresponds
to Fig. 6 (a) and (c). However, whenbecomes fast enough to compete with the slower time comﬂ@ﬁt (or even faster than

mz’jl), andrs is faster than any dissociation rate coefficients, a morepticated frequency dependence emerges. The in-phase
signal now has a local extremum. The out-of-phase signabnlyt shows the local extremum (as in the simple pattern) but
also a zero-crossing point, due to a sign change (Fig. 8 Tdiis pattern corresponds to Fig. 6 (b) and (d). In this sedti®
intersystem-crossing ratkgc, was chosen to be small to investigate the influence.ofVe note that this pattern also appears
whenk;sc becomes large with a smatl, as explained further in the following section. Note thatdwODMR experiments this
pattern appears only whegbecomes faster than any dissociation rate coefficienbaadksc is fast, too. It can also be seen
for cW/EDMR experiments when the dissociation rate coeffits@nda or kisc are fast (not shown here). We can thus infer that
dissociation has a similar effect on cwEDMR experimentsasmbination on cwODMR experiments.

E. The influence of intersystem-crossing on cwODMR experimés

Because the intersystem-crossing réfg;, represents a spin mixing process, it acts in a similar way,aven thougho is
modulated in time. To investigate the influencekgf, a is chosen to be small in this section. Whegc is slow, very little
change of the frequency dependence as a functiogisfseen, similar to the behavior described in the previoosmse(Fig. 9
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Figure 8. (Color online) Role of the singlet recombinatiatetrs. Whenrs is small, no significant change in the frequency dependeatterp
is found whena is increased (from (a) to (c)). But for large, a pattern change is observed wteetis increased (from (b) to (d)). All four

quantitative models have the same parameters except al®? s 1, a =103 s, (0)rs=10"s1 a=103s1, (c)rs=10% s 71,
a=10s"1 and (d)rs=10" s, a = 10° s 1. The values for the other parameters used for this datasiesl lin Table I.

(a), (b)). In contrast to the case of largeand smallrs, a major change in the frequency dependence can be seen ktéas
and slowrs (Fig. 9 (c)). A second local extremum appears in the outfage component and a small bump at high frequency
in the in-phase component. When bétgc andrs compete with each other, a new pattern appears (Fig. 9 (8)3. pattern is
similar to Fig. 8 (d) and similar to the pattern in Fig. 6 (efdgf) whenVi, |1 — 0 at smalla (eq. (22)). The other important
observation is that the sign changes from positive for bothhase and out-of-phase components ((a) and (b)) to neqét)

and (d)). These sign changes dudste is explained in sec. VII.

F. Pair generation

Due to spin-selection rules, optically generated eleetrole pairs (the geminate state) are formed in singletstatd remain
in this configuration unless strong spin-orbit coupling iegentl. Thus, we can assun@®s > G;. Figure 6 (a) corresponds
to this case in which the in-phase and the out-of-phase coee are always negative and positive, respectively. ddse
represents the frequency dependence of photoluminesdeteeted ODMR (PLDMR). In contrast to optical generatidmg t
spin configuration of electron-hole pairs formed electlycae. via electrical injection, is determined by spimasstics and we
can assume@Gs ~ G;. All parameters in Fig. 6 (a) and (c) are the same exceptGat 10* x G, in Fig. 6 (a) and &s = G;
in Fig. 6 (¢). We can see from these calculations that elkctrimescence detected ODMR (also called ELDMR) can show
the opposite sign compared to PLDMR, for very similar ungiag physical processes. It should be noted that this invers
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Figure 9. (Color online) Role of the intersystem-crossiatgrkisc. At smallrs, local extrema appear on both, the in-phase and the out-of-
phase signal at the high frequency region, wkiga becomes large (from (a) to (c)). At largg the in-phase signal shows local extrema and
the out-of-phase signal shows sign chang&gsis increased (from (b) to (d)). All four quantitative modéksve the same combinations of
parameters but (@5 = 1% s, ksc =102 s L, (b)rs =10’ s1, ksc =102s 1 (C)rs=1% s71, kgc = 1B s71, (d) rs = 107 s71,

kisc = 10° s71. The other parameters used for this data are listed in Table |

could be found only for certain parameter sets, and thisréwe can also happen wheG3+# G;. For example, the sign of
the in-phase component also becomes positive (not shove) ifi@very parameter remains the same excep&ipe 10 x G;.
Thus, cwODMR can result in a positive in-phase and a negatit®f phase signal even thou@h is smaller tharGs. This is
because the sign inversion is also determined by rate cieefficand not just the generation rates. These cases wilsbessed
in Section VII.

V. POWER DEPENDENCE

The spin flip rate coefficienty, is proportional to the applied microwave poffer Thus we can calculate the power de-
pendence of cwODMR signals. Examples are shown in Fig. 10.Iddsomodulation frequencies, (see Fig. 10 (a)), a simple
saturation behavior is predicted by eq. (22) and (23). Nue the out-of-phase component is not always zero, but aphes
zero at low frequencies, as expected from eq. (23). Theataarcharacteristics becomes more complicated as the lataxtu
frequency increases. At 481z, the in-phase component shows a local extremum befoetuitrrs to a saturation value (Fig. 10
(b)). Experimentally this behavior has been reported rigéor low magnetic field cwEDMR on crystalline silicon irnface
defectd’. At high modulation frequency, the in-phase component sitbe usual saturation behavior (even though its saturation
occurs at very higher power) but the out-of-phase compostent/s a local extremum before it approaches a saturatiom val
It also has a different sign than at lower frequencies (Fig(c}). This shows that one can find opposite signs of in-phase
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out-of-phase signals at high MW power and high MW modulafiequencies.

VI. SIGNAL SIGN DEPENDENCIES ON THE MODULATION FREQUENCY

Sign changes of cwEDMR and cwODMR signal have been found?mbmoparticlé® and organic semiconductd?é'®. The
sign change of the cwODMR response in organic semicondhet®been attributed to the imbalance between changes in the
numbers of singlet and triplet pairs when the pulse is on &ind/bich are equivalent tasy (T /2) — nsx(T) andnyy (T /2) — np(T)
in our model. The zero-crossing point of the modulation fiexacy dependence function has also been used to estimate the
intersystem-crossing timig*. According to those reports, the zero-crossing can appearextain frequency where the increase
of the number of singlet pairs is matched with the decreasieeoiumber of triplet pairs so that the change in the totallmem
of pairs is zero. However, we show here that the zero-crgs=in be due to not only the imbalance of changes betweeresing|
and triplet pairs but also to other more complicated refesiops betwen physical parameters.

As can be seen in the solutions of the rate equations givevealtioe frequency dependence is not simply obtained from
Ns1(T/2) — nsp(T) andny1 (T /2) — n2(T), but has a complicated dependence on various parametersnghthe quantitative
models tested here, zero-crossing behavior is rarely $égnll shows one example: no zero-crossing is observedral g,
but whenr; becomes larger and very closert zero-crossing is observed (Fig. 11 (a), (b)). It should bed that the origin
of this zero-crossing is not obvious because of the comiyl@fithe solutions, although we note thag(T /2) — nsx(T) and
ny (T /2) — (T ) do not meet each other at the zero-crossing point in this @asentrast to the model described elsewf2fé
Thus the imbalance between changesiandn; cannot be the reason for the observed zero-crossing. Wehatteero-crossing
also can appear due to an overlap of two different spin-dégmechanisms whose signs are opposite (e.g. in cwODMR of a
radiative and a non-radiative channel). Note however thaeeo-crossing effect demonstrated here resulted fromglesspin-
dependent process. The existence of zero-crossing ieditiat one can observe different signs of cwODMR and cwEDMR
signals from identical samples at different modulatiomérencies.
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re=10° s 1, (b) ry = 10° s~1. Values for the other parameters are listed in Table I.

VIl. THE INTERPRETATION OF CWEDMR AND CWODMR SIGNAL SIGNS

The signs of the cwEDMR and cwODMR signals have long beenidered important indicators for the nature of elec-
tronic transitions. For example, it has been generally gteckthat radiative recombination results in positive ivage ODMR
signalg’18 However, the recent observations of sign chaffyj&s*®at certain frequencies suggest that signs may depend on
complicated processes and the interpretation based @ediuen the sign of a modulated cwODMR or cwEDMR signal is not
possible.

CwEDMR and cwODMR signal signs are determined by the tramgiesponses of optical or electrical observables to a
repeated change between on- and off-resonance, as desicriBection IV. Because the time constants and pre-facfaieo
double exponential functions in eq. (9), (10), (11), and) @2 functions of all the transition rate coefficients, thare many
scenarios which can produce quenching and enhancemeatssign both radiative and non-radiative ODMR signals ad wel
as for EDMR signals. Many transitions compete with eachmtRer instance, recombination as well as dissociation ane p
annihilation processes but only recombination causes Plewlissociation does not. Thus, when a radiative recontizina
process is slow and dissociation is fast, the resonant negpmay lead to quenching. This example shows that the filgpw
qualitative description of the sign of cwODMR signals is iongant.

The study of the sign change of cwODMR signals as functioradlafdividual parameters is beyond the scope of this work.
Instead, only the low modulation frequency behavior willdigcussed.

A. For the case of radiative recombination

As mentioned in Section Il A, only radiative recombinatiomshbeen considered so far and the solution for the in-phase
cwODMR signal when radiative recombination is dominantost modulation frequency is given in eq. (22). A quantitative
analysis has been done by calculatiffg;; while changing some parameters, for the example shown inRigve assumed that
both singlet and triplet dissociation probabilities are distinguishable, two mixing rate coefficientgsc anda, are slower
than any other recombination and dissociation, and totaéggion rateGs+ Gt is fixed to 136 s, r, to 1571, andF to
0.25. Fig. 12 (a) shows the zero frequency in-phase cwODMRasiVi, |, as a function of the relative ratio of the triplet
generation rate to the singlet generation r&¢Gs, and the ratio of the dissociation rate coefficient to thglgitrecombination
rate coefficient which is fixed to, = 10* s~1. Color reflects the normalized intensity\df . It should be noted that positive
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Figure 12. (Color online) Sign changes due to various ragffictents. (a) In-phase intensities of the zero modulafiequency component as

a function ofGt/Gs andd/rs. To distinguish positive values and negative values, diffecolor scales are used (positive in upper left corner,
and negative in lower right corner). The black dotted linsalibes the boundary separating positive values and megatiues. (b) and (c)
are two randomly chosen two dimensional subsets of the ddtg representing a generation rate ratio dependence ssakgition rate ratio
dependence. These slices are shown as white dashed lin@s imf{ensities in (a), (b), and (c) are normalized but inshme scale. (d)
Changes in the numbers of singlet pa'r@k— ngz as a function of the same parameters as in (a). () Changles mumber of triplets pairs,
n?l — n?z as a function of the same parameters as in (a). Intensiti@d and (e) are normalized but in the same scale. All calimratin this
figure are obtained from the same conditionof 10* s ™1, =151 ksc=1s1, a=1s1 F =0.25Gs+ Gy = 106571,

and negative values are intentionally placed in differeates to make them clearly distinguishable. One can find tticeable
features. (i) The intensity tends to increasésadGs becomes larger and becomes negative at@Gss, as in Fig. 12 (b). (i)
The intensity also depends on the dissociation rate cosfiii when d is larger or smaller than the singlet recomioinaite
coefficientrs, Vin i1 becomes very small, and shows an extremum and sign changd.2Hia), (b), and (c) show that the signs are
positive at high triplet generation rates and low diss@omatates or, equivalently, high recombination rates. Witissociation

is not fast, signs are positive as long as triplet generadiant slower than singlet generation rate. This means tratging pair
generation between optical and electrical can induce agignge in cwODMR. This behavior can be more easily undedstoo
by consideration of competing singlet and triplet pairsFig. 12 (d) and (e), the diﬁerence@l— n§2 and n?l — n?z, are plotted
for the same parameters as (a). Note that the low-frequesiajien for the in-phase cwODMR signali, ¢, is proportional

to r¢(n2; — nd,) + rg(nd — n%). Both plots show different behavior comparedvigys but the boundaries dividing positive and
negative values are very similar. When the pair annihifaisodominated only by singlet recombination, one can irtiat the
number of singlet pairs quickly decreases in the steadg-sfiresonance condition. Thus, the steady-state is dated by
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Figure 13. (Color online) The sign of cwODMR signals can bgative when radiative recombination is dominant as in (&, gositive when
non-radiative recombination is dominant as in (b). In casttthe signs of cwEDMR are not different, (c) and (d). Usedrmon values for
each rate parameters can be found in Table I. (a) ang €)10%, rg nr=1. (b) and (dys = 1, rs nr= 10%.

triplet pairs. Consequently a resonant MW converts triplets to singlet pairs, it increases the number of singlespehich
results in an enhancement of cwODMR signal.

This qualitative pictures applies to the region wha@g— ngz is positive anch?1 — n?z is negative, in the upper left regions
in Fig. 12 (a), (d), and (e) for example. In contrast, if thplet generation is too lowG; < rr;igtsGs), (lower-left corners in
Fig. 12 (a), (d), and (e)), only a small number of triplet pdorms during the off resonance steady-state, and theysstate
at off-resonance is dominated by singlet pairs. In this cpée resonance induced changes to the number of singlet qesir
become negative.

The statements above are based on the assumption dfdevanda. Whenk;sc becomes larger than the other rates, sign
changes are observed as in Fig. 9 and patterkig @f(not shown here) similar to the pattern in Fig. 12 are foutttpaigh slight
shifts of boundaries dividing positive and negative aranse&@milar shifts have been found at differéhtanda. These shifts
can be explained by an expression,

Gs _ (rs+ ds) (Wo2 — Wa1) + WooWq1 — Wo1Wi2
Gt (re+d) (W11 — Wi2) + WooWi 1 — WoaWio

(24)

which is obtained from eq. (22) by setting, s = 0. This formula explains that the boundary separating ttetige and
negative values in Fig. 12 (a) is dependent on all rate caefiic. Consequently, cwODMR and cwEDMR signs also depend on
intersystem-crossing rakgsc, the temperature (note thatis a function of temperature), and the MW poveerWe note again
that sign changes can also occur at a certain modulationdrexy as already explained above.
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B. For the case of non-radiative recombination

Finally, we want to address the question of whether radiativd non-radiative recombination results in opposite cMBD
signal signs. We have checked a number of quantitative raated two examples are shown in Fig. 13. In contrast to all
other cases discussed above, the non-radiative singlani@nation coefficients nris taken into account. In Fig. 13 (a) and
(c), rs,nris assumed to be smaller thegto simulate the modulation frequency dependence in whidiatige recombination is
dominant. In Fig. 13 (b) and (djs nris assumed to be the larger tharto investigate the non-radiative process. It should be
mentioned again thag , contributes to the pair annihilation process but it doesnatribute to the radiative emission rate term
as explained in Section Il A. Note that Fig. 13 (a) shows on@@imodulation frequency dependence patterns that anessisd
above. The in-phase signal is negative even thaygghmost dominant becau§y > G;.

Fig. 13 (b) shows a zero-crossing behavior, thus, the irs@ltamponent can be positive and negative even thoyghs
dominant. In contrast to the cwODMR cases, the signs of tHeMR in-phase signals are positive in both cases as shown
in (c) and (d). To summarize, our results show that cwODMR&lg can be negative and positive for both radiative and non-
radiative recombination processes. Any conclusion atieuhature of a spin-dependent recombination process fresigm of
an observed cwODMR signal is therefore speculative, andldhie confirmed with additional evidence.

We conclude that dissociation, recombination, ratio betwsnglet and triplet generation, intersystem-crossemgperature,
modulation frequency, MW power, and the nature of recontimngradiative or non-radiative) can all determine thensid
cwODMR signals.

VIll.  SUMMARY AND CONCLUSION

A set of rate equations based on an intermediate pair recatin model are presented and generalized analyticaicotu
have been obtained. These solutions have been used taatalowddulation frequency dependencies of cwEDMR and cwODMR
signals. We have investigated how experimental paramaffexs these modulation frequency dependencies whictaleg¢hat
a large number of quantitatively different models show Wstinguishable modulation frequency dependence patteFhis
implies that the interpretation of cwODMR and cwEDMR expents can be very ambiguous. We further showed that the
sign of cwODMR and cwEDMR signals depend on most of the ragdficients, as well as experimental parameters such as
temperature, MW power, and modulation frequency. Thusgethee many variables which can reverse the sign of cwEDMR
and cwODMR signals and consequently, conclusions abouttliative or non-radiative nature of an observed spin-deéest
transition based solely on the sign of an observed spinsukre process or its modulation frequency dependence [misstble.
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Appendix A: Boundary conditions and exact solutions for thepair densities

Four of the boundary conditions can be easily found from goplicity of the solutioning (0) = ne(T), M1 (0) = nea(T),
Ns1(%) = Nea(5), andni (%) = no(%). From these boundary conditions, we obtain

Ar+ Ao+ = Agel M2T/2) 4 Agelm2T/2) 4 ) (A1)
By -+ Bp+ 1y = Byel ™2T/%) 4 Bael ™27/ 4 ) (A2)
AgelmMiT/2) | pel=maaT/2) 0 — Ayt Ay, (A3)
Biel-M1T/2) | Boe-MT/2) | 0 — By 4 Byt 1Y, (A4)

After each half cycle, the number of singlet and triplet paire decreased or increased. These changes depend onethie giv
rate coefficients: the number of singlet or triplet pairs m@eased by pair generation, decreased by the dissatiatid
recombination processes, or either decreased or incrégsgun mixing. From this condition, the other four equati@an be
found as

() ~(0) = Gz + [ (eana — (G wayna ),
(a5)
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T T /T
N2 (T) — () = Ge +/T (Wa2nt2 — (Cs+ wi2)ng)dt,
Z
(A6)
T T /3
()~ Ma(0) = G + /0 (Wa1nks — (Gt +Wa1)ne)dit,
(AT)
T T /T
ntZ(T) _ WZ(E) = Gt5 —|—/T (W12n[2 — (Ct +W22)nt2)dt'
Z
(A8)
By plugging egs. (9)—(12) into (A5)—(A8), we obtain
Al(e(fmllT/Z) _ 1) +A2(e(7leT/2) — 1)
_ Wo1B1 — (Cs+Wa1)A (el-maT/2) _q)
M1
~ W21By — (Gs+war)As (e~maT/2) _ 1) (A9)
M ’
A3(e(7m12T/2) ~1) +A4(e(fmzzT/2> -1)
_ WaBs = (GAWA (ot g
My
_ WorBa = (Gt WidAs muT/2) g (A10)
Mp2 ’
Bl(e(fmllT/Z) _ 1) + Bz(e(7W1T/2) — 1)
__ W11AL — (Gt +Wa1)By (el-maT/2) _q)
M1
~ WA — (G +wp)By (e-maT/2 1), (A11)
My
Bg(el"M2T/2) _ 1) 4 By(el~™2T/2) _1)
__Wihem (CAWaa)By (mpryz) g
My2
 WigAy - 51?2 +W22)By (el~me2T/2) 1), (A12)
2

Note thatGs +Wo1n, — (Cs+w11)ng = 0, Gs +Waon% — (Cs+Wi2)n, = 0, Gt +wian% — (Ci +Wa1)nd = 0, Gt + wion2, —
(®} +w22)nt02 = 0 are used here, which are obtained from eq. (15) and (16).

Solving eq. (A1)—(A4), (A9)—(A12), and by introducing tharameter$;; = S ARQ — n%, —nd, Anf = nS, —nf,

W2
andyj = e M2, we realize thaB;; = AijBi; and four simplified equations

1 1 —Yi2 V2 Aq1 And
Bir  Bor —Biviz —Beaye2 Ay | | o
ir Y1 -1 -1 Az | | And

Buvir Baayar —PBiz  —Be2 Az An?

(A13)

are obtained foA;;.
Equation (A13) is a fully determined system of linear equagiwhich can be solved. This leads to the solution,
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Aoz = (((Ba1— Bra) - (AN — y13And) — (AP — B11ANY) - (Yo1— V1))
((B21— Br1) - (Buavarvaz — Bi2) — (Buavaz — Bi2¥az) - (Beayer — Pravai))
~((B21— B11) - (Yaryiz— 1) — (Bravaz — Buzvaz) - (o1 — Y1)
{((B21— B11) - (AnY — BrayiaAng) — (AnY — BraAng) - (Baayor — Bravaa)))
/(((B21—B11) - (11Yo2 — 1) — (Brayoz — BeaYo2) - (Vo1 — Y11))
((B21— B11) - (Bravaryaz — Br2) — (Buavaz — Bi2yi2) - (Boayor — Briya))
—((B21— Br1) - (Yiryiz— 1) — (Bravaz — Brzvaz) - (o1 — Y1)
(

“((B21— B11) - (BravaYoz — B22) — (Br1yez — Ba2Yo2) - (Boayor — Privii))),

(A14)

A1z = ((Bzr— Br1) - (And — y118n) — (AN — Bradnd) - (vor— ya1)
—((Bor— B11) - (Yarye2— 1) — (Brave2 — Bo2yo2) - (Yo1— V11)) - A2)
[((B2—B11) - (Viayr2— 1) — (Bravaz — Brzaz) - (Vo1 — Ya1)), (A15)

Aor = (AN — B1aAnd) - (Boayor — Pravir)
—(B11ya2— B12vi2) - (Boayor — Bravaa) - Arz
—(B11Yo2 — Ba2y22) - (Baayor — Bravaa) - Azz)
/((Ba1— B11) - (BaaYor— Pravan)), (A16)

Ap1 =003 — Ag1 + yio- Ara+ Yoo Aga. (AL17)

Appendix B: Modulation frequency dependence solutions

To find the in-phase and out-of-phase components at a givelulation frequency, it is better to find the Fourier series of
eg. (18) and (19), and the frequency responses will be dédrden the Fourier coefficients according to the definitiortrod

Fourier series,

Ips(t :EO i |c005(—t +Issi (2-||- t),
(B1)
g 2Irr
== / It (82)
lg = T/ )sin( —t dt. (B3)

Then the obtained two coefficients as well as the zero freqyuepmponent are:

oy 1—e ™ /2coqim)
lo = B
¢="7 ——(rsA11+rtB11)( My + 412722/ T2 )

MMy 1—e ™1T/2coglm)
< B
+— (rsPo1+rtBa1)( o2 + A2/ T2

2m12 COS(| 7T) — eileT/z
—=(r r{B

+ T (rsA12+riB12)( My22 + 412122/ T2
2Mmp; cog(m) —e ™21/
= riB:

+ T (rsPo2+1iBoo)( m222+4|27-[2/'|'2 )

)

(B4)
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am 1—e ™1T/2cogIm)
— (A rB
2 ( sA11+ Tt 11)( m112+4|27_[2/-|—2 )

IS: T
I 1—e ™1T/2codlm)
— B
+t42 (rsA21+rtBo1)( Mot 1 41272 T2 )

Amn cogl ) — e M2T/2

—(r rB
oz (et 1tBi) (S e

T coglm) — e /2
+ﬁ(rsA22+fthz)( Mp22 + 41272/ T2

coqlm —1
|T[ )7

+(rsAnd 4 rAnQ) (
(BS)

2 1—e mMuT/2
z B ) (———
=7 (rsA11+reBi1)( —~—
1— e*m21T/2
_|_ -

rsAo1+r1iB
(rsPo1+riBa1)( o

1 —e m12T/2
(rSAlZ + It BlZ) ( -
M2

1— e*mZZT/Z
Mp2
+rs(nd +nd) + re(nd +nd).

The Fourier series in eq. (B1) can be simplified by introdgdii= /1.2 + Is> and¢ = tan* (I—C) as below,

+ T (rsAo2+riBoo)(
(B6)

Irs(t) = |§0+|2Vosin(2I nift+¢), (B7)

where f=1/T is the frequency of the square modulation. A Lockmplifier multiplies the input signal by its own internal
reference signals, sim t + 6,) and co$w t + 6. ), to detect in-phase and out-of-phase signals, respectieus, the in-phase

Vin and out-of-phas¥,; signals are

Vip = IEOVLsin(th +6)
g Olcog(2mf — )t + ¢ — 6)
_505«2 )t o+ 6)] (89)
Vout = I§°VL COS(w_t +6)
+Z Olsin((217Tf + )t + ¢ + 6.)
+sin((21Tf — )t +¢ — 6)]. (B9)

whereV, is the amplitude of the reference signals. After these $sgmass through a low pass filter, only the non-AC signals
will remain. And the frequency of the internal referencensilgs fixed such that it has the same phase as the externadmeée

signal. Thanks to this condition) =~ 27tf, the in-phase and out-of-phase signals become

Vin = COS(¢1) |s1, (B10)

Vo . 1
Vo = =" Sin(¢1) = et (B11)

whereVor = Vo, ls1 = I, le1 = I, and@y = ¢ atl = 1, 6. is usually set to zero, and is setto 1.



Appendix C: Parameters used for calculation

The parameters used for all data presented in the figureiste® in Table I.
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Table |. Parameters used for the calculation of some of tteeidahis report. All values have a unit sf1 except forF which is unit-less.

Figure number Is Tsnr I ds o kisc a F Gs G f
4 10t 0 1 1¢ 10° 1072 10° 0.25 163 1020 10
(@) 1¢ 0 1 10 10° 1072 108 0.25 163 1020
(b) 10t 0 10t 10 1¢ 1072 101 0.25 16° 1020
5 () 10t 0 1 1¢ 10° 1072 108 0.25 1693 1070
(a) 10 0 1 1¢ 108 1072 1073 0.25 164 1020
(b) 10 0 1 1¢ 10t 1072 107 0.25 162 1070
(c) 10t 0 1 1¢ 108 1072 1073 0.25 1693 1070
(d) 10 0 1 1¢ 10 1072 107 0.25 1693 1070
(e) 16 0 10t 1 1¢ 10 1073 0.25 164 1020
6 () 108 0 10 1 10 10 1073 0.25 1693 1070
(@) 1 0 101t 10 10 10° 1073 0.25 1693 1070
(@) 1¢ 0 1 10 10° 1072 1073 0.25 162 1020
(b) 100 0 1 10 10° 1072 1073 0.25 162 1020
8 (c) 10 0 1 10 10° 1072 108 0.25 162 1020
(d) 10 0 1 10 10° 1072 108 0.25 162 1020
() 1¢ 0 1 10 10° 107 10t 0.25 162 1020
(b) 10 0 1 10 10° 1072 10t 0.25 162 1020
9 (©) 1¢ 0 1 10 10° 108 10t 0.25 162 1020
(d) 100 0 1 10 10° 108 10t 0.25 162 1020
(@) 16 0 1 1¢ 10 1072 0.25 162 1020 108
(b) 1¢° 0 1 1¢ 10 102 0.25 162 1070 10t
10 © 10 0 1 1@ 100 102 0.25 162 1020 107
(@) 16 0 1 1¢ 10 1072 10t 0.25 162 1020
1 (b) 10 0 10 10 10 1072 10t 0.25 162 1020
12 10 0 1 1 1 0.25 Gs+ Gy = 10
(a) 10 1 10t 10 1¢ 1072 101t 0.25 16° 1020
(b) 10t 1 10t 10 1¢ 1072 101t 0.25 16° 1020
13 (©) 1 10 10! 10 1¢ 1072 101 0.25 16° 1020
(d) 1 1d¢ 101! 10 1¢ 102 10t 0.25 16° 1070
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