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Abstract

We have employed density functional theory calculations to determine the formation energy for

a number of neutral and charged point defects in the mixed anion hydrogen storage compound

Li4BN3H10, under a variety of chemical potentials, to investigate the possible role of point defects

in hydrogen desorption. We discuss the determination of chemical potentials based on four-phase

equilibria that arise from the temperature dependent decomposition reactions. Our results indicate

the following: 1) Neutral NH vacancies are nearly always the lowest energy defect, and have a small

positive formation energy up to the experimental hydrogen desorption temperature. 2) The cases

where NH vacancies are not the lowest energy correspond to unstable four-phase equilibria. 3)

Separated pairs of oppositely charged defects are always higher energy than the analogous combined

neutral defect.

PACS numbers: 61.20.Ja

Keywords: hydrogen storage, point defect, vacancy, interstitial, complex hydride, lithium boron nitrogen

hydrogen
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I. INTRODUCTION

The search for a viable alternative to fossil fuels in automobiles has led to much work

in the area of efficient, high-capacity hydrogen storage systems1,2. Complex hydrides3,4

have the possibility of providing high gravimetric and volumetric hydrogen storage densities

in a solid-state material, making them an attractive basis for on-board fuel-cell systems.

However, the use of these materials is not without its challenges, particularly in the area of

hydrogen absorption/desorption kinetics.

Li4BN3H10 is a complex hydride that was found experimentally to have a high hydrogen

capacity, releasing greater than 10 wt. % H2
5 making it of interest for vehicular applications.

A number of experimental studies have focused on the decomposition5–7, structure6,8,9 and

phase stability10 of the compound. Thermodynamics predicts favorable hydrogen desorption

reactions for all temperatures11 while experiments in both the pristine5,6 and catalyzed7 ma-

terial found that hydrogen and ammonia release occurred only at temperatures well above

room temperature, indicating that the desorption reactions in this system are kinetically

limited. At temperatures where the compound remains crystalline, point defect formation

and migration is responsible for mass transport and may play an important role in chemical

reaction mechanisms. A more complete understanding of the role of point-defect mediated

mechanisms for hydrogen desorption is desirable, as the authors are unaware of any experi-

mental work that elucidates the prevalent defects or defect-based mechanisms in Li4BN3H10.

A necessary first step to understanding the role of defects in this material is to obtain ac-

curate data on the energetics and stability of native defects under chemical conditions that

may arise during desorption. Here, we perform such a study using a computational approach

via Density Functional Theory (DFT).

Density Functional Theory based calculations have been widely used to predict and ex-

plore the structure, vibrational properties and thermodynamics of a number of hydrides2,12–17

including complex hydrides such as LiBH4
18, NaAlH4

19,20, LiNH2
21, Li2NH22,23, Ca(AlH4)2

24,

Li2Mg(NH)2
25, Ca(BH4)2

26, Li4BN3H10
7,11,27–29, Mg(BH4)2

30,31, Ca(BH4)2-Mg(BH4)2
32,

(NH4)2B12H12
33, Li6Mg(NH)4

34, rare-earth aluminum hydrides35, the Li-Sc-B-H36, Li-Mg-N-

H37 and Li-Zn-B-H systems38, and metal-B12H12 compounds39,40. Of direct importance to

this work, DFT has been applied to study native defect formation energies and metal addi-

tives in complex hydrides such as NaAlH4
41–46, LiBH4

45, Mg(NH3)nCl2
47 and the formation
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energy of hydrogen-related defects in AlH3
48, CaBH4

49, and Li4BN3H10
50.

Work performed by Hoang and Van De Walle50 provided insight into the energetics of hy-

drogen vacancies, hydrogen interstitials, and transition metal impurities in Li4BN3H10. They

examined the energetics of charged and neutral defects, using DFT and a set of chemical

potentials defined by a four-way equilibrium between Li4BN3H10, NH3, Li2NH and Li3BN2.

They found that the lowest energy hydrogen related defects are charged, and therefore have

Fermi-level dependent formation energies. From their results, it can be inferred that a pair

of separated oppositely charged hydrogen interstitials (i.e., interstitial H+ and H− far from

one another) should be the lowest energy neutral hydrogen defect. However, even with this

prior work, several open questions still remain, such as: 1) How do other vacancy types

compare with the hydrogen defects? 2) How are the point defect energetics and stability

affected by different chemical potentials and temperatures? and 3) What set(s) of chemical

potentials correspond to the experimental and thermodynamically predicted decomposition

reactions?

To address these questions, we made use of plane-wave DFT to calculate the formation

energy for a variety of vacancies as well as hydrogen interstitials in Li4BN3H10 through a

range of chemical potentials. We formulated five different sets of temperature dependent

chemical potentials based on various local equilibrium conditions. In addition, we consider

the chemical potentials used in Ref. 50 for the sake of comparison. We find that neutral

NH vacancies are the lowest energy defect for nearly all of our local equilibrium conditions

and temperatures. For the cases where the NH vacancy is not the lowest, the lowest energy

defect is a neutral BH3 vacancy with a negative formation energy. However, a negative

formation energy would result in an instability in the system with spontaneous formation of

defects. Therefore, negative formation energies indicate that the assumed local equilibrium

conditions are not realistic. Finally, we find that separated pairs of oppositely charged

defects are always higher energy than the analogous combined neutral defect.
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II. METHODOLOGY

A. Density Functional Theory

Our calculations were carried out with the Vienna Ab Initio Simulation Package (VASP51–55)

plane-wave DFT code. We use the Perdew-Wang 1991 (PW-91) generalized gradient approx-

imation (GGA)56, Blöchl’s projector augmented wave (PAW) method55,57 for core-valence

electron interactions, and a (2x2x2) Monkhorst-Pack k-point grid. We employed a Gaussian

smearing scheme for the electronic occupancies, with a width of 0.1 eV. For H,B and N,

we included the outermost orbitals (1s and 2s2p orbitals, respectively) in our calculation

while for Li we included 1s semicore states as valence, with an overall energy cutoff of 520

eV for all calculations. We chose a 10−4 eV electronic convergence criteria and a .001 eV

ionic relaxation convergence criteria. These parameters are similar to those used in previous

studies11,29, though we used a higher energy cutoff than that used in Ref. 50 and made use

of an energy-based rather than force-based ionic convergence criterion. However, we found

the forces in our calculations to be less than ∼ 0.05 eV/Å, which we considered sufficiently

converged for our purposes.

B. Types of Defects Considered

The 144 atom (8 formula unit) conventional cell of Li4BN3H10, shown in Figure 1, based

on experimental data6(then relaxed via DFT) served as our initial defect-free reference

geometry. For each defect type we added or subtracted the appropriate atoms from the

reference system, specified the number of electrons and relaxed the atomic positions in

the structure while keeping the lattice parameters constant. This is the same procedure

employed by Hoang and Van de Walle50, and is intended to mimic the defect being isolated

in the bulk material. In the BH−
4 and NH−

2 vacancy cases, we used a (2x2x2) supercell

containing 1152 atoms, because of the the value of the electrostatic interactions between

images was significantly larger in the 144 atom cells, while this was not the case with the

Li+ vacancy. As a result, we assumed the 144 atom cell was large enough for the smaller

charged vacancies. For the H and H2 vacancies, we considered multiple configurations to

examine how the local environment may affect the formation energy. For H vacancies, we

considered each of the 4 symmetrically inequivalent positions (Figure 1), referred to here
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as ‘H1’, ‘H2’, ‘H3’, and ‘H4’. For the H2 vacancies we considered 2 cases: configuration 1

where 2 ‘H2’ atoms were removed from neighboring NH−
2 anions and configuration 2 where

an ‘H1’ and an ‘H4’ atom were removed from neighboring NH−
2 and BH−

4 anions.

For H interstitials, we performed an ‘exhaustive’ search for the lowest energy interstitial

position for each charge state (i.e., neutral and ±1 e−). Our search involved a group of

relaxations with the H atom in one of 70 different starting locations within the periodic cell.

We determined the locations by discretizing the cell using a uniform grid, placing H atoms

at the grid points and discarding those configurations where H atoms were within .5 Å of

another atom. We relaxed each of these configurations individually for each charge state.

The resulting relaxed defect configurations for each charge state consisted of energetically

degenerate defects at discrete energy levels, including several at the lowest energy, leading

us to conclude that our search likely contained the lowest energy configuration. For brevity,

we report only the lowest energy H interstitial configurations for each charge state in our

discussion.

In the NH vacancy cases, we considered 2 configurations: configuration 1 where an N

and ‘H2’ atom were removed from one NH−
2 anion and configuration 2 where an N and

‘H1’ atom were removed from one NH−
2 anion. For the remainder of the defects only one

configuration was considered. In the case of the LiBH4 and LiNH2 vacancies, the Li+ and

BH−
4 or NH−

2 ions removed were nearest neighbors. For BH3, the B and three ‘H3’ atoms

were removed from a single anion. Meanwhile for the NH3 vacancy, an NH−
2 anion and a

nearby ‘H1’ atom were removed. To create the BN vacancy, the B and N atoms removed

were from neighboring anions. Finally, for the LiH vacancy an Li+ cation and a nearby ‘H3’

atom were removed. We have summarized the various vacancy configurations we considered

in Table I.

C. Defect Formation Energies

Once each structure has been relaxed and the total energy at 0 K (i.e. excluding zero-

point phonon contributions) obtained, the defect formation energy can be calculated from

the following equation58:

Ef [Xq] = Etot[X
q]− Etot[Li4BN3H10, bulk]−

∑
i

niµi + q(EF + ∆V ) (1)
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Vacancy Type Atom Types Removed

N
eu

tr
al

BH3 B and H3-type H atoms removed from the same anion

NH3 NH−
2 anion and nearby H1-type H atom (from an NH−

2 )

LiH Li+ cation and nearby H3-type H atom (from a BH−
4 )

BN B and N atom removed from adjacent anions

LiBH4 Li+ cation and nearest neighbor BH−
4 anion

LiNH2 Li+ cation and nearest neighbor NH−
2 anion

H2 config 1 2 H2-type H atoms from nearest neighbor NH−
2 anions

H2 config 2 H1-type and H4-type H atoms from neighboring NH−
2 and BH−

4 anions

B
ot

h

H1 H1-type H atom (from an NH−
2 )

H2 H2-type H atom (from an NH−
2 )

H3 H3-type H atom (from a BH−
4 )

H4 H4-type H atom (from a BH−
4 )

NH config 1 N and H2-type H atoms from one NH−
2 anion

C
h

ar
ge

d Li− an Li+ cation

BH+
4 a BH−

4 anion

NH+
2 an NH−

2 anion

TABLE I. Summary of vacancy types and which type of atoms were removed. H1, H2, H3 and H4

refer to the symmetrically inequivalent hydrogen sites illustrated in Figure 1.

Where Etot[X
q] denotes the DFT static energy of a defect with charge state q (i.e. formal

charge of the defect), Etot[Li4BN3H10, bulk] denotes the energy of defect-free bulk Li4BN3H10,

ni denotes the number of atom type i added (ni is negative if atoms are removed) and µi is the

chemical potential for atom type i. The final term (in parentheses) in Equation 1 represents

the chemical potential for the electrons, where EF denotes the Fermi energy relative to the

energy at the valence band maximum (VBM) of the perfect crystal and q is the charge of

the defect. The term ∆V is a so-called ‘potential alignment term’, and accounts for the shift

in the electrostatic potential between the perfect crystal and the system with a defect in a

finite simulation cell. Following the procedure used by Van de Walle and Neugebauer58, we

defined the potential alignment term as the difference between the electrostatic potential
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in the system with a defect and the perfect crystal. Our reference point for this difference

was the point furthest from the center of the defect in the periodic cell. We found that the

value of this alignment term varied between defect types, with magnitudes of approximately

0.2-0.9 eV.

D. Choice of Chemical Potentials

In our Li4BN3H10 system, there are four chemical potentials, one per species (µLi, µB, µN, µH),

that need to be defined. For purposes of comparison to the earlier work of Hoang and Van

de Walle50, we made use of the chemical potentials described in their paper. As their paper

did not specify the structure used to calculate the energy of Li2NH, we chose to use the

structure published by Mueller et al.23. However, we also wished to examine the influence

of varied chemical potentials, specifically those that may arise during hydrogen desorption.

Therefore, we must assume that there exists some local four-phase equilibrium that will

allow us to define the chemical potentials under possible desorption conditions.

For each local equilibrium, we assumed that the system was in equilibrium with Li4BN3H10,

H2, and two other species. To obtain guidance for the choice of these other species, we con-

sider the thermodynamically favored desorption reactions for Li4BN3H10
11:

Li4BN3H10 →2 LiNH2 + 2 LiH + BN + 2 H2 (0 K ≤ T ≤ 300 K) (A)

Li4BN3H10 → Li3BN2 + LiNH2 + 4 H2 (300 K < T ≤ 700 K) (B)

Li4BN3H10 → Li3BN2 + LiH + 1
2

N2 + 9
2

H2 (700 K < T) (C)

For reaction B, the decomposition pathway observed5 at 520 K, the selection process for

the remaining species appears straightforward as there are only two other species in the

reaction (Li3BN2 and LiNH2) that could be used to set up a four-phase equilibrium. There

is a problem with this straightforward approach: the resulting equations for the four-phase

equilibrium associated with reaction B are linearly dependent and thus a unique solution

for all four chemical potentials is not possible.

Envision a two interface model such as that shown in Figure 241. Here, we imagine bulk

Li4BN3H10 in separate thermodynamic equilibrium with LiNH2 and H2 at one interface and

Li3BN2 and H2 at the other. These two local conditions results in two interfaces involving
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three species from reaction B. Because of the different species in equilibrium, it is likely

that the interfaces will have different chemical potentials for the individual elements. The

difference in chemical potentials at each interface will result in different equilibrium defect

concentrations at each interface and therefore a defect migration driving force through the

Li4BN3H10 phase.

If we consider interface I from Figure 2 we have the following set of equilibrium conditions:

4 µLi + µB + 3 µN + 10 µH = ELi4BN3H10 (2)

µLi + µN + 2 µH = ELiNH2 (3)

µH =
1

2
EH2 (4)

With only three species in equilibrium at an interface, we do not have enough equilibrium

conditions to solve uniquely for the chemical potentials (i.e. an underdetermined system),

and end up with one chemical potential being ‘free’. In order for any results based on these

chemical potentials to have relevance to the system at hand, we must be able to constrain

this free potential in some way. We chose to constrain the nitrogen chemical potential, µN,

based on the following equilbrium condition:

µN + 3µH = ENH3 (5)

Although this choice is admittedly arbitrary, we chose this condition because some NH3 re-

lease is observed experimentally during decomposition that nominally proceeds according to

reaction B7. Additionally, we consider the free energies associated with the gas-phase species

H2 and NH3 to be functions of temperature and pressure. The resulting local equilibria are

illustrated schematically in Figure 3b.

Reaction A is over-constrained (i.e. more equations than unknowns) due to having five

species in the reaction. For this reaction, we can construct four-phase equilibria based

on combinations of the compounds in the reaction[See Figure 3a]. For example, based on

reaction A, we can assume an equilibrium between LiH, BN, H2 and Li4BN3H10 at one point

and LiNH2, BN, H2 and Li4BN3H10 at another. But we can also assume there is a point

where LiNH2, LiH, H2 and Li4BN3H10 are in equilibrium.

Because reaction C occurs well after Li4BN3H10 has melted (it melts at 460 K5–7), de-

termining the formation energies of point defects based on calculations in a crystal is not

appropriate. Therefore, we do not use reaction C to determine equilibrium conditions for
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our point defect calculations, restricting our discussion to the temperature range in which

Li4BN3H10 is solid. For completeness, and because Li4BN3H10 near melting retains some

degree of order29, we also include the formation energies for conditions derived from reaction

B, assuming contact with NH3 and H2 reservoirs at 520 K (assuming 1 bar pressure), the

experimental desorption temperature5–7. We have summarized the reactions, the resulting

chemical potentials and the external constraints applied in Table II.

Reaction Phases in Equilibrium Additional Conditions

A Li4BN3H10 → 2 LiNH2 + 2 LiH + BN + 2 H2

2 Li4BN3H10,LiNH2,BN,H2 None

3 Li4BN3H10,LiH,BN,H2 None

4 Li4BN3H10,LiH,LiNH2,H2 None

B Li4BN3H10 → Li3BN2 + LiNH2 + 4 H2

5 Li4BN3H10,Li3BN2,H2 µN + 3µH = ENH3

6 Li4BN3H10,LiNH2,H2 µN + 3µH = ENH3

TABLE II. Table of the chemical potential sets derived from the two-interface model illustrated

in Figure 2, for reaction A, the chemical potentials are based on combinations of the compounds

present in the reaction that result in a four way equilibrium that includes Li4BN3H10 and H2. The

numbers will be used to indicate the chemical potential set in later diagrams.

E. Reference States for Chemical Potentials

In Table II, the phases that are in equilibrium at our assumed interfaces are given. We use

Li4BN3H10, LiNH2,LiH,Li3BN2,BN,NH3,N2, and H2 to determine the chemical potentials

for each of the elements based on the equilibrium conditions given in Table II. The chemical

potentials are then used to calculate the defect formation energy by substituting them into

Equation 1.

The energies for Li4BN3H10, LiNH2,LiH,Li3BN2,BN,NH3, and H2 were determined

via DFT, using the same parameters as the Li4BN3H10 calculations described earlier and

initial structures from the ICSD database. Each of these reported structures was fully

relaxed via DFT to obtain the energy used to determine the chemical potentials. For

LiNH2,LiH,Li3BN2, and BN the ground state energies of the solid at zero pressure were

used. For NH3, and H2, the energies used were the ground state energy of the isolated
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molecule, approximated by relaxing the bonds in a single molecule contained in a 10 Å box.

Additionally, to examine the variations in defect formation energy when exposed to a finite

temperature hydrogen or ammonia reservoir (assuming pressure fixed at 1 bar), we added

the temperature and pressure correction to the ground state energy for the H2 and NH3

molecules using data from the NIST JANAF database59,60.

III. RESULTS

A. Neutral Defects

We have compiled the formation energies for the neutral vacancies and interstitials we

considered in Tables III and IV. For the formation energy we consider each defect to be a

single vacancy (i.e. a BH3 vacancy and an H vacancy, etc. are considered to be ‘one defect’

for the units in Tables III and IV). For chemical potential set 1, at 0 K the lowest energy

vacancy is a BH3 vacancy, and we find it has a negative formation energy. A negative

formation energy indicates that the system would spontaneously form defects, and therefore

the assumption of local equilibrium under those conditions indicates an instability. This

instability is important, as the findings of Ref. 50 rely on this chemical potential set to draw

conclusions about hydrogen desorption. They found hydrogen defects to be low energy and

stable (positive formation energy), but their study did not include this vacancy configuration

and therefore they could not have been expected to find indications of this instability.

For the chemical potentials corresponding to interfaces based on the favored reaction

at 0 K (i.e. reaction A, and chemical potentials 2-4), we see positive formation energies

for all the neutral defects we considered, with NH vacancies being the lowest energy. Our

results indicate that the NH vacancy formation energy for set 3 is lower than set 4, which

is lower than set 2. One ramification of this difference in formation energies is that it will

set up a diffusion driving force for these defects through bulk Li4BN3H10, as a result of the

concentration gradient between any two of these local chemical potentials. We also find

that at 300 K, the upper temperature limit for reaction A, that the interface corresponding

to chemical potential set 3 is unstable because the BH3 vacancy has a negative formation

energy. However, the other two interfaces (chemical potential sets 2 and 4) remain stable

but now set 2 has a lower NH vacancy formation energy than set 3. This change in formation
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Low Temperature Neutral Defect Formation Energies (eV/defect)

Species in Equilibrium with Li4BN3H10

Vacancy

Type

Li3BN2, Li2NH,

NH3

LiNH2, BN, H2 LiH, BN, H2 LiNH2, LiH, H2

1 2 3 4

0 K 0 K 300 K 0 K 300 K 0 K 300 K

BH3 -0.76 0.63 0.32 0.73 -0.22 0.58 1.06

NH3 2.90 2.80 2.16 2.70 2.70 2.75 2.27

LiH 1.89 1.93 2.24 1.98 1.98 1.98 1.98

BN 2.16 2.20 2.20 2.20 2.20 2.10 3.06

LiBH4 -0.60 0.84 0.84 0.99 0.03 0.84 1.32

LiNH2 1.41 0.94 0.94 0.89 1.20 0.94 0.78

H2 2.33 2.54 2.38 2.54 2.38 2.54 2.38

H3 1.82 (∼2.150) 2.03 1.87 2.03 1.87 2.03 1.87

H2 cnfg 1 4.69 5.11 4.79 5.11 4.79 5.11 4.79

H2 cnfg 2 1.70 2.11 1.70 2.11 1.70 2.11 1.70

NH cnfg 1 0.91 0.39 0.08 0.29 0.61 0.34 0.18

H inter. 2.35 2.14 2.30 2.14 2.30 2.14 2.30

TABLE III. Formation energies for each type of neutral vacancy considered and the lowest energy

hydrogen interstitial at 0 and 300 K for chemical potentials derived from reaction A and the set

used in Ref. 50 (0 K only). The numbers below each heading are used in the text to refer to each

set of chemical potentials. In cases where multiple configurations are shown, this refers to the

removal of different hydrogen atoms as described in Figure 1 and the text. Bold text indicates the

lowest energy defect for each set of chemical potentials and temperature.

energy at each interface indicates a reversal of the concentration gradient, and therefore the

mass transport direction, as temperature increases.

We find that the interfaces corresponding to the experimentally observed reaction (reac-

tion B: chemical potential sets 5 and 6) are stable at 300 K, but only set 6 is stable up to
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High Temperature Neutral Defect Formation Energies (eV/defect)

Species in Equilibrium with Li4BN3H10

Vacancy

Type
Li3BN2, NH3, H2 LiNH2, NH3, H2

5 6

300 K 460 K 520 K 300 K 460 K 520 K

BH3 0.25 -3.51 -4.99 0.56 0.45 0.41

NH3 2.40 2.07 1.94 2.40 2.07 1.94

LiH 2.08 3.10 3.50 2.00 2.11 2.15

BN 2.38 -1.03 -2.38 2.68 2.93 3.03

LiBH4 0.61 -2.13 -3.22 0.84 0.84 0.84

LiNH2 1.01 1.93 2.29 0.94 0.94 0.94

H2 2.38 2.27 2.22 2.38 2.27 2.22

H3 1.87 1.75 1.71 1.87 1.75 1.71

H2 cnfg 1 4.79 4.56 4.47 4.79 4.56 4.47

H2 cnfg 2 1.70 1.47 1.38 1.70 1.47 1.38

NH cnfg 1 0.31 0.21 0.17 0.31 0.21 0.17

H inter. 2.30 2.42 2.46 2.30 2.42 2.46

TABLE IV. Formation energies for each type of neutral vacancy considered and the lowest energy

hydrogen interstitial at 300, 460, and 520 K for chemical potentials derived from reaction B. Bold

text indicates the lowest energy defect for each set of chemical potentials and temperature.

the experimentally reported H2 desorption temperature (520 K). Chemical potential set 5

becomes unstable between 300 K and 460 K due to the formation energy for B-containing

defects becoming negative, while the other defects remain stable. This indicates that the

boron chemical potential has a strong influence on the stability of the interface. For chem-

ical potential 6, we see that the NH vacancy is the lowest energy defect and has a positive

formation energy as in sets 2 and 4 and it remains stable up to the maximum temperature

for each of these equilibrium conditions.
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We also find that the formation energy for some defects is the same across several chem-

ical potential sets at the same temperature, such as the H vacancies in chemical potential

sets 2-4, the LiBH4 and LiNH2 vacancies in chemical potential sets 2 and 6, and the NH

vacancies in chemical potential sets 5 and 6. For the hydrogen defects, this invariability

arises simply because their formation energies are completely determined by the equilibrium

with hydrogen gas as opposed to the combination of compounds in chemical potential set

1. Similarly the formation energy of NH3 vacancies in any chemical potential set that as-

sumes the presence of NH3 gas at 0 K will have the same NH3 vacancy formation energy

as chemical potential set 1 because it is defined by the energy of NH3. The NH3 vacancy

formation energy differs in chemical potential set 5 simply due to the temperature assumed

for the gas phase species. For the LiBH4 and LiNH2 vacancies in sets 2 and 6 the situation is

slightly different: the invariance in formation energy is due to the phases in common and the

assumed equilibrium conditions. Specifically, sets 2 and 6 all have Li4BN3H10 and LiNH2 in

common and the energy of an LiBH4 ‘unit’ can be expressed as a combination of the energies

of the three common species (e.g., ELiBH4 = ELi4BN3H10 − 3ELiNH2), which are independent

of the chemical potential set and H2/NH3 reservoir temperature or pressure. For the NH

vacancy in chemical potential sets 5 and 6, the formation energy at each temperature is the

same because the chemical potentials µN and µH are both determined solely by the energy

of NH3 and H2, which are the same in both chemical potential sets at a given temperature.

Our results show that neutral hydrogen and H2 vacancies as well as hydrogen interstitials

are among the higher energy defects considered, with formation energies over approximately

1 eV/defect, regardless of the chemical potential. This finding of high-energy hydrogen

defects disagrees with the results of Ref. 50, as our results indicate there would not be

significant concentrations of neutral H vacancies or interstitials compared to other defects

such as NH vacancies. With that in mind, we do find that the lowest energy neutral hydrogen

vacancy is configuration 3, in agreement with Ref. 50. Interestingly, for neutral H2 vacancy

configuration 2 we find the formation energy to be lower than some single neutral H vacancy

configurations. Upon inspecting the relaxed structure of neutral H2 vacancy configuration

2 (see Figure 4), we find that the anions from which the hydrogen atoms were removed

(initially a BH−
4 and NH−

2 with a B-N distance of 4.04 Å) have come together during the

course of relaxation, forming a new [BH3NH]2− anion with nearly the same bond lengths

as crystalline ammonia borane (BH3NH3)
61 and the amidoborane ion ([BH3NH2]

−)62. The
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bond lengths from our result and those in Refs. 62 and 61 are given in Table V.

Bond Length (Å)

Bond [BH3NH]2− LiBH3NH2
62 Ca(BH3NH2)2

62 BH3NH3
61

B-N 1.573 1.562 1.575 1.582

N-H 1.030 1.025 1.027/1.033 0.963/1.074

B-H 1.267/1.235/1.227 1.249 1.263/1.248/1.226 1.153/1.183

TABLE V. Comparison of the [BH3NH]2− anion in Figure 4 and the experimental values for the

amidoborane anion in LiBH3NH2, Ca(BH3NH2)2
62, and crystalline BH3NH3

61

B. Charged Defects

Our results for the formation energies of the charged defects we considered are given in

Figures 5 through 7. Each figure corresponds to a different set of chemical potentials at

the specified temperature. For brevity, we have not included chemical potential sets 3 and

5, as they become unstable in the relevant temperature range. We have included neutral

hydrogen defects to provide a reference to the magnitude of the neutral defects. In each

case, the charged defects have been plotted for values of the Fermi energy in the bandgap

based on the perfect crystal. In the figures, Vxq
refers to a vacancy of species x with overall

charge q and Xq
i refers to an interstitial of species X with charge q. Overall, we find the

chemical potentials change not only the scale of the formation energies but also the relative

ordering of the defects.

In Figure 5, we have plotted our charged defect formation energies for the chemical

potential set used in Ref. 50 (chemical potential set 1 in Table III). We find that charged H

interstitials are the lowest energy hydrogen defects through the entire Fermi energy range,

in agreement with Ref. 50. Like Ref. 50, our calculations indicate that the most favored

arrangement for H+
i is near an NH−

2 and results in an NH3 molecule being formed. We find

that H−
i is most preferable when it has 2 Li+ nearest neighbors, also in agreement with

Ref. 50. We find that the favored H0
i arrangement also results in an NH3 molecule being

formed unlike Ref. 50, who found that a neutral H atom loosely bound to the hydrogen in

a BH−
4 anion is preferred. We found their reported configuration to be higher in energy by
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approximately 0.25 eV/defect than our lowest energy H0
i configuration. This discrepancy

may simply be the result of differences between the simulation approaches used, such as

the different exchange-correlation functional, energy cutoff and convergence criterion used

in Ref. 50, but the exact root of this discrepancy is unclear.

Despite the general agreement with50 for hydrogen-related defects, we find that other

defects are lower in energy. If we consider all of the various charged defects plotted in

Figure 5, we find that the lowest energy charged defects through the range of Fermi energies

are VBH+
4 (for EF <∼ 3.16 eV) and VLi− (for EF ≥∼3.16 eV). The combination of these two

isolated defects in a single large cell, separated but allowing the system to remain charge

neutral, would have a total formation energy of approximately -0.005 eV/defect (i.e. the sum

of the VBH+
4 and VLi− formation energies, and consider this one defect). If we compare this

to the formation energy for a single neutral LiBH4 vacancy ( -0.60 eV/defect, given in Table

III), we find that the single monolithic neutral defect has a lower formation energy. The

extent to which the energy of the combined neutral vacancy is lower than the two isolated

charged vacancies is the binding of the individual charged vacancies. It is reasonable to

expect a favorable binding between oppositely charged defects simply due to Coulombic

interactions. This trend of favorable binding holds for all pairs of charged defects for which

we carried out analogous neutral defect calculations (i.e. VLiNH2
0

vs. VLi− + VNH+
2 , etc.)

and for all chemical potentials. Thus in no case, do we find charged defects to be the lowest

in energy, as the combined neutral defect is always more favorable.

In Figure 6(a), we have given the charged defect formation energies for chemical potential

set 2 at 300 K. We find qualitative changes in defect ordering compared to Figure 5. The

shifts in formation energies relative to those seen in Figure 5 are due to the changes in

the relative values of the chemical potentials in set 1 and 2, which are a result of different

species being assumed to be in equilibrium as well as the temperature assumed for H2

in the particular chemical potential set. Also recall that this chemical potential set is

one of the two that correspond to the low temperature desorption reaction (reaction A).

Under these conditions, the lowest energy charged defects are VNH2
+

(EF <∼ 2.76 eV)

and VLi− (for EF ≥∼ 2.76 eV). We also find the VBH4
+

and VNH2
+

defects have nearly

equal formation energies, differing by less than .05 eV/defect, indicating there may be some

competition between VBH4
+

and VNH2
+

under these chemical potentials. Figure 6(b) contains

our calculated charged defect formation energies for chemical potential set 4 at 300 K. Set 4
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is the second stable set corresponding to the low temperature desorption reaction (reaction

A). Under these conditions, VNH2
+

is the lowest energy defect for EF <∼ 2.57 eV, while

VLi− becomes lowest for EF >∼ 2.57 eV. We find that VBH4
+

has shifted upward from its

level relative to VNH2
+

in Figure 6(a), as a result of the changed chemical potentials while

VNH2
+

increases by approximately 0.1 eV/defect and H+
i remains unchanged.

The charged defect formation energies for the stable high temperature interface are shown

in Figure 7. Here we see that the lowest energy charged defects are VNH2
+

(EF <∼ 2.83 eV)

and VLi− (EF >∼ 2.83 eV). Like chemical potential set 2, we find that the formation energies

of VNH2
+

and VBH4
+

are nearly degenerate.

IV. CONCLUSIONS

We calculated the formation energies for a large set of defects (charged and neutral

vacancies, and hydrogen interstitials) in Li4BN3H10 for a range of temperature dependent

chemical potentials using DFT. Our calculations showed that neutral NH vacancies were

the lowest energy defect for nearly all of the chemical potentials we considered. In the

cases where the NH vacancy was not the lowest energy, a neutral BH3 vacancy was the

lowest, and had a negative formation energy. A negative formation energy would result in

spontaneous formation of a large concentration of defects, and thus indicates an instability

in the associated local equilibrium conditions.

We find that the three local equilibrium conditions which correspond to the low temper-

ature desorption reaction are thermodynamically stable at 0 K, though only two of those

sets are stable at 300 K. For the two equilibrium conditions derived from the experimentally

observed desorption reaction, we find that both are stable at 300 K, but only one is stable

at the experimental desorption temperature. Additionally, we find that neutral H and H2

vacancies have high positive formation energies for all of the conditions considered. Our

results show that positively charged H vacancies are never the lowest energy defect in con-

trast to the conclusion of Ref. 50, though their study did not include defects such as NH or

BH3 vacancies. Additionally, we find that positively charged NH2 and negatively charged

Li vacancies are nearly always the lowest energy charged defect. Finally, we find that the

formation energy of two isolated and oppositely charged defects is never lower than a sin-

gle analogous combined neutral defect. This finding can be easily explained by Coulomb
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interactions favoring the binding of oppositely charged defects, resulting in a lower energy

configuration.

It is important to note that the formation energies we calculated are only part of the

complete picture of mass transport in this compound, since our present results do not in-

dicate how readily defects move once created. We believe more work is needed to assess

the diffusion fluxes, migration barriers and ultimately mass transport activation energies for

these defects, as has been done for NaAlH4
41–43.
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FIG. 1. The crystal structure of Li4BN3H10. The letters indicate the species and the numbers

indicate symmetrically inequivalent hydrogen sites. There are two distinct H positions in the NH−
2

anions (labeled H1 and H2), and in each BH−
4 anion, 3 of the H positions are of type H3, and

the fourth is of type H4. The lattice parameter is approximately 10.6 Å. In the color version

the unlabeled atoms are also color-coded by species: green indicates Li, pink indicates N, brown

indicates B, and white indicates H.
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LiNH2 Li4BN3H10 Li3BN2 

H2 H2 

I II 

FIG. 2. Example of the interface model used to formulate chemical potentials, based on reaction

B. Here, bulk Li4BN3H10 is considered to be in thermodynamic equilibrium with bulk LiNH2 and

H2 at interface I, and Li3BN2 and H2 at interface II.

Li4BN3H10 
LiH 

LiNH2 

BN 

BN 

2 

3 

4 

(a)Reaction A

Li4BN3H10 

Li3BN2 LiNH2 

NH3 
(gas) 

5 

NH3 
(gas) 

6 

(b)Reaction B

FIG. 3. Schematic of equilibrium points represented by the chemical potential sets. H2 is assumed

to be in contact with each point. For reaction A, we have three possible four-phase equilibrium

points (that include Li4BN3H10 and and H2), while reaction B results in two. The numbers indicate

the number of the chemical potential set used in the text.
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FIG. 4. The relaxed structure of neutral H2 vacancy configuration 2. The anions from which

the hydrogens were removed (initially BH−
4 and NH−

2 , circled) have come together forming a new

[BH3NH]2− anion.

23



-4

-3

-2

-1

0

1

2

3

4

5

0 0.5 1 1.5 2 2.5 3 3.5

F
or

m
at

io
n 

E
ne

rg
y 

(e
V

/d
ef

ec
t)

Fermi Energy (eV)

Li4BN3H10/NH3/Li2NH/Li3BN2 Equilibrium

VBH4
+

VLi-

VNH2
+

VH+ (3)

VH0 (3)

VH- (2)

Hi
+

Hi
0

VNH2+ (1)

Hi
-

V
al

en
ce

 B
an

d

C
onduction B

and

FIG. 5. Defect formation energies as a function of the Fermi Energy, assuming equilibrium between

Li4BN3H10, Li3BN2, Li2NH, and NH3(chemical potential set 1) at 0 K. In this and the following

figures, Vxq
refers to a vacancy of x type with overall charge q and Xq

i refers to an interstitial of x

type with charge q.
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(a)Chemical Potential Set 2
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(b)Chemical Potential Set 4

FIG. 6. Defect formation energies as a function of the Fermi Energy, for chemical potential sets 2

(a) and 4 (b) at 300 K and 1 bar H2. In (a), the lines corresponding to VNH+
2 and VBH+

4 nearly

overlay one another.
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FIG. 7. Defect formation energies as a function of Fermi Energy, for chemical potential set 6 at

520 K and 1 bar H2 and NH3. Lines corresponding to VNH+
2 and VBH+

4 overlay one another.
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