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Abstract 

 One of the consequences of the fission process in UO2 fuels in nuclear reactors is the eventual 

formation of metallic fission product inclusions and precipitates. Here the stability and clustering 

behavior of one particular metallic fission product – Ru – is investigated using density functional theory 

in combination with classical thermodynamics. In particular, the solution energies of individual Ru 

atoms, dimers, and trimers at interstitial, uranium and oxygen vacancy, divacancy, and Schottky defect 

sites are calculated. Ru is predicted to be insoluble in most cases, but is soluble in uranium vacancy sites 

under hyper-stoichiometric conditions (UO2+x). Density of states analysis reveals the metallic nature of 

even the smallest Ru aggregates. Finally, by analyzing the binding characteristics of Ru in UO2, metallic 

dimers in Schottky defects are identified as the probable nucleus of metallic precipitates in UO2. 
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1. Introduction  

 The chemical stability of fission products (FPs) in uranium dioxide (UO2) based nuclear fuels is 

critical to both the performance and the integrity of the fuel. There is, therefore, tremendous interest in 

understanding the microscopic behavior of FPs under the operating conditions of the fuel, including high 

temperature and irradiation.  For decades, atomic scale calculation and simulation methods have been 

used to quantify this chemical stability1-3. A typical starting point is the calculation of the solution 

energy of fission products as point defects in the UO2 matrix3. Among the various computational 

approaches that can be used to calculate these energies, density functional theory (DFT) is one of the 

most widely employed today because of its ability to produce relatively high-fidelity results for both a 

wide range of fission products and for UO2, as well as to account for the complexities associated with 

different bonding environments within one system. However, the conditions of typical DFT calculations 

(zero Kelvin and perfect vacuum) are inconsistent with the conditions in actual reactors (high 

temperatures and oxygen partial pressures). An approach that addresses this limitation while retaining 

the strengths of the DFT approach is to combine the results of DFT calculations with thermodynamics 

calculations4-7. 

 In the past, DFT calculations have most commonly been applied to examine the accommodation 

of fission products as point defects, which is most relevant to the very earliest stages of fission product 

formation and accommodation. An improved description of fission product formation and incorporation 

over longer times, however, requires consideration of more complicated defect structures, such as fission 

product clusters, bubbles, inclusions, and precipitates. These types of extended defects have been most 

commonly examined using less computationally intensive empirical methods, than DFT, which limits 

the types of aggregates that can be studied8, 9. Recently, however, enhanced by the capabilities of 



modern computing systems, it is possible to apply DFT to examine small-scale defect clusters in UO2 

that may form the nuclei of larger fission product aggregates.   

 The solution energy of Kr, a gaseous fission product which has high yield, was among the first to 

be considered in DFT calculations10. The resulting energies at several intrinsic defects predicted that Kr 

is insoluble in UO2, in agreement with experimental findings11 and pair potential calculations3, 12. This 

insolubility was also predicted by a subsequent computational study13 which presented the dependence 

of the solubility of fission products on the thermodynamic conditions of the fuel such as stoichiometry, 

defect concentration, and temperature. In addition, over the last decade, the chemical stability of various 

fission products that exist in gaseous or oxide form in UO2 – including He, I, Cs, Sr, Ba, Zr, Mo, and Xe 

– have been determined using DFT13-17. More recently, the stabilities of selected metallic fission 

products were also examined18. In most cases these studies focused on a single fission product atom and 

its solution or oxide formation at trap sites, the stabilities of which were also evaluated using DFT19-23. 

Because these studies focused on individual FPs within the UO2 host, the FP was typically in an 

oxidized state, and not representative of metallic precipitation.  

Here, the focus is on the solubility of metallic Ru fission products, examined using a 

combination of DFT and classical thermodynamics in a manner similar to that taken in Refs5, 6, 24, 25. 

Ruthenium can typically be found in the form of metallic (or “white”) inclusions within the fuel, 

normally an alloy of metallic FPs: Ru, Mo, Pd, Rh, Tc and Te11. There is little information, however, 

about the atomic scale accommodation of these metallic fission products and their influence on fuel 

performance. We first consider the chemical stability of various Ru complexes of different sizes to 

quantify how the very initial stages of metallic fission product clustering influences solution energies 

and the electronic structure of the fuel.  

 



2. Computational Details 

2.1 Electronic Structure Calculations  

The DFT calculations for total energies are carried out with the projector-augmented-wave 

method (PAW)26 as implemented in the Vienna Ab Initio Simulation Package (VASP)27, 28. The valence 

electrons considered are as follows: U 6s26p65f36d17s2, O 2s22p4, and Ru 4s13d7. The outermost core 

radii are 2.80, 1.52, and 2.60 in a.u. for U, O, and Ru, respectively. Slight overlaps are found only for 

Ru-O bonds in Ru cluster systems, as discussed in Section 3.2. These overlaps are less than those that 

occur in ruthenium oxides using the same core radii and for which PAW calculations provide good 

agreement with experiment29, 30. Thus the effect of overlap is expected to be negligible. While in most 

cases the local density approximation (LDA) and generalized gradient approximation (GGA)31 to the 

exchange and correlation energies within DFT provide reasonably accurate descriptions of the electronic 

structure of most materials, it is now established that these approximations have difficulties in 

describing the ground-state behavior of highly correlated materials, including actinide oxides32. The 

suggested reason for this shortcoming is the partial filling of the 5f orbitals and the resulting strong 

correlation, which means that electrons tend to be localized rather than dispersed over the entire 

system33. As a result, DFT calculations using the LDA or GGA, which delocalize electrons too strongly, 

incorrectly predict that insulating UO2 is metallic. Several attempts have been made to address this 

shortcoming including the Hubbard+U approach34-36, self-interaction correction (SIC)37, and hybrid 

functionals for exchange and correlation38. Here, we utilize the GGA+U framework to capture the 

strong correlated nature of the 5f electrons of uranium. The Ueff (U-J) value is chosen as 3.96 eV, as was 

the case in other studies17, 19, 22, 39. Recently, metastable states of pure UO2 have been explored by 

modifying occupation matrices40, 41. However, it has been established that the degeneracy associated 



with metastable states is broken in systems with low symmetry, such as the defect configurations studied 

here. Therefore metastable states are unlikely and their exploration is left for future work. 

To model the bulk UO2 system we use a 2×2×2 supercell with 96 atoms for the structural 

optimizations, and the cell volume is kept constant during the determination of Ru atomic, dimer, and 

trimer solution energies in order to better mimic their incorporation within an actual extended UO2 

lattice. This is admittedly a small supercell and thus it is necessary to check that our results are 

converged against Brillouin zone sampling. For all of the calculations reported here we sampled the 

Brillouin zone with a 2×2×2 Monkhorst–Pack k-point mesh42. We considered the effect of k-mesh 

density on the defect formation energy in UO2 in a manner that is similar to a previous study43; the 

results are given in Table 1. We also implemented a similar k-mesh test for the Ru-UO2 system that is 

discussed in the next section and confirmed that the difference in solution energy between 2×2×2 and 

4×4×4 sampling is in the range of sub-meV. This indicates that a 2×2×2 mesh is sufficient to avoid 

significant numerical errors in the calculations. The cutoff energy for the plane-waves is 400 eV for all 

the calculations reported here. The convergence criteria for the energy difference was 10-5 eV and for 

the residual forces less than 10-2 eV/Å.  

Table 1. Defect formation energy of uranium vacancy in UO2 for different k-meshes 

 

 

 

2.2 Thermodynamic Calculations  

The solution energy Esolution of a fission product is defined as3  

Esolution = Einc + Etrap,         (1) 

k-mesh Defect formation energy of VU (eV) 
1×1×1 8.598 
2×2×2 9.675 
4×4×4 9.761 



where Einc is the incorporation energy of a given fission product at a pre-existed trap site, and Etrap is the 

trap site formation energy, the energy required to form the trap site for the incorporation of the fission 

product. Detailed definitions of these energies are discussed elsewhere17. We can calculate the 

incorporation energy using total energies from DFT calculations as: 

  Einc = Etotal(i) – Etotal(trap site) – Ei.       (2) 

Etotal(i) is the total energy of the system with a fission product i at a specific trap site, Etotal(trap site) is 

the total energy of the system with the trap site only, and Ei is the total energy of a single atom i, i.e., the 

chemical potential of i; this is discussed in detail in section 2.3. Because the incorporation energy 

applies to a situation where the trap sites already exist in the fuel and that they greatly outnumber the 

fission products generated, the actual fuel condition after a certain amount of burn up is not accounted 

for properly. In other words, the concentration of a given trap site within the fuel, which is a function of 

a variety of experimental factors including burn-up, temperature, and stoichiometry of the fuel, can then 

be used to calculate the solution energy for arbitrary conditions. Therefore, the energy needed to form 

trap sites is determined by combining the results of DFT with classical thermodynamics calculations. A 

common approach for considering thermodynamics is to utilize the point defect model (PDM)24, 44 to 

evaluate the effect of fuel stoichiometry and temperature on the trap site formation energy, which can be 

expressed as: 

  Etrap =  – kT ln([X]).         (3) 

Here [X] is the concentration of the defect considered and is found by solving self-consistently the 

coupled reactions for all of the relevant defects in the material. Analytical expressions for Etrap for 

various trap sites within the low temperature limit where only one trap site dominates the incorporation 

of a given fission product can be derived and are tabulated in Table 21, 16. They can be seen to depend on 



the deviation of the fuel from stoichiometry (x), the formation energies of oxygen Frenkel pairs (EFPO) 

and Schottky defects (ESch), and the binding energies of divacancies and trivacancies (BDV, BSch)3, 14.   

 

Table 2. Trap site formation energies of defects in UO2
1, 16 

Trap Site 
Formation energy 

UO2-x UO2 UO2+x 

VO ln( )
2
x

kT−  ln(2)
2 2
FPOE kT+  EFPO + kTln(x) 

VU 2 ln( )
2 Sch

x
kT E+  ESch – EFPO – kTln(2) ESch –2EFPO – 2kTln(x) 

DV ln( )
2Sch DV

x
E B kT− +  ln(2)

2 2
FPO

Sch DV
E kTE B− − −  ESch –EFPO − BDV – kTln(x) 

Sch ESch – BSch ESch – BSch ESch – BSch 

 

2.3 Allowed Chemical Potential 

To calculate the energies discussed in the last section, the energy of a single atom must be 

defined. One of the most commonly used ways of doing this is to take an isolated atom which is 

infinitely far from the system as a reference. Under those conditions, the total energy of a single atom is 

calculated by the self-interaction energy of DFT. An alternative approach is to use the atom in its 

standard state as the reference instead of the isolated atom. In this case, the total energy of a single atom 

is defined as the energy per atom in each of the reference systems. These different approaches 

essentially define different chemical potentials for the relevant species. For UO2, we use the later 

approach, taking the reference state of oxygen as an oxygen molecule (O2) in the gas phase and the 

reference state of uranium as bulk metal (α-U). For the fission product (Ru), both approaches are 

considered to determine the single atom energy (see details in section 3). The GGA+U approach is used 

because of its ability to reproduce the electronic structure of UO2. However, while GGA+U does not 



accurately describe the structure of α-U (see Table 3) due to the weak electron correlations present in the 

metal45, we nevertheless apply the +U scheme to α-U in order to maintain consistency with the 

calculations for the UO2 system; this constraint does not alter the energetic trends. We note that +U still 

predicts α-U to be metallic.  

Table 3. Lattice parameters of α-U 

Lattice parameter(Å) GGA GGA+U Exp.46 
a 2.739 3.338 2.836 
b 5.852 5.956 5.866 
c 4.965 5.715 4.935 

 

The total internal energy at zero temperature calculated in DFT does not include zero-point 

vibrations. Therefore, the chemical potential of an atom can be written as  

 μ (T, P) = Etotal + Δμ (T, P),         (4) 

where Etotal is the total energy of the atom and Δμ (T, P) includes the zero-point vibrational energy and 

the temperature and pressure dependence of the chemical potential20, 47. This term can be simplified by 

neglecting the zero-point vibrations and the pressure effects. These are reasonable approximations, 

particularly for defect energy calculations at zero temperature6, 47. The resulting chemical potential of an 

atom is thus its energy as calculated by DFT according to: 

 μ (T=0) ≈ Etotal
 .           (5)  

Thus the chemical potentials of uranium and oxygen are related by the Gibbs free energy of UO2 bulk: 

 
2 2 2 2[ ] [ ]2 bulk total

U UO O UO UO UOg Eμ μ+ = ≈         (6) 

where gbulk is the Gibbs free energy per formula unit and Etotal is the total energy. Eq. (6) applies at 

equilibrium thus if one of these chemical potentials becomes very low, the oxide would decompose into 

α-U and oxygen molecules, which are the reference states used for each element. To maintain the oxide 

form, therefore, the range of chemical potentials is limited. For example, when α-U starts to form as a 



result of decomposition, its chemical potential reaches a maximum, which is the chemical potential at 

the reference state:  

 
2

max
[ ] [ ]

total
U UO U U UEα αμ μ − −= ≈ .         (7) 

This is called the “uranium-rich limit” of the system and the calculated total
UEα −  using GGA+U is -8.08 eV. 

Together with Eq. (6), the minimum of the oxygen chemical potential in UO2 can be set as: 

 
2 2 2 2 2

min max
[ ] [ ] [ ]

1 1 1
2 2 2

bulk bulk total total
O UO UO U UO UO U U UO Ug g E Eα αμ μ μ − −⎡ ⎤ ⎡ ⎤ ⎡ ⎤= − = − ≈ −⎣ ⎦ ⎣ ⎦ ⎣ ⎦ .    (8)  

Similarly we can obtain the maximum of the oxygen chemical potential, which we denote the “oxygen-

rich limit”:    

 
2 2 2

max
[ ] [ ]

1
2

total
O UO O O OEμ μ= ≈ ,         (9)    

where the calculated
2

1
2

total
OE  is -4.89 eV.  

Using these upper and lower bounds of oxygen chemical potential, we can set a range of allowed 

oxygen chemical potentials as originally suggested by Reuter et al. for the RuO2 system6 and applied to 

UO2 by Yu et al.48: 

          2 2 2

min max
[ ] [ ] [ ]O UO O UO O UOμ μ μ <  < , 

2 2 2[ ] [ ] [ ]
1
2

bulk
UO U U O UO O Og αμ μ μ−⎡ ⎤−    <      <   ⎣ ⎦ ,         (10) 

               
2 2 2[ ]

1 1
2 2

total total total
UO U O UO OE E Eα μ−⎡ ⎤−    <      <   ⎣ ⎦ .  

 Although UO2 is the dominant phase in the actual fuel, highly oxidized phases such as U3O8 and 

UO3 begin to form as the burn-up proceeds and an anion-excess condition consequently develops. Thus 

we can set equilibriums similar to the Eq. (6) for these phases:  

 
3 8 3 8 3 8 3 8[ ] [ ]3 8 bulk total

U U O O U O U O U Og Eμ μ+ = ≈  ,       (11) 



 
3 3 3 3[ ] [ ]3 bulk total

U UO O UO UO UOg Eμ μ+ = ≈  .       (12)  

By assuming the allowed range in the chemical potential for oxygen in UO2 as a global bound over all 

phases, the uranium chemical potential range, which varies with the phase considered, can be 

determined as shown in Fig 1. The oxide with lowest uranium chemical potential varies from UO2 to 

UO3 within this oxygen potential range and this may imply the gradual transition to highly oxidized 

phases as the oxygen chemical potential increases even though these phases are only available near the 

oxygen-rich limit. This phase variation corresponds well with the experimental phase diagram of UO2, 

which shows a very narrow region of UO2-x while a wide variety of UO2+x is present. Thus, the chemical 

potential of each atom must be carefully chosen with regard to both environmental conditions and 

possible phases in order to determine energies related to defects in UO2. The defect formation energies 

of U and O vacancies using different chemical potentials are given in Table 4 to illustrate this point.  

 

 Fig 1. The allowed chemical potentials in various uranium oxides 



 

  

 

 Table 4. Defect formation energies (eV) of uranium and oxygen vacancies; it is assumed that 
UO2 phase is maintained under O-rich conditions.  
 

Defect 
U-rich Intermediate O-rich 

        Oμ = -10.48 Oμ = -7.5 Oμ = -4.89 

Uμ = -8.08 Uμ = -14.05 Uμ = -19.28 

VO -0.74 2.25 4.86 
VU 9.67 3.71 -1.52 

 

3. Results and Discussion  

 3.1 Stability of Ru in UO2 

 Determining the chemical potential of Ru, Ruμ , is more complicated than determining Uμ  and 

Oμ . This is because during the fission reaction, Ru is generated as a single atom with high kinetic 



energy and is eventually incorporated into UO2 along with defects produced during the collision or other 

fission products around it. Therefore we might need to apply different Ruμ depending of the form Ru 

takes within the matrix (atomic clusters, compounds, oxides, and so on). The easiest approach is to use 

either gas phase or bulk metal for all case and so we take both references into account for all 

calculations. The chemical potentials of Ru under different reference states are presented in Table 5.  

 

Table 5. The chemical potentials of Ru ( Ruμ ) for different reference states  

Reference state Ruμ  Cohesive energy (eV) 
Isolated atom -1.39 - 
Bulk metal -9.20 -7.81 

 

For a better assessment of the chemical potential of Ru, however, we may need to consider other 

possible phases in which Ru can reside in UO2 rather than Ru metal, such as U-Ru compounds and 

ruthenium oxides. To enable this, we can expand the allowed chemical potential scheme for UO2 to 

these various fission products and thus correlate Ruμ  with  Uμ  and Oμ . Here, several compounds and 

oxides are taken into account via their equilibrium equations: 

 
2 2 2 2[ ] [ ]2 bulk total

U U Ru Ru U Ru U Ru U Rug Eμ μ+ = ≈         (13) 

 
3 3 3 3[ ] [ ]3 bulk total

U URu Ru URu URu URug Eμ μ+ = ≈         (14) 

 
2 2 2 2[ ] [ ]2 bulk total

Ru RuO O RuO RuO RuOg Eμ μ+ = ≈         (15) 

 
4 4 4 4[ ] [ ]4 bulk total

Ru RuO O RuO RuO RuOg Eμ μ+ = ≈ .        (16) 

The maximum of Ruμ  is the total energy per atom of Ru, which is -9.20 eV (see Table 5). By using this 

maximum and the equations above, we can obtain the possible chemical potential range of Ru in UO2 

within the allowed range of oxygen discussed in the last section (see Fig 2). Note that Ruμ  already 



reaches its maximum over a wide range of Oμ  and this is consistent with the fact that Ru mostly exists 

as metallic inclusions in UO2. Ruμ  can be considerably reduced by forming oxides; however, RuOx is 

only stable in UO2 at very high Oμ  as shown in Fig 2 and elsewhere18, 49. Therefore, we can reasonably 

presume that Ru exists in a metallic form rather than a compound or oxide in UO2 unless the oxygen 

chemical potential reaches both limits. Hence, it seems reasonable to expect the metal bulk to be the 

appropriate reference state of Ru in UO2, even though the actual Ru may not have the metallic properties. 

However, for completeness, both reference states are considered for comparison.  

 

Fig 2. The chemical potential of Ru in UO2 within the allowed oxygen chemical potential  

 

 

 The incorporation energies of Ru at various trap sites are presented in Table 6 using the reference 

states given in Table 5. Using isolated Ru atom as the reference, the results indicate that Ru incorporates 

into UO2 at all trap sites considered. However, as the reference state is adjusted to the bulk metal, the 



signs of the incorporation energies become positive. Regardless of the reference state, the U vacancy is 

the most energetically favorable trap-site for Ru incorporation, as it is for several other fission 

products17, 18. 

 
Table 6. Incorporation energies of Ru at various trap-sites using different reference states; the lowest 

energies are denoted in bold. 
 

Trap site 
Incorporation energy (eV) 

Ref. state:  
isolated atom 

Ref. state: 
bulk metal 

Interstitial -1.11 (-2.46*) 6.69 
VO -2.90 (-4.87*) 4.90 
VU -7.29 (-7.63*) 0.51 
DV -4.84 (-7.42*) 2.96 
Sch -5.48 (-5.85*) 2.33 

* ref 18 

  

 The calculated solution energies of Ru are given in Table 7. Trap-site formation energies are 

determined using PDM at 0K (as described in Table 2). The stoichiometric deviation is fixed at 0.02 

which is within the stoichiometry range where oxygen clustering is negligible, consistent with the 

assumptions of PDM23, 50. The trend for solution energies with respect to reference states is quite similar 

to that of incorporation energies. If we choose the isolated atom as the reference, the Ru atoms are 

soluble in UO2±x for most cases. On the other hand, using the bulk metal as the reference indicates that 

Ru is insoluble in UO2±x unless the Ru is trapped at a U vacancy in UO2+x. These quantities were also 

calculated by Brillant et al.18 and Busker et al.51 using DFT and empirical potentials respectively; their 

results are given in Table 7 for comparison. The calculation criteria Brillant used are different from ours 

and the empirical potential inherently lacks the capability of calculating single atom energy with proper 

reference state thus the magnitude of the solution energies from both the DFT and the empirical 



potentials is quite different. However, the physical trends are similar to each other (as has been shown to 

the case for other comparisons of FP solution energy between DFT and pair potentials17).  

 

Table 7. Solution energies of Ru at various trap-sites using different reference states; the lowest energies 
are denoted in bold. 

 

Trap site 
Solution energy (eV) 

Isolated atom Bulk metal 
UO1.98 UO2 UO2.02 UO1.98 UO2 UO2.02 

Interstitial -1.11 (-2.46*) -1.11 (-2.46*) -1.11 (-2.46*) 6.69 (20.71**)    6.69 (17.26**)   6.69 (13.81**) 
VO -2.90 (-4.87*) -0.41 (-2.87*)  2.09 (-0.87*) 4.90 (24.94**)   7.40 (24.90**)   9.90 (24.85**) 
VU  0.91 (-0.43*) -4.08 (-4.43*) -9.08 (-8.43*) 8.72 (15.85**) 3.72 (5.59**) -1.27 (-4.66**) 
DV -1.28 (-4.12*) -3.78 (-6.12*) -6.27 (-8.12*) 6.53 (14.99**) 4.03 (8.14**) 1.53 (1.28**) 
Sch -2.76 (-4.35*) -2.76 (-4.35*) -2.76 (-4.35*) 5.05 (16.09**)   5.05 (12.64**) 5.05 (9.19**) 

* DFT calculations in ref.18      ** Atomistic calculations in ref.51 
 

 

 3.2 Clustering Behavior of Ru  

 In the previous section, we focused on the solution of individual Ru atoms within UO2. In the 

actual fuel, however, Ru tends to form metallic clusters in the UO2 pellet rather than exist as dispersed 

atoms11. Therefore understanding the clustering behavior of Ru atoms in UO2 is important for achieving 

improved predictions of fuel evolution. First of all, it is necessary to validate that the clustering of Ru is 

energetically favored in UO2 and a simple Ru dimer would be the first step of clustering. We considered 

three possible dimers consisting of two Ru atoms in points defect configurations (Rui+RuO, Rui+RuU, 

and RuU+RuO) and then found that Rui+RuU is the most energetically favored configuration among them 

(see Table 8). Thus we selected this configuration to assess the stability of the dimer relative to 

dispersed Ru atoms in UO2.  In order to do this, a separated dimer, which has a longer Ru-Ru distance 

(4.88 Å) than that of the bound dimer (2.51 Å), is examined (see Fig 3). The total energy of the UO2 

supercell containing the separated dimer is 0.98 eV higher than that of the bound dimer case. This 



indicates that the total energy of Ru-bearing UO2 can be lowered by the agglomeration of Ru fission 

products.  

 

Table 8. Solution energies of Ru dimers in various configurations using different reference states; the 
lowest energies are denoted in bold. 

 

Dimer 
Configuration 

Solution energy (eV) 
Isolated atom bulk metal 

UO1.98 UO2 UO2.02 UO1.98 UO2 UO2.02 
Rui + RuO -6.50 -4.01 -1.51 9.10 11.60 14.10 
Rui + RuU -4.08 -9.07 -14.07 11.53 6.53 1.54 
RuO + RuU -5.14 -7.64 -10.14 10.47 7.97 5.47 

 

Fig 3. The separated Rui+RuU dimer (left) and the bound dimer (right) in UO2: Ru atoms are circled. 

                        
 

 As presented in Fig. 3, however, a bound dimer induces large distortions in the surrounding 

oxygen sub-lattice (maximum displacement of matrix elements, Δdmax, is 0.48 Å), which possibly 

implies interactions between Ru and surrounding oxygen atoms, or an oxidation of the Ru atoms. This 

might not best represent the case in which we are interested (metallic inclusion). In addition, it is 

experimentally more likely that fission products reside in existing defects with free volume when they 

agglomerate, which are generated in a great amount during the irradiation of the fuel, rather than 

substitute host elements. Hence a bound Schottky defect in UO2 is chosen as the nucleus of a nanovoid 

ΔE= -0.98 eV



in which the fission products can easily reside. A Ru atom, dimer and trimer are then each placed in this 

Schottky defect and examined to understand how they evolve to a cluster. The final configurations 

depicted in Fig 4 indicate that even three Ru atoms are easily accommodated into the Schottky defect 

without significant lattice distortion (Δdmax= 0.14Å). This is because the Schottky defect has more free 

volume to contain Ru atoms than point defects (vacancies), as one would expect.  

 The solution and binding energies of clustered Ru are given in Table 9. The binding energy is the 

energy needed to bring Ru atoms in separated Schottky defects into one Schottky defect, with the 

remaining empty Schottky defects spaced far apart. While the binding energies indicate that it is 

favorable to bring two Ru atoms together into one Schottky, there is an abrupt increase in energy in 

going from the dimer to the trimer configuration, which implies that the dimer is the most stable Ru 

cluster in a Schottky defect. In fact, while dimers are bound within the Schottky, trimers are actually 

repelled. Therefore it is reasonable to conclude that Ru clustering occurs where there is enough empty 

space in the lattice, but that only a few Ru atoms can be accommodated into one Schottky, suggesting 

that the nucleus of the metallic inclusions may be metal dimers incorporated within Schottky defects. 

 
Table 9. Solution and Binding energies of Ru atoms in Schottky defect in UO2 relative to different states 

(a reference state of the same cluster in the vacuum (“their own reference”) or metallic Ru) 
 

Configuration 
Solution Energy (eV) 

Binding Energy (eV) 
their own reference bulk metal 

Ru atom -2.76 5.05 - 
Ru dimer -2.87 6.86 -0.51 
Ru trimer -1.63 11.27 1.34 

 

Fig 4. Ru atom, dimer, and trimer in the Schottky defect in UO2 (circled) 



 

 

 As metallic inclusions precipitate in the matrix, they will have profound effects on the fuel, 

modifying properties such as thermal conductivity and mechanical properties. To assess the influence of 

metallic aggregates on the electrical properties of the fuel, the electronic density of states (DOS) of all 

three cases of Ru-bearing Schottky defects are analyzed. The total DOS of Ru-bearing UO2 shows that 

more electronic states are introduced within the gap of UO2 as the Ru atoms agglomerate. Further, the 

partial DOS of Ru clusters confirm that even a cluster as small as the dimer or trimer shows a DOS very 

similar to that of metallic Ru (Fig 5). Therefore Ru clusters in UO2 become metallic at the very earliest 

stage of clustering − even trimers exhibit some metallic character. This also demonstrates that current 

empirical potentials of FPs in UO2, which can only describe ionic bonding, are expected to describe 

even the simplest of metallic clusters poorly. 

 

Fig 5. (a) DOS plots of the UO2 with Ru atoms in the Schottky defect (the Fermi energies are aligned at 
E=0; that is, all states below E=0 are filled while those above are empty).  

 



 

 

(b) DOS plot of the Ru metal and partial DOS plots of Ru atoms in the Schottky defect 

 

 

 4. Conclusions  

The solubility of Ru in UO2 and its clustering behavior have been explored using DFT. The 

results demonstrate that the solubility of the Ru atom is very sensitive to the reference state chosen, so a 



two possible reference states are considered here. The uranium vacancy (VU) site is found to be the most 

energetically favored solution site for Ru atom, which is actually soluble at VU under hyper-

stoichiometric (UO2+x) conditions, particularly when the reference state is bulk metal. Otherwise Ru is 

insoluble in UO2.  

 Further calculations for Ru dimers and trimers demonstrate that the system is stabilized when Ru 

atoms agglomerate together. Defect clusters in UO2, such as a bound Schottky, can promote Ru 

clustering by providing the necessary free volume in which to accommodate the Ru atoms. Binding 

energy calculations indicate that the size of the Ru cluster itself seems to be limited by the free volume 

of the defect structure where the cluster forms. In particular, the Ru dimer is the most stable cluster in 

the bound Schottky defect in UO2 while the trimer is too large to be accommodated in such site. Further, 

the partial DOS of Ru clusters in the bound Schottky confirm that even the smallest of Ru cluster – the 

dimer – begins to exhibit metallic characteristics. All of these results indicate that the nucleus of the 

metallic inclusions in UO2 may be the Ru dimer in a bound Schottky defect and that even small 

agglomerates of metallic fission products will begin to modify the electronic structures of the fuel 

significantly. Finally, these results suggest that the growth of metallic inclusions will occur via the 

diffusion and aggregation of metal-bearing Schottky defects, though such diffusion would require 

additional vacancies to occur.  
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