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The ternary, isostructural, wurtzite-derived group-III mononitride alloys InxGa1−xN and InxAl1−xN are reex-
amined within a cluster expansion approach. Using density functional theory together with the AM05 exchange-
correlation functional, the total energies and the optimized atomic geometries of all 22 clusters classes of the
cluster expansion for each material system are calculated.The computationally demanding calculation of the
corresponding quasiparticle electronic structures is achieved for all cluster classes by means of a recently de-
veloped scheme to approximately solve the quasiparticle equation based on the HSE06 hybrid functional and
theG0W0 approach. Using two different alloy statistics, the configurational averages for the lattice parameters,
the mixing enthalpies, and the bulk moduli are calculated. The composition-dependent electronic structures of
the alloys are discussed based on configurationally averaged electronic states, band gaps, and densities of states.
Ordered cluster arrangements are found to be energeticallyrather unfavorable, however, they possess the small-
est energy gaps and, hence, contribute to light emission. The influence of the alloy statistics on the composition
dependencies and the corresponding bowing parameters of the band gaps is found to be significant and should,
hence, lead to different signatures in the optical-absorption or -emission spectra.

PACS numbers: 61.66.Dk, 64.75.-g, 71.20.Nr, 71.22.+j, 73.20.An, 78.55.Cr

I. INTRODUCTION

Group-III mononitride alloys such as InxGa1−xN and
InxAl1−xN have attracted great interest due to their various
applications in optoelectronics.1 The development of the ni-
trides is largely driven by the advances in solid-state lighting,
laser technology, and photovoltaics. One reason for that are
the fundamental band gaps of the nitride alloys; they cover
the electromagnetic spectrum from the infrared to the ultravi-
olet since the gaps of the binary nitrides are≈ 0.7 eV (pure
InN2,3), ≈ 3.5 eV (pure GaN4), and≈ 6.2 eV (pure AlN4).
Moreover, InN, GaN, and AlN crystallize in the wurtzite (wz)
structure, hence, the energetically lowest optical transitions,
that originate from the respective fundamental band gaps, are
dipole-allowed and direct (i.e. they do not invoke phonons).

Unfortunately, despite the success in producing InxGa1−xN
laser diodes that operate at wave lengths of 400 – 450 nm, it
is rather challenging to achieve lasing at more than 500 nm.5

Increasing the emission wave length from≈ 440 nm (blue) to
≈ 515 nm (green) requires an increase of the In molar frac-
tion in the active InxGa1−xN layers from aboutx = 0.14 to
x = 0.32. However, the growth of defect-free and homoge-
neous InxGa1−xN or InxAl1−xN becomes more challenging
for such large compositionsx.6 In some growth experiments,
e.g. metal organic chemical vapor deposition (MOCVD), the
higher vapor pressure of InN with respect to that of GaN or
AlN leads to low In incorporation into the alloys.7 Also, the
difference of the formation enthalpies of InN and GaN/AlN
causes a strong surface segregation of In.8 Early studies9,10

even suggested a solid phase miscibility gap due to the large
differences of the bond lengths in InN and GaN/AlN.

In the literature, the main difficulty for the interpretation of
the experimental results seems to be the definition of a char-
acteristic length scale. Consequently, the atomic microstruc-

ture of the ternary III-nitride alloys is described using differ-
ent wordings, somewhat depending on the method used for
the structural investigations and also depending on the av-
erage composition of the alloy or thewz-InxGa1−xN layers:
Alloy ordering seems to occur in layers deposited by both
MOCVD and molecular beam epitaxy.11,12 Also precipita-
tion or phase separation, which can in principle only be dis-
tinguished based on a characteristic length scale, have been
observed.12–14 Other composition inhomogeneities have been
interpreted in terms ofcompositional modulation.15,16 In ad-
dition, the reasons for inhomogeneities, i.e., if they are due to
thermodynamics, growth kinetics, or layer deposition, often-
times remain unclear.6 In the more recent publications, such
local variations in the composition are simply discussed as
composition fluctuationon a nm-length scale17,18 or are asso-
ciated withatomic condensates(small spatial extent of< 4
nm) of InN.19

The possible instability of InxX1−xN layers (X=Ga, Al)
against decomposition into two random alloys as well as
the occurrence of fluctuations in a compositionally disor-
dered system have been studied theoretically in a variety of
papers.10,20–26 Many of these studies20–22 consistently predict
a miscibility gap for InxGa1−xN (mainly for the zinc-blende
structure) in a broad temperature range and, hence, explainob-
servations of precipitation or even spinodal decomposition.27

More recently, minor component ordering and clustering in
wz-InxGa1−xN but alsowz-InxAl1−xN has been studied by
means of multiscale orab initio methods.23–25

Nevertheless, it has been found experimentally that the in-
corporation of small amounts of In leads to an enhancement
of the light emission intensity in light-emitting diodes aswell
as laser diodes with respect to devices made from pure GaN
or AlN.28 This may be related to In clustering as well as com-
position fluctuations.29 However, also the short radiative life-



2

times measured for alloys that contain In have been traced
back to atomic condensates of In-N bonds.30 This variety of
results shows that a good grasp of the incorporation and dis-
tribution of In in the InxGa1−xN or InxAl1−xN alloys is crucial
for both the device operation as well as the physical under-
standing of the material.

Ultimately, the local structural patterns of the alloy sys-
tem determine its electronic properties.24,25 Since the (op-
tical) gap of an alloy can be measured by photolumines-
cence or optical absorption experiments, the majority of the-
oretical studies focused on the band gaps and, in particu-
lar, their non-linear variation with the average composition x
(see e.g. Refs.21, 24, 25, 31–35). However, most of these
electronic-structure studies rely on the density functional the-
ory (DFT)36,37 together with the local density approxima-
tion or the generalized-gradient approximation to describe
exchange and correlation (XC). In these approximations the
fundamental energy gap of a semiconductor is significantly
underestimated24,31–33 due to the missing quasiparticle (QP)
effects.38 Understanding the electronic structure and the op-
tical properties of the alloys requires a more sophisticated
approach,39 for instance, most modern QP calculations.

Another limitation of most of the previous electronic-
structure calculations is the use of just one atomic configu-
ration to model an alloy with a given average compositionx.
Investigating only a certain fixed atomic geometry or an or-
dered structure cannot correctly describe the properties (clus-
tering, ordering, composition fluctuation, etc.) of an alloy on
a nm-scale. Hence, the corresponding results for alloy proper-
ties, such as the energy gap for a defined compositionx, have
a rather limited validity. Instead, the probability of the occur-
rence of such local structures has to be taken into account ina
rigorous theoretical study; it is imperative to account fordif-
ferent configurations within a statistical scheme,40 i.e. a cer-
tain alloy statistics has to be used.

The combination of various local configurations with an al-
loy statistics and the calculation of QP energies is a computa-
tional challenge which is possible nowadays.39 In this paper,
the alloy system is modeled by taking all possible combina-
tions of In and Ga/Al atoms on the cation sublattice into ac-
count that arise when 16-atom cells with localwz geometry
are assumed. For each of these clusters the equilibrium atomic
geometry as well as the corresponding electronic structureis
calculated and, subsequently, the respective alloy properties
are computed as configurational averages. The theoretical and
computational approaches are described in Sec.II . Results for
thermodynamic and structural properties are given in Sec.III .
In Sec.IV the electronic structures are discussed. Finally, in
Sec.V, conclusions and a summary are given.

II. THEORETICAL AND COMPUTATIONAL METHODS

A. Cluster expansion and alloy statistics

The cluster expansion method41,42 is one of the central ap-
proaches to describe isostructural ternary alloys. The ver-
sion which is used in this work is described in detail in Refs.

Figure 1. (Color online) Illustration of atomic sites in the16-atom
clusters consisting of fourwz cells. Anions (N atoms) are depicted
as blue (small) balls, cations (In, Ga, or Al atoms, respectively) as
green (large) balls with labels. The cell boundaries are indicated by
thin solid lines.

21, 40, 43–45and briefly outlined in the following.

For the cluster expansion, a macroscopic alloy InxX1−xN is
divided intoM clusters, each of which consists of 2n atoms
(n anions andn cations).21,40,45 The entire alloy consists of
N = nM atoms on the anion sublattice andN atoms on the
cation sublattice. Due to the symmetry of the crystal lattice,
all possible 2n-atom clusters can be grouped intoJ+1 differ-
ent classes. Each classj ( j = 0, ..., J) comprises ofg j clus-
ters of the same total energyε j , wheren j denotes the number
of In cations that belong to the classj. In this framework,
any macroscopic alloy is built of a set of{M0, M1, ..., MJ}
clusters and a single classj contributes with its cluster frac-
tion x j = M j/M. For these statistical weightsx j the relation
ΣJ

j=0x j = 1 holds.

The clusters for the nitride alloys inwzstructure are mod-
eled by 16-atom supercells (i.e.n= 8 ) as depicted in Fig.1.
Due to the point-group symmetry ofwz, the total number of
2n = 256 clusters is grouped intoJ+ 1 = 22 classes.40,43 A
complete treatment of all classes of larger clusters, e. g. of
32-atom clusters withn= 16 would increase the CPU time too
much because of the 2n= 65 536 clusters needed to study. The
16-atom cell can be constructed in such a way that N atoms oc-
cupy the top and bottom surfaces of the cell (cf. Fig.1). Since
the N sublattice (although somewhat deformed after atomic
relaxation) is present in all cluster materials, the clusters with
such surfaces may roughly be considered to be statisticallyin-
dependent, at least inc-axis direction.

All classes j, except for the binary end components, rep-
resent more or less ordered systems along the three crystal-
lographic directions [11̄20], [1̄21̄0], and [0001], giving rise
to a- andc-planes in the unrelaxed starting geometries. Su-
perlattices of ordered bilayers in [0001] direction are of spe-
cial interest; the most pronounced one is the classj = 8 with
In4X4N8 clusters. The cluster material represent consists of
In-N and X-N bilayers with the axis parallel to [0001]. In
the classj = 12, with n j = 4 each cation layer consists of al-
ternating rows of In and X atoms in eachc-plane in [11̄20]
direction.
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B. Configurational average

Within the cluster-expansion framework any propertyP of
the macroscopic alloy is connected to the respective proper-
ties Pj of the individual clusters via the Connolly-Williams
formula,21,46

P(x,T) =
J

∑
j=0

x j(x,T)Pj . (1)

Fluctuations around the configurational averages can be de-
scribed via the mean-square deviations

∆P(x,T) =

√

√

√

√

J

∑
j=0

x j(x,T)P2
j −P2(x,T). (2)

The weightsx j(x,T) in Eqs. (1) and (2) depend on the av-
erage compositionx of the alloy as well as the temperature
T, hence, it is possible to account for the influence of differ-
ent preparation conditions.43 In this work, three situations are
distinguished:

i. The case of thermodynamic equilibrium is described
by cluster fractions that lead to a minimum of the
Helmholtz free energyF(x,T). This is achieved within
the so-called generalized quasi-chemical approximation
(GQCA),21,45 for which the weights are given by

xGQCA
j (x,T) =

g jηn j e−β ∆ε j

∑J
j ′=0g j ′η

n j′ e−β ∆ε j′
. (3)

Here β = 1/kBT andη is determined by minimizing
F(x,T) under the constraintΣJ

j=0n jx j = nx.21,43 The
excess energy∆ε j of cluster j is defined with respect
to the total energies of the binary end componentsε0
andεJ as

∆ε j = ε j −

(

n j

n
εJ +

n−n j

n
ε0

)

. (4)

ii. Within the strict-regular solution (SRS) model45 the
ideal cluster fractions,

x0
j (x) = g jx

n j (1− x)n−n j , (5)

are employed. They arise from a purely stochastic dis-
tribution of the clusters in the macroscopic alloy and
are independent of the temperature as well as the clus-
ters’ excess energies. This case can be interpreted as the
high-temperature limit of the GQCA.

iii. The microscopic decomposition model (MDM) as-
sumes that the cations of a certain type (In, Ga, or Al)
are more likely to occur close to cations of the same
type. This is realized by cluster fractions that only take

the binary end components into account, i.e.,

xMDM
j (x) =







1− x for j = 0
x for j = J
0 otherwise

. (6)

Within the MDM, mixing does not lead to a gain of
internal energy, which can be the case under certain
preparation conditions. The MDM represents the low-
temperature limit of the GQCA.

C. Bowing parameters

The dependence of an alloy propertyP on the average com-
positionx can be related to the values of the property for the
binary end components,P(InN) andP(XN), by introducing a
bowing parameterPb(x) according to

P(x) = xP(InN)+ (1− x)P(XN)− x(1− x)Pb(x). (7)

The most simple case,Pb(x) ≡ 0, is represented by the MDM
in this work for which the variation with the composition is
linear. If P corresponds to lattice constants, this situation is
known as Vegard’s rule.47

For Pb(x) 6= 0 the propertyP(x) in Eq. (7) shows a bowing
as it is found, for instance, for the fundamental energy gaps.
The parameterPb itself may also depend on the average com-
positionx. In this work the form48

Pb(x) = Pb,0/(1+Pb,1x
2) (8)

for the composition dependence is assumed and values forPb,0
as well asPb,1 are derived.

D. Total energy and cluster geometry

The ground-state properties of the clusters, such as total
energies, structural parameters, and bulk moduli, are derived
from DFT calculations based on the AM05 XC functional.49

Explicit calculations are performed using the Vienna Ab-Initio
Simulation Package (VASP)50 and a plane-wave expansion of
the Kohn-Sham (KS) states. The pseudopotentials are gen-
erated within the projector-augmented-wave method51 that al-
lows for the accurate treatment of the valencesandpelectrons
as well as of the In 4d and Ga 3d semicore states at moder-
ate plane-wave cutoff energies of 400 eV. The Brillouin zones
(BZs) of the 16-atom supercells are sampled using a 2×2× 2
Monkhorst-Packk-point mesh.52

The equilibrium cell volumeV and the isothermal bulk
modulusB0 (as well as its pressure derivativeB′

0) follow from
fitting the total-energy curvesE(V) around their minima to
the Murnaghan equation of state.53 For each cluster geometry,
the fully relaxed atomic positions are computed by ensuring
that the Hellmann-Feynman forces are below 5 meV/Å. Sub-
sequently, the lattice parametersc j anda j of the clusters in
an effectivewz structure are determined directly(c j) or de-
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rived from the cell volume(a j) after the cell shape has been
relaxed.

E. Quasiparticle electronic structure

The KS eigenvalues obtained from DFT using the semilocal
AM05 XC functional49 cannot be identified with single-QP
electronic excitation energies. To calculate those, typically,
the QP equation,38 which is derived from the Dyson equation
of the many-body perturbation theory,54 along with Hedin’s
GW approximation for the XC self-energy38,55 is iteratively
solved.

In this work, the wave functions and eigenvalues of a gen-
eralized KS equation56 with a non-local XC potential derived
from the HSE hybrid functional57 is used56,58 to obtain a good
starting electronic structure for the calculation of QP ener-
gies within one step of perturbation theory. More specifically,
HSE0657 is employed with a range-separation parameterω of
0.15 a.u.−1 instead ofω = 0.11 a.u.−1, as suggested by Paier
et al.59,60 This approach is called HSE06+G0W0 method in the
following; it leads to QP energies with a numerical accuracy
of about 0.1 eV. To ensure converged results for the QP ener-
gies, the BZ is sampled by a 3×3× 3 k-point mesh.

The HSE06+G0W0 method, as described above, leads to
direct fundamental gaps ofEg = 6.31 eV, 3.66 eV, and 0.64
eV for bulk wz-AlN, -GaN, and -InN, respectively.61 In ad-
dition, this scheme also yields binding energies of the Ga 3d
and In 4d electrons not too far from experimental values.

III. THERMODYNAMIC AND STRUCTURAL
PROPERTIES

A. Tendencies for clustering

While the tendencies for ordering and/or clustering in an
alloy can intuitively be understood, it is, however, difficult to
describe them quantitatively. It is also necessary to distinguish
between short-range and long-range ordering. By means of
the Warren-Cowley parameter,62 the degree of short-range or-
dering in an alloy can be quantified and one can differentiate
the atom distribution in a perfect random alloy from the clus-
tered situation. The definition of this parameter can be easily
applied to ternary systems based on zinc-blende crystals with
12 structurally equivalent second-nearest neighbor positions,
as recently demonstrated for the ternary cubic nitrides.25,63

Since the geometry is more difficult for wurtzitic systems
with six second-nearest neighbors and two other cations in a
slightly different distance, we introduce a different approach
to characterize ordering in non-cubic but tetrahedrally coordi-
nated alloys.

First, for each of the eight N anions in a given clusterj, we
count how many of the fournearest neighborson the tetrahe-
dral positions are In cations; this leads to five possible types
of tetrahedra N-IniX4−i with i = {0,1,2,3,4} (see the two ex-
amples given in Fig.2). By α ji we denote the numbers of
tetrahedra of typei that occur in the cluster classj for which

[2110]
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[1210]
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[0001]
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X

Figure 2. (Color online) Ball-and-stick models for two cluster classes
(a) In6X2N8 ( j = 4) and (b) In2X6N8 ( j = 17). The unit cell is in-
dicated by black solid lines. The tetrahedra N-IniX4−i (blue areas)
that belong to the N atoms (small blue circles) in the unit cell are
illustrated. The Cartesian axesa, b, andc correspond to the direc-
tions [11̄20], [1̄21̄0], and [0001], respectively. Large green (medium
yellow) circles represent In (Ga,Al) cations.

it holdsα ji = {0,1,2,3,4,6,8}. It can be verified that theα ji
fulfill the relations

4

∑
i=0

α ji = 8, (9)

1
4

4

∑
i=0

α ji · i = n j . (10)

The first relation, Eq. (9), arises from the fact that there is a
total of eight tetrahedra for each cluster cell. Equation (10)
expresses that the total number of In atoms in clusterj equals
n j ; the prefactor of 1/4 ensures the correct counting of the
In atoms. Note that the small perturbations of the idealwz
structure due to the relaxations of the atomic positions donot
affect the assignment of the atoms to tetrahedra.

Second, based on theα ji as introduced above, we define a
parameterD j which describes the tendency of clustering on
an atomic length scale for the cations of the classj. D j is
defined as the averaged mean-square deviation of the number
of In atoms in a given tetrahedron,i, from the number of In
atoms per tetrahedron,n j/2, that corresponds to a uniform
distribution of In over the cation positions in the supercell.
Due to the normalization to the total number of tetrahedra,
Eq. (9), the quantity

D j =
∑4

i=0α ji
(

i − 1
2n j

)2

∑4
i=0 α ji

=
1
8

4

∑
i=0

α ji

(

i −
1
2

n j

)2

(11)
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Table I. Properties of the 22 cluster classes for Innj Ga8−nj N8 (first line for eachj) and Innj Al8−nj N8 (second line for eachj). Each classj is
characterized by the numbern j of In atoms and the degeneracyg j of the class. The degreeD j of the isotropic clustering (see text), the total
energy per cation-anion pairε j (in eV/pair), the effective lattice constantsc j anda j (in Å), the volume per cation-anion pairVj (in Å3/pair),
and the bulk modulusB0, j (in GPa) are given for eachj . In addition, the fundamental QP gapEg, j and the branch-point energyEBP, j with
respect to the energy of the highest occupied state are listed.

classj n j g j D j ε j c j a j Vj B0, j Eg, j EBP, j

(eV/pair) (Å) (Å) (Å3/pair) (GPa) (eV) (eV)

0 0 1 0.0 −12.503 5.17 3.18 22.66 184.2 3.571 2.358
−14.877 4.97 3.12 20.94 200.6 6.328 3.409

1 1 8 0.25 −12.258 5.24 3.23 23.63 179.0 3.322 2.308
−14.314 5.08 3.17 22.07 189.4 5.151 3.079

2 2 12 0.50 −12.019 5.31 3.26 24.62 169.0 2.580 2.122
−13.760 5.19 3.20 23.28 180.6 3.999 2.550

3 2 12 0.50 −12.033 5.29 3.27 24.58 169.7 2.692 2.212
−13.787 5.15 3.23 23.21 180.2 4.280 2.833

4 2 4 0.0 −12.052 5.31 3.27 24.58 170.9 2.684 2.192
−13.815 5.19 3.21 23.20 181.6 4.441 2.916

5 3 8 0.75 −11.783 5.39 3.32 25.68 161.7 2.123 1.994
−13.210 5.31 3.27 24.52 171.8 3.322 2.381

6 3 24 0.25 −11.831 5.37 3.31 25.58 162.7 2.243 2.065
−13.291 5.27 3.26 24.37 174.1 3.525 2.523

7 3 24 0.75 −11.812 5.35 3.31 25.59 161.4 2.194 2.025
−13.262 5.23 3.26 24.36 172.6 3.331 2.393

8 4 2 1.0 −11.550 5.49 3.36 26.43 151.4 1.644 1.814
−12.661 5.44 3.31 25.87 156.5 2.571 2.049

9 4 8 1.0 −11.592 5.43 3.37 26.67 154.9 1.799 1.924
−12.732 5.34 3.33 25.66 158.9 2.751 2.260

10 4 24 0.50 −11.612 5.44 3.36 26.66 155.6 1.803 1.919
−12.764 5.37 3.32 25.65 162.2 2.813 2.274

11 4 6 1.0 −11.609 5.40 3.35 26.59 154.3 1.759 1.866
−12.761 5.36 3.31 25.52 157.8 2.588 2.097

12 4 6 0.0 −11.647 5.44 3.34 26.59 157.1 1.857 1.946
−12.823 5.37 3.30 25.56 163.0 2.986 2.399

13 4 24 0.50 −11.627 5.42 3.36 26.60 156.1 1.840 1.937
−12.789 5.33 3.32 25.56 160.2 2.831 2.285

14 5 24 0.75 −11.411 5.48 3.40 27.65 150.4 1.431 1.791
−12.283 5.41 3.37 26.85 152.9 2.147 2.021

15 5 24 0.25 −11.422 5.50 3.40 27.66 151.0 1.481 1.836
−12.314 5.45 3.37 26.87 154.6 2.343 2.182

16 5 8 0.75 −11.392 5.53 3.41 27.78 147.9 1.381 1.777
−12.233 5.49 3.37 27.05 152.4 2.123 1.993

17 6 4 0.0 −11.269 5.57 3.45 28.74 143.0 1.150 1.746
−11.878 5.55 3.42 28.16 151.3 1.841 2.060

18 6 12 0.50 −11.249 5.55 3.46 28.72 141.0 1.168 1.727
−11.827 5.50 3.43 28.13 149.1 1.682 1.918

19 6 12 0.50 −11.234 5.58 3.45 28.81 138.2 1.119 1.688
−11.801 5.54 3.42 28.26 147.1 1.600 1.835

20 7 8 0.25 −11.075 5.65 3.50 29.96 129.9 0.737 1.587
−11.360 5.61 3.49 29.58 137.0 1.119 1.735

21 8 1 0.0 −10.916 5.73 3.55 31.18 126.8 0.638 1.580
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varies in the interval 0≤ D j ≤ 1.

TableI contains theD j values for the 22 cluster classes. The
valueD j = 0 occurs for the binary end components and indi-
cates a tendency for no clustering and uniform distribution.
However, it is also found for the cluster classesj = 4,12,17
which contain only N-In1X3, N-In2X2, and N-In3X1 tetrahe-
dra, respectively, i.e. only tetrahedra withn j/2 In atoms are
present in these cases. The maximum ofD j = 1 appears for
the classesj = 8,9,11 with 4 In atoms. The classesj = 8
and 11 contain only tetrahedra of the type N-In1X3 and N-
In3X1 and, hence, deviate from the uniform distribution of
n j/2 = 2. For j = 9, six N-In2X2 tetrahedra appear, which
correspond to a uniform In distribution, however, the remain-
ing two (N-In4 and N-X4) indicate strong clustering. Figure3
clearly shows that the degree of clustering tends to maximum
values forn j = 4 and decreases towardsn j = 0 andn j = 8.
However, for a givenn j differentD j may occur (see Fig.3).

The energetics of the clustersj with a given number of In
atomsn j seems to be clearly correlated to the tendency for
clustering as described byD j [cf. Eq. (11)]. The energetically
most favored classj = 12 is characterized byD j = 0 (no ten-
dency for clustering), while the less favored onej = 8 leads
to D j = 1 (large tendency for clustering). More specifically,
the maximum values of the excess energies of 20.0 meV/pair
(In4Ga4N8) or 29.4 meV/pair (In4Al4N8) occur for the clus-
ter classj = 8. This relation between energetics and tendency
for clustering is also found for the classesj = 4 (n j = 2) and
j = 17 (n j = 6). They are exclusively composed of N-In1X3
or N-In3X1 tetrahedra due to the alternating rows of X-X (or
In-In) and X-In atom pairs in [11̄20] direction in bothm- and
c-planes. At the same time, they are the energetically most
favorable ones of all classesj for the givenn j = 2 or 6 and are
characterized byD j = 0 (cf. TableI).
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Figure 3. (Color online) Degree of clusteringD j for all classesj
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Figure 4. (Color online) Excess energies∆ε j (triangles) and mixing
enthalpies∆ε(x) obtained using the SRS statistics (solid lines) versus
fraction n j/8 or compositionx for InGaN (blue) and InAlN (red).
The classesj = 8 ( j = 12) are indicated.

B. Energetics of the alloys

The total energiesε j per cation-anion pair of the
Inn j Ga8−n j N8 and Inn j Al8−n j N8 clusters in TableI show a
monotonous decrease with the numbern j of the In cations.
Figure4 shows the excess energies [cf. Eq. (4)] and the mix-
ing enthalpies (as the configurational averages of the excess
energies). From this figure it becomes clear that the excess
energies of InAlN are generally larger than those of InGaN
with similar trends for the composition dependence for both
alloys.

In addition, as common for isovalent and isostructural al-
loys, all excess energies and, hence, also the mixing en-
thalpies, are positive. This indicates that such alloys can
be thermodynamically miscible only at temperaturesT high
enough for the entropy term−T∆S(with ∆Sbeing the mixing
entropy) to be sufficiently negative.26,45,64 Within the GQCA
we computed critical temperatures for the miscibility ofTc =
1914 K atxc = 0.40 for InxGa1−xN andTc = 2610 K atxc =
0.36 for InxAl1−xN in agreement with other more recent theo-
retical studies.40,65 The different covalent radii can lead to dif-
ferent strains in the layers causing deviations from the homo-
geneity of the sublattice. According to Zunger and Mahajan,66

this can also give rise to variations in the structural properties
affecting the phase separation and/or the atomic ordering.

C. Lattice parameters and bulk moduli

The optimization of the atomic coordinates in the
Inn j Ga8−n j N8 and Inn j Al8−n j N8 cluster cells with an initial
atomic geometry corresponding to four primitivewzunit cells
(cf. Fig.1) leads to the results compiled in TableI. From these
results we calculate values of 12.9 % (11.0 %) and 14.2 %
(10.3 %) for the mismatches of thea andc lattice parameters
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of binary InN and AlN (GaN). Our results are in good agree-
ment with the experimental values67–69 of 13.0 % (10.5 %) and
14.5 % (9.7 %), respectively, which shows that the internal lo-
cal strain in the alloys due to the different In-N and Ga-N (Al-
N) bond lengths is correctly described.

The configurational averages for the lattice parametersa
andc, calculated using the SRS cluster statistics [cf. Eq. (5)]
as well as the MDM [cf. Eq. (6)], are given in Fig.5. As
discussed above, the MDM results correspond to a linear in-
terpolation between the binary end components, i.e., Vegard’s
rule70 for a and c. The deviations of the SRS results from
the straight MDM line are small. Consequently, Fig.5 shows
at first glance that Vegard’s rule describes the situation fairly
well. This has also been observed by other authors.24,40

More in detail, Vegard’s rule is better fulfilled for thea lat-
tice constant than forc in InxGa1−xN. The opposite is true for
InxAl1−xN where thec lattice constant varies nearly linearly
with the compositionx. These findings suggest to usea(x) for
InxGa1−xN but c(x) for InxAl1−xN when determining the av-
erage compositionx via Vegard’s rule. Locally much stronger
deviations from the linear interpolation as derived from Veg-
ard’s rule may occur; this is suggested by the lattice parame-
ters of the individual cluster materials in Fig.5.

In addition, as can be seen from Fig.5, the bowing for
alloys described within the SRS model is small. Note that
the composition dependence of the lattice constantc for
InxAl1−xN shows a concave instead of a convex behavior.
Assuming a composition-independentbowing [cf. Eq. (7)],
we find ab = 0.021 (0.064) Å andcb = 0.067 (0.048) Å for
InxGa1−xN (InxAl1−xN). Taking the composition dependence
of the bowing into account [cf. Eq. (8)] leads to values of
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Figure 5. (Color online) Lattice parametersc (subfigures a, b) and
a (subfigures c, d) of InxGa1−xN (a, c) and InxAl1−xN (b, d) alloys
in wzgeometry versus compositionx for the MDM (dot-dashed blue
line) and the SRS statistics (red solid line). The black dotted lines
indicate the mean-square deviations within SRS. The dots represent
the results versus the fractionn j/8 of the individual cluster materials.

ab,0 = 0.022 (0.063) Å,ab,1 = 0.100 (−0.073) andcb,0 =

0.050 (−0.117) Å, cb,1 = −0.856 (5.837) for InxGa1−xN
(InxAl1−xN). Even though the bowing is small for the com-
position dependence of the lattice constants, it may influence
the determination of the average compositionx using mea-
sured lattice parameters along with Vegard’s rule. A maxi-
mum deviation of 0.02 Å from the linear interpolation leads
to a maximum uncertainty of the composition of about 0.5 %.

The classesj = 11,12 for In4Ga4N8 and j = 8,12 for
In4Al4N8 exhibit the strongest deviation from the linear in-
terpolation: c(x = 0.5) = 5.44/5.37 Å and a(x = 0.5) =
3.36/3.32 Å, as computed from TableI. These classes are
characterized by superlattice-like structures; thej = 8 mate-
rial, for instance, consists of alternatingc-plane bilayers in
[0001] direction and in the case of the classj = 11 the su-
perlattice is formed bym-plane bilayers in [1̄100] direction.
Interestingly, both classes show the same high degree of clus-
tering, D8 = D11 = 1, with four tetrahedra of type N-In3X1
and four of type N-In1X3. It is noticeable that, in average,
these classes show merely tetrahedra of type N-In2X2 as class
j = 12 whose clustering degree isD12 = 0. It is likely that,
tetrahedra N-In2X2 exhibit the strongest deviations from the
ideal situation due to the high lattice mismatches between
InN-AlN and InN-GaN.

Figure6 depicts the configurational averages for the bulk
moduli of InxGa1−xN and InxAl1−xN as obtained within
the MDM and the SRS model. As for the lattice pa-
rameters, the SRS model leads to deviations of the elastic
properties from the linear interpolation. The composition-
independentbowing parameters amount toBb = 0.88/2.19
GPa for InxGa1−xN/InxAl1−xN. In addition, Fig.6 shows that
the strongest deviations ofB0 from the linear interpolation oc-
cur in the composition range 0< x≤ 0.5. They mainly follow
the deviation of the lattice parametera, as can be seen from a
comparison with Fig.5.
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Figure 6. (Color online) Bulk modulusB0 of InxGa1−xN (a) and
InxAl1−xN (b) alloys inwzgeometry versus compositionx computed
using the MDM (dot-dashed blue line) and the SRS statistics (red
solid line). The black dotted lines indicate the mean-square devia-
tions within the SRS model. The dots represent the bulk moduli of
the individual clusters.
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IV. ELECTRONIC PROPERTIES

A. Energy zero and alignment

For each of the 22 cluster classes of the InxGa1−xN and
InxAl1−xN alloys, the QP band structure is calculated using
the HSE06+G0W0 method. However, the definition of an av-
erage band structure for a given compositionx and its calcu-
lation by means of the Connolly-Williams formula,46 Eq. (1),
is difficult71 because the energy zeros of the cluster classes
are different and the size of the BZ varies from class to class.
However, for energies at theΓ point such an average is pos-
sible since the symmetries of the corresponding energy states
can be related to each other. This holds e. g. for the energies
of the lowest conduction-band stateEcj and highest valence-
band stateEvj .

The configurational average Eq. (1) is however possible for
the density of states (DOS) after alignment of the individual
energy scales. When comparing single-QP energies of differ-
ent cluster materialsj one has to consider a common abso-
lute energy scale, i.e. an internal reference level to whichthe
individual QP energy scales of the individual cluster classes
can be aligned. The space-averaged electrostatic potential (or
sometimes the total KS potential) can provide such a level
of reference. Alternatively, deep (atomic) levels such as the
semicored states can be used for the alignment.

In this work, we pursue an approach which relies on the
picture of Fermi-level pinning; in this case the natural level
of reference for the QP energies is the branch-point energy
(BPE).72–77 At the BPE the electronic states change their
character from predominantly acceptor-like (usually valence
states) to donor-like (usually conduction states). Therefore,
it is assumed that the global Fermi level of the electrons is
pinned near at the BPE. Here, the BPEs are computed for
each cluster material using a modified Tersoff approach77 tak-
ing the lowest eight conduction bands and the highest six-
teen valence bands into account. The computed BPEs (cf.
Table I) indicate that the branch point is located in the con-
duction bands for In-rich clusters up to aboutn j = 5 (n j = 4)
for Inn j Ga8−n j N8 (Inn j Al8−n j N8).

B. Density of states

The calculated QP electronic structures lead to significantly
different DOSs of the individual cluster materials. Some fea-
tures of the individual clusters remain conserved in an al-
loy. The strongly dispersive conduction band found for the
nitrides, in particular for InN, leads to a slowly increasing tail
of the density of the conduction-band states. Since all clusters
contribute within the SRS model, the configurational averages
of these tails render a definition of the band edgesEc(x) and
Ev(x) very difficult (see Fig.7). Therefore, we added lines
to Fig. 7 to indicate where the Lorenzian-broadened DOS
of the occupied and empty states becomes smaller than 0.01
(eV·pair)−1. These lines provide insight into the composition
dependence of the conduction-band and valence-band edges
in the mixed crystals. Interestingly, they indicate forEc(x) at

intermediate compositionsx, that clusters with a fundamental
gapEg, j (cf. TableI) close to the one of InN significantly con-
tribute to the alloy. The DOS differences between the GaN -
(a,b) and AlN - (c,d) containing alloys are not only visible in
the gap regions but also for low energies due to the occurrence
of Ga 3d states.

Figure7 also depicts the influence of the cluster statistics
on the composition dependence ofEc(x) andEv(x): While the
MDM leads to a linear transition between the binary end com-
ponents, the SRS statistics yields a significant non-linearity.
In the case of the SRS model the DOS of all the cluster ma-
terials contribute to the peaks which is visible especiallyin
the conduction-band region, where the DOS for intermediate
compositionsx significantly differs from the one of the binary
end components. In the case of the MDM the linear transition
between the DOSs of the binary end components is visible
and mainly affects the heights of the peaks. The lower part of
the uppermostp-like valence band region also differs signifi-
cantly between the two statistics for both alloys. This striking
difference in the composition dependence should be useful for
the characterization of the cluster statistics and distribution by
means of spectroscopic methods such as the investigation of
the occupied DOS by means of X-ray photoemission (see e.g.
Ref.78).

C. Quasiparticle energies around the band edges

In Fig. 8(a) the QP energies of the lowest conduction-band
level,Ec, j , and of the highest valence-band level,Ev, j , are plot-
ted for all cluster classes of the InxGa1−xN and InxAl1−xN
alloys. In addition, the respective configurational averages,
Ec(x) and Ev(x), as calculated within the SRS model, are
shown. This figure indicates a non-linear variation of the band
edges with the compositionx of the alloys. It also shows that
the gaps of the different cluster classes, that have the same
number of In cations, vary significantly. More specifically,
this variation can be on the same order of magnitude as the
change that is observed when increasing or decreasing the
number of In cations by one [see e.g.x = 0.25 orx = 0.5 in
Fig. 8(a)].

In the light of the cluster ordering, for a givenn j we
find that the energetically most unfavorable clusters with the
strongest ordering (i.e. the highest tendencyD j for clustering)
give rise to the smallest energy distancesEg, j = Ec, j −Ev, j .
This observation, which is in agreement with other theoretical
studies,24 becomes clear, for instance, forj = 2 or j = 19 in
comparison to classes 3, 4 or 17, 18: In both cases the clusters
are ordered (D j = 0.5) with the same type of cations inc-
planes with alternating bilayers. In addition, these cluster ma-
terials have the lowest conduction-band and highest valence-
band states of all clusters for fixedn j = 2 or n j = 6, respec-
tively. Forn j = 4 the situation is similar. The classesj = 8,9,
and 11 withD j = 1.0 yield the smallest gaps.

The top of valence band states is studied in Fig.8(b) in more
detail. The three uppermost valence states are depicted versus
the cluster fractionn j/8 for each cluster class. Their aver-
age values using the SRS statistics versus the average com-
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Figure 7. (Color online) DOS in (eV·pair)−1 (green areas) of the InxGa1−xN (a and b) and InxAl1−xN (c and d) alloys versus energy (in eV),
as a function of the compositionx. The BPE has been used as energy zero (black dashed line). Thecurves are calculated as configurational
averages using the cluster fractions from the SRS model (a and c) or the MDM (b and d). The DOS of the binary end components isshown for
the compositionsx= 0.0 andx= 1.0. The Lorentzian broadening parameter amount to 0.1 eV. In addition, as guide to the eye (see text), the
black solid lines indicate where the DOS in the gap region decreases to 0.01 (eV·pair)−1.

positionx are also shown, despite the difficulties to identify
the symmetry of the states due to the cation-site occupation
and atomic relaxation. An additional problem appears in the
InxAl1−xN case. For the binary end components these states
possessΓ5 andΓ1 symmetry (wz-InN andwz-GaN) orΓ1 and
Γ5 symmetry (wz-AlN).79 The reason for the different order-
ing of the valence-band symmetries is the sign of the crystal-

field splitting: It is positive (35.6 meV for InN and 28.5 meV
for GaN) for the two nitrides withd electrons, but negative
(−275.8 meV) for AlN. As a consequence of this change of
the band ordering, the levels in InxAl1−xN will cross at a cer-
tain fractionn j/8 or compositionx in order to guarantee the
different signs of the crystal-field splitting. However, the sit-
uation is even more complicated, since for the cluster classes
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Figure 8. (Color online) QP energy levels around the fundamental
band gap for each cluster classj . In (a) the lowest conduction-band
(Ec, j ) and the highest valence-band (Ev, j ) states are plotted. In (b) the
two uppermost valence levels at theΓ point are shown as calculated
for each clusterj in the HSE06+G0W0 approximation. For the binary
end components inwz structure these states are ofΓ5 (red) or Γ1
(blue) type. The twofold degeneracy of theΓ5 levels is lifted due to
the deviations from theC4

6v symmetry at intermediate compositions.
The configurational averages resulting within the SRS statistics are
shown as guide to the eyes. The BPE has been used as energy zero.

0 < j < 21 the symmetry of the atomic basis is significantly
reduced. Therefore, the uppermost valence levels do not have
theΓ5 or Γ1 symmetries. For these reasons it is difficult to de-
scribe the evolution of theΓ5 andΓ1 levels for varying com-
positionsx and we pursue an approximate approach instead:
In the case of InxGa1−xN we assume the same energetic or-
dering of the levels as found for GaN and InN. This procedure
leads to the three lines plotted in the Fig.8(b). Instead, in the
case of InxAl1−xN the ordering shown in Fig.8(b) is only true
for x → 0 andx→ 1, since we haveassumedthe crossing of
theΓ5 andΓ1 levels to occur betweenx= 0.125 andx= 0.25.
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Figure 9. (Color online) Quasiparticle energy gap of InxGa1−xN and
InxAl1−xN alloys inwzgeometry versus compositionx as computed
using the MDM (dot-dashed green line) and the SRS model (black
solid line). The dots represent the band gaps of the individual clus-
ters.

D. Fundamental gap and bowing

In Fig. 9, the results for the fundamental band gapsEg, j
(cf. TableI) of all cluster materials are depicted together with
the configurational averagesEg(x) as a function of the com-
positionx for both alloys. As discussed for the highest total
energy (cf. Sec.III A ), there is also a correlation of the funda-
mental band gap with the vertical ordering of the In and the
Ga/Al atoms along thec-axis: The lowest gap appears for the
highest degree of orderingD j = 1 for n j = 4. In the case of
the ordered geometries, such as the (InN)1(XN)1(0001) super-
lattices (see discussion above), the majority of In-N and X-N
bonds are practically unstrained. These In-N bonds lead to a
lowering of the gap in the cluster material towards the value
of bulk InN.

As shown in Fig.9, the gaps of the individual cluster
materials clearly indicate a strongly nonlinear variationwith
the composition. Consequently, the composition-independent
bowing parameters [cf. Eq. (7)] obtained within the SRS
statistics amount toEg,b = 1.57 eV (InxGa1−xN) andEg,b =
3.03 eV (InxAl1−xN). The physics underlying to the bowing
parameter has been discussed in detail elsewhere.80,81 When a
possible composition dependence of the bowing parameter is
taken into account [cf. Eq. (8)], we obtainEg,b0 = 1.42 (2.24)
eV andEg,b1 =−0.348 (−0.875) for InxGa1−xN (InxAl1−xN).
These numbers for the composition-dependentbowing param-
etersEg.b indicate a stronger bowing for InN-rich alloys in
comparison to the XN-rich alloys.

Comparing the bowing parameters calculated in this work
to results computed by other authors (see Refs.21, 24, 32, and
82 and references therein) shows the same order of magni-
tude. Vurgaftmanet al.4 recommend values ofEg,b = 1.4
eV (InxGa1−xN) and Eg,b = 2.5 eV (InxAl1−xN) which are
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close to the ones predicted in this work. The calculated re-
sults slightly overestimate the experimental ones, which can
be the consequence of the fact that the SRS model gives an
upper limit for the bowing. The deviation of experimental pa-
rameters for InxAl1−xN may also be traced back to the use of
only AlN-rich samples.48

In addition, Fig.9 shows that clustering can lead to a sub-
stantial increase of the bowing,24 especially for InxAl1−xN:
Several gap valuesEg, j appear below the configurational av-
erage obtained within the SRS model. Assuming that the clus-
ter material which has the smallest gap forn j = 4 (Eg, j =
1.644 eV for In4Ga4N8 andEg, j = 2.571 eV for In4Al4N8)
determines the alloy properties atx = 0.5, we obtain in-
creased bowing parameters of 1.84 eV (InxGa1−xN) and 3.65
eV (InxAl1−xN). However, these values are still smaller than
those predicted by Gorczycaet al.24 for the “clustering” sce-
nario. In any case, the significant bowing of the gap found in
experiment and in the calculations shows that a linear interpo-
lation is not valid for both alloys.

In Fig. 10, the configurational averages for the band gaps
are compared to optically measured results for InxGa1−xN and
InxAl1−xN. For both alloys, most of the measured gap values
appear withinEg(x) andEg(x)− ∆Eg(x), i.e. the configura-
tional average reduced by the mean-square deviation. The few
exceptions e.g. the absorption measurements of Wuet al.84 or
the values derived by Naoiet al.99 for InN-rich InxGa1−xN al-
loys, however, approach (forx→ 1) a gap which is larger than
the theoretical gap ofEg = 0.64 eV computed for InN within
this work.

For a more detailed comparison, we divide the measured
data into two groups: In Figs.10(a) and (c) we compare to re-
sults derived from absorption measurements and in Figs.10(b)
and (d) energies obtained from photoluminescence are used.
Therefore, we claim that extrapolating the absorption edgein
a random alloy to the limit of vanishing absorption defines
an average gap of the system. The absorption onset can be
affected by larger regions of the alloy, hence, it is better rep-
resented by the configurationally averaged band gaps. Con-
trary, in the case of the photoluminescence or cathode lumi-
nescence, the excited electron-hole pairs diffuse and relax un-
til they reach domains with the smallestlocal gaps as long as
the time constants for diffusion and relaxation are smallerthan
the lifetime of the excited electron-hole pairs. Consequently,
the luminescence results should not be compared toEg(x), but
to Eg(x)−∆Eg(x) instead, i.e., to the configurational average
reduced by the mean-square deviation.

The comparison ofEg(x) to absorption data [cf. Fig.10(a)]
suggests that the SRS model seems to correctly describe the
dependence of the measured absorption onsets on the aver-
age compositionx for InxGa1−xN. Especially the values of
Nakamuraet al.86 are in good agreement. The results of Mc-
Cluskeyet al.85 and O’Donnellet al.87 indicate a deviation of
Eg(x) towardsEg(x)−∆Eg(x) which may be a consequence
of stronger composition fluctuations in the samples. This
trend is found to be more pronounced for absorption studies
of InxAl1−xN [cf. Fig. 10(c)] which might be related to larger
composition fluctuations due to the increased internal strain
caused by the bigger bond-length difference between In-N and

Al-N in comparison to Ga-N. Ordered structures play a less
important role since their gap values are closer to theEg(x)
curve than the measured values.

The physical picture derived from the luminescence mea-
surements is less clear. For InxGa1−xN [cf. Fig. 10(b)] the ex-
perimental points are further away from theEg(x) curve than
the ones in Fig.10(a). However, only a few measurements,
e.g. those of Davydovet al.92 and Kim et al.,93 follow the
Eg(x)−∆Eg(x) line. Deviations found in other measurements
may be a consequence of the actual alloy samples with local
appearance of ordered structures and/or composition fluctu-
ations. Measured values for InxAl1−xN [cf. Fig. 10(d)] can
be described byEg(x) (those of Onumaet al.102) as well as
Eg(x)−∆Eg(x) (those of Sakalauskaset al.48). The ones by
Carlinet al.101 are in between the two theoretical curves. The
mean-square deviations computed within the SRS statistics
seem to describe an upper limit for the difference in the ab-
sorption onset and the luminescence line. This difference is
usually identified with the Stokes shift, but it is caused by the
chemical (and partly structural) disorder in this work.81

Taking the mean-square deviation [cf. Eq. (2)] for the fun-
damental band gaps into account can increase the bowing
from 1.6 eV (see above) to 3.6 eV (InxGa1−xN) or from 3.0
eV (see above) to 7.5 eV (InxAl1−xN) when going fromEg(x)
to Eg(x)−∆Eg(x). These results indicate that the wide spread
of bowing parameters found in the literature can be related
to the different experimental methods and preparation tech-
niques. Interestingly, our actual bowing-parameter values are
almost embedded by values of 1.7 . . . 2.8 eV / 2.5 . . . 6.5 eV
(InxGa1−xN) or 2.1 . . . 6.2 eV / 3.9 . . . 14 eV (InxAl1−xN)
computed by Gorczycaet al.24 assuming a more uniform /
a more clustered distribution of the In atoms.

V. SUMMARY AND CONCLUSIONS

The structural and electronic properties ofwz-derived
InxGa1−xN and InxAl1−xN alloys are calculated using a cluster
expansion approach together with two different cluster statis-
tics, i.e., the strict-regular solution and the microscopic de-
composition model. The total-energy optimizations are per-
formed within density functional theory using the gradient-
corrected AM05 XC functional. In order to obtain the elec-
tronic structures, a recently developed quasiparticle method,
based on the hybrid HSE06 XC functional and subsequent
G0W0 corrections, is used. The branch-point energies of all
individual clusters are used to align the quasiparticle energies
of all clusters on a common energy scale.

We find that the cluster materials that are structurally or-
dered (mostly inc-axis direction) are energetically less favor-
able. The lowest energies are computed for the cluster classes
with a high tendency for clustering, i. e., large deviation of the
actual cation-site occupation of the tetrahedra from the aver-
age valuen j/2 and, hence,D j → 1. The influence of the clus-
ter statistics on the structural properties is rather weak and we
conclude that the deviations from Vegard’s rule are small but
measurable, especially for InxAl1−xN. In the case of the bulk
modulus, the deviations are slightly larger. Overall, the en-
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Figure 10. (Color online) Quasiparticle energy gaps of InxGa1−xN (a, b) and InxAl1−xN (c, d) alloys inwz geometry versus compositionx
computed using the MDM (dot-dashed blue line) and the SRS model (red solid line). The black dotted line describes the bandgap reduced by
the mean-square deviation,Eg(x)−∆Eg(x). In the panels (a, c) we compare with absorption data (different symbols) while the experimental
gaps (different symbols) in the panels (b, d) have been derived from luminescence measurements: (a) Refs.83–87, (b) Refs.88–94, (c) Refs.
48, 95–100, and (d) Refs.48, 101, and102.

ergetic, structural, and elastic properties of the alloys are less
sensitive to the details of the local distribution of the cations.

The electronic properties, however, are much more sensi-
tive to the distribution of the cations over the alloy. For the
two cluster statistics used in this work, the variation of the
quasiparticle DOS (peak positions as well as peak intensities)
with the compositionx is completely different. Composition-
dependent band edges as well as the positions of the three up-
permost valence bands at theΓ point (along with their split-
tings) are derived. In this context, the difficulties, that arise
from the lower symmetry of the clusters with intermediate
compositions as well as from the different band ordering in
InN and AlN, are discussed.

Comparing the calculated energy gaps to measured data,
clearly shows that the strict-regular solution statisticsseems
to yield a more realistic picture than the macroscopic decom-
position model. Since the large variety of results for band
gaps from optical measurements falls between the curves for
the average gapEg(x) and the one reduced by the mean square

deviation,Eg(x)−∆Eg(x), we conclude that composition fluc-
tuations in the alloys play an important role. The measured ab-
sorption onsets appears close toEg(x), whereas the lumines-
cence data approachesEg(x)−∆Eg(x). This fact is in agree-
ment with the picture that excited electron-hole pairs prefer to
radiatively recombine in the domains of the alloy that have the
lowest band gap.
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