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#### Abstract

We demonstrate the existence of robust bulk extended states in the disordered Kane-Mele model with vertical and horizontal Zeeman fields, in the presence of a large Rashba coupling. The phase diagrams are mapped out by using level statistics analysis and computations of the localization length and spin-Chern numbers $C_{ \pm} . C_{ \pm}$are protected by the finite energy and spin mobility gaps. The latter stays open for arbitrarily large vertical Zeeman fields, or for horizontal Zeeman fields below a critical strength or at moderate disorder. In such cases, a change of $C_{ \pm}$is necessarily accompanied by the closing of the mobility gap at the Fermi level. The numerical simulations reveal sharp changes in the quantized values of $C_{ \pm}$when crossing the regions of bulk extended states, indicating that the topological nature of the extended states is indeed linked to the spinChern numbers. For large horizontal Zeeman fields, the spin mobility gap closes at strong disorder prompting a change in the quantized spin-Chern numbers without a closing of the energy mobility gap.


PACS numbers: 72.25.-b, 72.10.Fk, 73.20.Jc, 73.43.-f

## I. INTRODUCTION

Topological insulators (TIs) are materials characterized by robust properties against smooth deformations and disorder. Representative examples are the Chern (CI), ${ }^{1}$ quantum spin-Hall (QSH), ${ }^{2-5}$ and the strong topological insulators. ${ }^{6,7}$ Samples of these materials display robust conducting states at the edges while being insulators in the bulk. The edge modes are connected to robust metallic states residing in the bulk and away from the Fermi level. ${ }^{8,9}$ The robustness of the edge and the bulk metallic states is a manifestation of a bulk topological invariant and, as such, there has been a concentrated effort on understanding the bulk states in disordered TIs. ${ }^{10-19}$

In two-dimensional bulk systems, the extended quantum states can survive localization only in extraordinary circumstances. In CIs, the bulk extended states carry a Chern number and, as such, they cannot be destroyed until these numbers are "annihilated" through collision with other extended states. In QSH insulators with timereversal symmetry (TRS), it is believed that a similar scenario happens, but this time the bulk extended states carry the $\boldsymbol{Z}_{2}$ invariant, ${ }^{3}$ which is protected by the insulating gap and TRS. Consequently, TRS is thought to be crucial for delocalization in the bulk QSH insulators. The lack of a definitive answer is due to the lack of a complete theory of the $\boldsymbol{Z}_{2}$ invariant for aperiodic systems (for recent progress see Refs. 20 and 21). For example, the behavior of the $\boldsymbol{Z}_{2}$ invariant is not understood when the insulating gap is filled with dense localized spectrum, and the numerical approaches ${ }^{12,17}$ based on the twisted boundary conditions (BC) were not able to probe this regime. Nevertheless, transfer matrix calculations ${ }^{11,15}$ and level statistics analyses ${ }^{19}$ have firmly established the presence of bulk extended states in representative models of disordered QSH systems with TRS.

An alternative approach is provided by the spin-Chern invariants $C_{ \pm} .{ }^{10,22}$ While for QSH systems with TRS the $C_{ \pm}$and the $\boldsymbol{Z}_{2}$ invariants predict perfectly consistent phase diagrams, ${ }^{19,23,24}$ they give conflicting predictions when TRS is broken. An early study ${ }^{11}$ on the bulk extended states in disordered QSH systems concluded that the protection against localization comes from both topology and TRS: Lack of any of the two will result in the immediate destruction of the bulk extended states. This conclusion was aligned with the predictions based on the $\boldsymbol{Z}_{2}$ invariant and was quickly accepted by the community. But recent studies on QSH systems with broken TRS revealed a more complex picture. Ref. 25 showed that robust gapless edge states can happen in QSH systems with TRS replaced by other symmetries. Yang et $a l .{ }^{26}$ studied the Kane-Mele model ${ }^{2,3}$ with a Rashba coupling and vertical Zeeman field and found a topological QSH-like phase characterized by $C_{ \pm}$that remain quantized until the bulk energy gap closes. Such quantization indicates that the topological order of these QSH systems is intact, and thus extended bulk states should exist.

In this paper, we establish the existence of such extended states in disordered QSH systems with strongly broken TRS. The phase diagrams are explored using the level statistics analysis, ${ }^{27}$ the localization length calculations, ${ }^{28,29}$ and the spin-Chern invariants. ${ }^{10,22}$ We show that the Kane-Mele model ${ }^{2,3}$ with a large vertical Zeeman field displays a nontrivial phase diagram in the ( $E_{F}, W$ ) plane ( $E_{F}=$ Fermi level and $W=$ disorder strength), with a topological phase characterized by quantized spin-Chern numbers, surrounded by CI phases. Each phase is completely surrounded by lines of robust extended states. The situation remains the same for horizontal Zeeman fields up to a critical strength when the spin gap closes at strong disorder and the extended states disappear without a closing of the energy mobility gap.

Our results can be consistently explained based on the non-commutative theory of the spin-Chern invariants.

## II. THE NON-COMMUTATIVE SPIN-CHERN NUMBERS.

The non-commutative spin-Chern numbers and their quantization conditions have been discussed extensively in Refs. 22, 30 and 19 and they will be briefly summarized here. We elaborate, however, on the question of when do the quantization conditions hold and what are the physical effects triggered by a change of the spin-Chern numbers.

## A. Definition and The Quantization Condition

In a lattice model with many-orbitals per site $|\boldsymbol{n}, \alpha, \sigma\rangle$, where $\boldsymbol{n}$ are the coordinates of a site, $\sigma= \pm 1$ represents the spin degree of freedom and $\alpha$ some other possible quantum numbers. Let $\hat{\sigma}_{z}$ be the spin operator $\hat{\sigma}_{z}|\boldsymbol{n}, \alpha, \sigma\rangle=\sigma|\boldsymbol{n}, \alpha, \sigma\rangle$. Since we are dealing with a general Hamiltonian $H$, the space of occupied quantum states is not invariant under the action of the spin operator but, if $P$ denotes the projector onto the occupied states, one can consider the projected spin operator: $P \hat{\sigma}_{z} P$, which does leave this space invariant. Therefore, if one considers the spectral projectors $P_{ \pm}$onto the positive/negative spectrum of $P \hat{\sigma}_{z} P$, one can effectively obtain an exact splitting $P=P_{-} \oplus P_{+}$of the occupied space into two spin sectors. In the presence of disorder, one can associate non-commutative Chern numbers ${ }^{31} C_{ \pm}$to the projectors $P_{ \pm},{ }^{22}$ which are referred to as the spin-Chern numbers. They are defined by the following explicit formula: ${ }^{19}$

$$
\begin{equation*}
C_{ \pm}=2 \pi i \mathbb{E}\left\{\operatorname{tr}_{0}\left\{P_{ \pm}\left[-i\left[\hat{x}_{1}, P_{ \pm}\right],-i\left[\hat{x}_{2}, P_{ \pm}\right]\right]\right\}\right\} \tag{1}
\end{equation*}
$$

where $\mathbb{E}\left\}\right.$ denotes the disorder average, $\operatorname{tr}_{0}$ means the trace over the states at $\boldsymbol{n}=\mathbf{0}$ and $\hat{\boldsymbol{x}}=\left(\hat{x}_{1}, \hat{x}_{2}\right)$ is the position operator.

The spin-Chern numbers $C_{ \pm}$remain quantized and invariant as long as $\lambda_{ \pm}^{2}=\mathbb{E}\left\{\operatorname{tr}_{0}\left\{P_{ \pm} \hat{\boldsymbol{x}}^{2} P_{ \pm}\right\}\right\}<\infty .{ }^{19,30}$ These are the quantization conditions. The quantities $\lambda_{ \pm}$can be viewed as localization lengths and $\lambda_{ \pm}<\infty$ is enforced by a positive mobility gap at $E_{F}$ in the Hamiltonian spectrum, and by a positive mobility gap at the origin in the spectrum of the projected spin operator $P \hat{\sigma}_{z} P$. We will refer to these two mobility gaps as the energy and the spin mobility gaps, respectively. The closing of either of these two gaps can prompt a sudden change of the spin-Chern numbers.

The non-commutative spin-Chern numbers defined in Eq. (1) can be numerically evaluated using only one (periodic-) boundary condition and one disorder configuration $\left(C_{ \pm}\right.$are self-averaging). ${ }^{19}$ This provides a tremendous numerical advantage over other existing methods for the evaluation of the Chern numbers, such as those
based on twisted boundary conditions, and this together with the precise quantization conditions make $C_{ \pm}$very effective practical tools. ${ }^{18}$

## B. Discussion of The Quantization Condition

Let us denote the localization length of the full projector $P$ by $\lambda_{E_{F}}: \lambda_{E_{F}}^{2}=\mathbb{E}\left\{\operatorname{tr}_{0}\left\{P \hat{\boldsymbol{x}}^{2} P\right\}\right\}$. Note that in general $\frac{1}{2} \lambda_{E_{F}}^{2} \leq \lambda_{-}^{2}+\lambda_{+}^{2}$, so $\lambda_{ \pm}<\infty$ implies $\lambda_{E_{F}}<\infty$, and $\lambda_{E_{F}} \rightarrow \infty$ implies $\lambda_{-}$or $\lambda_{+} \rightarrow \infty$. Therefore, whenever $C_{ \pm}$are seen to take quantized values, one can safely conclude that the quantum states are localized at $E_{F}$. In practice, this quantization was observed to hold with many digit precision, which is a remarkable fact given that it occur in the presence of strong disorder. ${ }^{18}$ It also follows that $C_{ \pm}$will almost sure take non-quantized values when the states are delocalized at $E_{F}$. This allows one to map the regions of the phase diagrams that can harbor extended states, which are necessarily located in between the regions where $C_{ \pm}$assume different quantized values. The spin-Chern numbers can, in principle, take quantized values just by accident, even when the states are delocalized at $E_{F}$, but these are events with extremely low probability.

For clean QSH systems with TRS and certain models without TRS, it is known that the spin-gap stays open when the system crosses the QSH phase boundary where the energy gap closes. ${ }^{19,23,26}$ This remains true in the weak disorder regime and, as such, a sudden change of $C_{ \pm}$necessarily implies delocalization at $E_{F}$. For QSH systems with TRS, the spin-gap is known to stay open beyond the weak disorder regime. ${ }^{19}$

In general, for systems with and without TRS, we have the following simple identity:

$$
\begin{equation*}
\left(P \hat{\sigma}_{z} P\right)^{2}=P\left(1-\left(i\left[\hat{\sigma}_{z}, P\right]\right)^{2}\right) P \tag{2}
\end{equation*}
$$

from where one can see that the spectrum of $P \hat{\sigma}_{z} P$ near the origin is determined by the spectrum of $i\left[\hat{\sigma}_{z}, P\right]$ near $\pm 1$. We recall that we are interested in the nature of the spectrum of $P \hat{\sigma}_{z} P$ near the origin because we want to understand the localization properties of the projectors onto the positive and negative parts of its spectrum. So in some sense the origin plays here the same role as the Fermi level does for the energy spectrum. Now, the spectrum of $i\left[\hat{\sigma}_{z}, P\right]$ is contained inside the interval $[-1,1]$, so the spectrum of $P \hat{\sigma}_{z} P$ near the origin is determined by the edges of the spectrum of $i\left[\hat{\sigma}_{z}, P\right]$. Therefore, the main question becomes: what is the nature of the spectrum of $i\left[\hat{\sigma}_{z}, P\right]$ near its edges?

To address this question, we looked at the average and the fluctuations of the matrix elements of $i\left[\hat{\sigma}_{z}, P\right]$. Using $P=\oint_{\mathcal{C}}(\zeta-H)^{-1} \frac{d \zeta}{2 \pi i}$, with $\mathcal{C}$ encircling the energy spectrum below $E_{F}$, one has

$$
\begin{equation*}
i\left[\hat{\sigma}_{z}, P\right]=\frac{1}{2 \pi} \oint_{\mathcal{C}}(H-\zeta)^{-1}\left[\hat{\sigma}_{z}, H\right](H-\zeta)^{-1} d \zeta \tag{3}
\end{equation*}
$$

Note that $\left[\hat{\sigma}_{z}, H\right]$ is independent of the (non-magnetic) disorder. Using the universal localization estimate: ${ }^{32}$

$$
\begin{equation*}
\left.\left.\mathbb{E}\left\{\left|\langle\boldsymbol{n}|(H-E)^{-1}\right| \boldsymbol{m}\right\rangle\right|^{s}\right\} \leq c_{s} e^{-s|\boldsymbol{n}-\boldsymbol{m}| / \lambda_{E}} \tag{4}
\end{equation*}
$$

valid for any $s<1\left(c_{s}=\right.$ generic constant, $\lambda_{E}=$ the localization length at $E$ ), one can establish (see Appendix):

$$
\begin{equation*}
\left.\mathbb{E}\left\{\left|\langle\boldsymbol{n}| i\left[\hat{\sigma}_{z}, P\right]\right| \boldsymbol{m}\right\rangle \mid\right\} \leq c_{S} \overline{\left.\hat{\sigma}_{z}, H\right]^{\frac{s}{2}}} \lambda_{E_{F}}^{2} e^{-s|\boldsymbol{n}-\boldsymbol{m}| / 4 \lambda_{E_{F}}}, \tag{5}
\end{equation*}
$$

where $\overline{\mathcal{O}}=$ the largest matrix element of $\mathcal{O}$. Thus the averaged matrix elements of $i\left[\hat{\sigma}_{z}, P\right]$ decay exponentially and are small when $\left[\hat{\sigma}_{z}, H\right]$ and $\lambda_{E_{F}}$ are both small, and the same is true for the fluctuations. In such cases, the spectrum of $i\left[\hat{\sigma}_{z}, P\right]$ is expected to be absent or localized at the edges $\pm 1$, and consequently the spectrum of the projected spin operator is expected to be localized near the origin. Thus quantization and invariance of the spinChern numbers should hold. Another important conclusion is that, whenever we see a sudden change in $C_{ \pm}$and $\left[\hat{\sigma}_{z}, H\right]$ is small, which is the case for the typical values of the Rashba interaction, $E_{F}$ necessarily crosses an energy region where $\lambda_{E_{F}}$ is large or infinite.

Heuristically, we can go further and make the following predictions: 1) Since a vertical Zeeman field enhances the spin-gap, in a QSH system with only vertical Zeeman field, a sudden change in $C_{ \pm}$signals the divergence of $\left.\lambda_{E_{F}} ; 2\right)$ Since a horizontal Zeeman field has a direct effect on $i\left[\hat{\sigma}_{z}, P\right]$, the spin-gap is expected to decrease and then close as the field is increased. Nevertheless, the spin-gap is expected to remain open for fields below a threshold value or at moderate disorder, where a change in $C_{ \pm}$will signal again the divergence of $\lambda_{E_{F}}$.

## III. THE MODEL

The above predictions will be confirmed by a numerical analysis. Our numerical simulations are based on the Kane-Mele model, ${ }^{2,3}$ which is defined on a honeycomb lattice:

$$
\begin{aligned}
& H=-t \sum_{\langle n m\rangle} c_{n}^{\dagger} c_{m}+\frac{2 i}{\sqrt{3}} V_{S O} \sum_{\langle\langle n m\rangle\rangle} c_{n}^{\dagger} \hat{\boldsymbol{\sigma}} \cdot\left(\boldsymbol{d}_{k m} \times \boldsymbol{d}_{n k}\right) c_{m} \\
& +i V_{R} \sum_{\langle n m\rangle} c_{n}^{\dagger} \mathbf{e}_{z} \cdot\left(\hat{\boldsymbol{\sigma}} \times \boldsymbol{d}_{n m}\right) c_{m}+\sum_{n} c_{n}^{\dagger}\left(w_{n}+\boldsymbol{h} \cdot \hat{\boldsymbol{\sigma}}\right) c_{n}
\end{aligned}
$$

Here, the first term is the usual nearest neighbor hopping term with $c_{n}^{\dagger}=\left(c_{n, \uparrow}^{\dagger}, c_{n, \downarrow}^{\dagger}\right)$ as the electron creation operator on site $n$. In the following calculations, the hopping integral $t$ will be chosen as the units of energy, for simplicity. The second term is the intrinsic spin-orbit coupling with $\hat{\boldsymbol{\sigma}}$ the Pauli matrix, where $n$ and $m$ are two next nearest neighbor sites, $k$ is their common nearest neighbor, and vector $\boldsymbol{d}_{n k}$ points from $k$ to $n$. The third term stands for the Rashba spin-orbit coupling. The last term represents our addition of a spin independent onsite potential $w_{n}$ with random amplitudes uniformly distributed in $[-W / 2, W / 2]$, and of a uniform Zeeman field.


FIG. 1. Variance of the level spacings ensembles collected at various $E$ 's, $W$ 's and for $\boldsymbol{h}=h_{z} \mathbf{e}_{z}$ with $h_{z}=0.1$ and 0.2. A lattice of $50 \times 50$ unit cells and 200 disorder configurations were used. The dotted line marks the 0.178 covariance of GUE. The windows span horizontally between 0 and 1 .

Both cases will be studied, where the Zeeman field $\boldsymbol{h}$ is perpendicular or parallel to the plane of the lattice, i.e., $\boldsymbol{h}=h_{z} \hat{\mathbf{e}}_{z}$ or $\mathbf{h}=h_{x} \hat{\mathbf{e}}_{x}$. We will fix $V_{S O}$ and $V_{R}$ at 0.1 , so that the model is inside the QSH phase when $\boldsymbol{h}=0$ and $W=0$. While we adopt this specific model and assume relatively high strengths of the spin-orbit couplings, which is mainly for the illustration purpose, our main conclusions are valid in general cases, as they depend only on the nontrivial topology of the energy bands and are independent of the details of the model.

## IV. VERTICAL ZEEMAN FIELD

We consider first a vertical Zeeman field $\boldsymbol{h}=h_{z} \mathbf{e}_{z}$ and various disorder strengths. We investigate the localized/delocalized character of the energy spectrum by using level statistic analysis, the recursive Green's function method and scaling analysis.

## A. Level Statistics Analysis

The level statistic analysis involves an exact diagonalization of the disordered Hamiltonian on a large lattice with periodic boundary conditions and for a large number of disorder configurations ( $=200$ for the present analysis). The level spacings were collected in the following way. We picked an arbitrary energy $E$ and, for each disorder configuration, we identified the unique energy levels $E_{i}$ and $E_{i+1}$ that satisfy: $E_{i}<E<E_{i+1}$. Then we recorded the level spacings: $\Delta E=E_{i+j+1}-E_{i+j}$, letting $j$ take consecutive values between $-k$ and $k$. We have experimented with $k=5$ to 10 and the outcome of the analysis was virtually the same. The results reported here are for $k=10$, and as such the ensemble of level spacings contains 4200 spacings. Fig. 1 plots the variance $\left\langle(\Delta E)^{2}\right\rangle /\langle\Delta E\rangle^{2}-1$ of the ensembles of level spacings
recorded at various energies $E$ and disorder strengths $W$ for $h_{z}=0.1$ and $h_{z}=0.2$.

The level spacing analysis allows one to identify the regions of localized and delocalized spectrum. It is a firmly established fact that the level spacings follow a Poisson distribution when the spectrum is localized, for which the variance equal to 1 . It is also a firmly established fact that in the region of the spectrum where the localization length exceeds the size of the system, the statistics of the level spacings coincides with that of a random Gaussian ensemble of same general symmetries. ${ }^{33,34}$ In our case the ensemble is the random Gaussian unitary ensemble (GUE), which has the distribution ${ }^{27} P_{\mathrm{GUE}}(s)=\frac{32 s^{2}}{\pi^{2}} e^{-\frac{4}{\pi} s^{2}}$ with $s$ as the level spacing $\Delta E$ normalized by the mean level spacing, which has a variance $\left[\left\langle(\Delta E)^{2}\right\rangle /\langle\Delta E\rangle^{2}\right.$ $1]=0.178$.

Examining Fig. 1, one can see that for both $h_{z}=0.1$ and $h_{z}=0.2$, there are energy regions where the variance is large, indicating localization, but also two regions where the variance is practically equal to 0.178 , the variance of the GUE. We can conclude that in these two regions the localization length is larger than the size of the simulated lattice. However, simulations with increasing lattice size returned practically the same level statistics and one should note that the disorder strengths in Fig. 1 are comparable or exceeding the width of the clean bands yet the variance remains pinned at 0.178 . This leaves very little doubt that the states in those two energy regions are in fact delocalized. We mention that the level statistics has been extensively analyzed for Chern and quantum spin-Hall insulators, ${ }^{16,19}$ and the conclusions there were similar with the ones we draw here.

One distinct feature that can be seen in Fig. 1 is the drifting of the extended states regions towards each other when the disorder strength $W$ is increased. The regions eventually collide, annihilate and then disappear. This is a typical behavior of the extended states carrying topological numbers robust against disorder, which can be understood in the following way: Such extended states cannot suddenly localize because in that case the topological number will suddenly switch to a trivial value. But the spectrum of any short range disorder model will eventually localize at extreme disorder, ${ }^{32}$ and the only mechanism to localize the extended states carrying a topological number is through the neutralization of the topological number via collisions with one or more extended states carrying the opposite topological number. Therefore, the drifting and annihilation will always occur for the states carrying a topological number robust against disorder. Such drifting and annihilation was never observed in a trivial insulator. Thus, the drifting and annihilation observed in Fig. 1 is a strong indication of the presence of extended states carrying topological numbers, which arguably are the spin-Chern numbers discussed above.


FIG. 2. Normalized localization length $\lambda_{E}(M) / M$ as a function of disorder strength $W$ at various energies $E$, calculated for a long ( $10^{6}$ unit cells in length) tube of $M$ unit cells in circumference, in the presence of vertical Zeeman fields. Symbols with different colors correspond to different sizes.

## B. The Recursive Green's Function Analysis

The delocalized character of the states can also be firmly established by using the recursive Green's function approach. ${ }^{28,29}$ In Fig. 2 we plot the normalized localization length $\lambda_{E}(M) / M$ as a function of $W$ for long tubes with circumferences ranging from $M=6$ to 32 unit cells, and for $h_{z}=0.05,0.1$ and 0.2 , and $E=-2$, -1 and 0 . The scaling analysis for these data will be presented later. Now, for each $E$, we can see two regions separated by a critical disorder strength $W_{c}$, where $\lambda_{E}(M) / M$ behaves qualitatively differently (see later for how $W_{c}$ is determined). For $W>W_{c}, \lambda_{E}(M) / M$ decays with $M$, corresponding to an insulator phase. ${ }^{28,29}$ However, for $W<W_{c}$, it remains nearly independent of $M$, essentially forming a line of fixed points. This implies that $\lambda_{E}(M)$ grows linearly with $M$, therefore diverging in the thermodynamic limit. Consequently, the electron states are delocalized at these E's and $W$ 's. The independence of $\lambda_{E}(M) / M$ on $M$ indicates that we are dealing with critical states characterized by a vanishing $\beta$ scaling function, ${ }^{28,29}$. The extended states must have a topological origin, otherwise the system will belong to the trivial unitary class where all electron states are localized at positive $W^{\prime}$ 's. The consistency between the data in Figs. 1 and 2 is evident.

## C. Phase diagram and computations of the spin-Chern numbers

To construct the phase diagram, we start from the limit $V_{R}=h_{z}=0$, while holding $V_{S O}$ at 0.1 . In this limit, the spin up/down sectors decouple and the phase digram in the $\left(E_{F}, W\right)$ plane, for each sector, consists of CI phases (with $C_{ \pm}= \pm 1$ ) surrounded by a line of ex-


FIG. 3. (a) Phase diagram of a QSH system with a vertical Zeeman field. The phase boundaries (solid lines) harbor extended states. The dotted line shows the phase diagram when $V_{R}=0$. (b-c) Computations of $C_{ \pm}$along the paths (1-2) of panel (a), respectively, completed for $h_{z}=0.2$ on a $50 \times 50$ unit cells lattice, for 10 disorder configurations.
tended states and then by a trivial insulating phase ${ }^{16,19}$. TRS assures that the phase diagrams of the two sectors overlap perfectly. As in Fig. 3(a), when $h_{z}$ is turned on, the phase diagrams shift revealing two regions where the total Chern number $C=C_{-}+C_{+}$takes the values $\pm 1$, surrounding a region characterized by $C_{ \pm}= \pm 1$. The stability of the Chern numbers assures that the CI phases do not disappear when $V_{R}$ is adiabatically turned on, but they could part away and open the phase diagram at large $W$ 's. This cannot happen here because the spin-gap stays open so the $C_{ \pm}= \pm 1$ and $C_{ \pm}=0$ phases must be separated by extended states, a fact that can be seen explicitly in Fig. 2(a3-c3). We must conclude that the $C_{ \pm}= \pm 1$ phase remains completely surrounded by the CI phases as illustrated in Fig. 3(a).

The calculated values of $C_{ \pm}$in Fig. 3(b-c) for $h_{z}=0.2$, along the paths 1 and 2 in Fig. 3(a) further confirm our conclusions. Along path 1, both $C_{ \pm}$remain strictly quantized to $\pm 1$ until they simultaneously start an abrupt descent to $0 . C_{ \pm}$are seen to cross the values $\pm 0.5$ at about $W=5$, exactly where the annihilation is observed in Figs. 1 and 2. Along path 2, $C_{-}$remains quantized at -1 well after $C_{+}$started its descent to 0 , indicating indeed the crossing of a region with total Chern number -1 (also confirmed by a direct calculation of $C$ ). This also provides direct evidence that the spin-gap remains open when crossing the boundary between $C_{ \pm}= \pm 1$ and the CI phases, because its closing would have effected the quantization of both $C_{ \pm}$but in Fig. 3(c) $C_{-}$clearly remains quantized. A last remark here is that, since the CI phases are surrounded by $C=0$ phases, they are necessarily surrounded by a line of extended states as illustrated in Fig. 3(a).

## V. HORIZONTAL ZEEMAN FIELD

We now consider the horizontal Zeeman field. In Fig. 4 we have repeated the level statistics analysis discussed in the previous section, this time for $h_{x}=0.1$ and 0.2 . Examining Fig. 4, at smaller $W^{\prime} s$ we can again see regions


FIG. 4. Same as Fig. 1 but for horizontal Zeeman fields.


FIG. 5. Same as Fig. 2 but for horizontal Zeeman fields.
where the variance stays very close to 0.178 , and we still see these regions drifting towards each other. However, the variance is clearly seen to move away from 0.178 before the annihilation is complete (see panels a4-5 and b4-5). This is a first indication that the line of extended states is broken, which is also confirmed by the recursive Green's function analysis shown in Fig. 5. At $E=0$ for $h_{x}=0.1$ and 0.2 , in panels (b3) and (c3) where the annihilation more or less takes place, we see $\lambda_{E}(M) / M$ decreasing with $M$, indicating a finite localization length. Nevertheless, both Figs. 4 and 5 indicate that extended states are still present at lower $W$ 's. This is also evident in Fig. 2 of Ref. 11. For the lower $h_{x}=0.05$, the data clearly demonstrate that the extended states survive here all the way till the annihilation point.

The predicted phase diagram for large $h_{x}$ is illustrated in Fig. 6(a), together with computations of $C_{ \pm}$. To understand this diagram, it is useful to start from the one shown in Fig. 3(a) and consider a rotation of $\boldsymbol{h}$ from the $z$ to the $x$-direction. During this rotation, we expect the phase diagram to open at large $W$ 's and the CI phases to separate and to continuously reduce size. Since there is an abrupt simultaneous change in the quantized


FIG. 6. Same as Fig. 3 but for a horizontal Zeeman field. The solid lines in panel (a) harbor extended states. The dotted line is where the spin-gap closes.
$C_{ \pm}$along path 2 , we conclude that all that is left when the rotation is completed is a doubly-degenerate line of extended states, which terminates abruptly at a critical $W_{c}$ (which is possible if the line is doubly degenerate). For $W<W_{c}$, the mobility spin-gap stays open and the change in the quantized $C_{ \pm}$when moving along path 2 must be due to the closing of the mobility energy-gap. From Figs. 4 and 5, we know that the mobility energygap stays open when moving along path 1 , so the change in the quantized $C_{ \pm}$seen in Fig. 6(b) must be due to the closing of the mobility spin-gap. Therefore, as illustrated in Fig. 6(a), there must exist a line in the phase diagram where the mobility spin-gap closes, and this line together with the line of extended states completely encircle the region where $C_{ \pm}= \pm 1$. Our final note here is that the change in the quantized $C_{ \pm}$brings measurable physical effects even beyond $W_{c}$, where we can still see energy regions with very large localization lengths, levitating and annihilating each other, in stark contrast with what happens in trivial insulators, ${ }^{16,19}$ where the extended spectrum simply fades away when the disorder is increased.

## VI. SCALING ANALYSIS

According to the well-established one-parameter scaling theory, ${ }^{28,29}$ the normalized localization length can be fitted with a universal scaling function $\lambda_{E}(M) / M=$ $f(M / \xi)$, where $\xi$ is the localization length in the insulator region or the correlation length in the metallic region, in the thermodynamic limit. Indeed, we find that all the data in the insulator phase shown in Figs. 2 and 5 at energy $E=-1$ and $E=-2$ can be well fitted with a universal function, as shown in Fig. 7(a). For example, the resulting localization length $\xi$ for $h_{z}=0.1$ and $h_{x}=0.1$ at $E=-2$ is plotted as a function of disorder strength $W$ in Figs. 7(b,c), respectively. It is found that the $W$ dependence of $\xi$ can be better fitted with an exponential function ${ }^{35,36} \xi \propto e^{\alpha / \sqrt{W-W_{C}}}$ than a power law function, with $\alpha$ and $W_{c}$ as two fitting parameters. The critical disorder strength $W_{c}$ determined in this way for different parameter sets is indicated in Figs. 2 and 5.


FIG. 7. Scaling analysis with data in Figs. 2 and 5 at $E=-1$ and $E=-2$ for different parameter sets. (a) Logarithmic plot of renormalized localization length on the insulating side as a function of $\xi / M$, where $\xi$ is the localization length in the thermodynamic limit, as a scaling parameter. (b,c) Fitting of the localization length $\xi$ (solid symbols) with the exponential function $\xi \propto e^{\alpha / \sqrt{W-W_{C}}}$ (solid lines) for $h_{z}=0.1$ and $h_{z}=$ 0.1 , respectively, at $E=-2$. The fitting parameters are found to be (b) $W_{c}=3.19$ and $\alpha=6.38$, and (c) $W_{c}=3.12$ and $\alpha=6.25$.

## VII. SUMMARY

In summary, we used the spin-Chern numbers to predict the existence of robust bulk extended states in TIs with broken TRS and to map out the phase diagrams of the models. The predictions were well confirmed by the numerical computations of level statistics and localization lengths. Our study settles a long debated issue, namely, what protects the bulk extended states in TIs in the strong disorder regime. The answer is: topology alone. In contradistinction with the present common belief that the breaking of TRS in QSH systems will lead to the sudden and complete localization of the bulk states, we found that QSH systems with large Zeeman fields continue to display robust bulk extended states.
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## Appendix: Derivation of Inequality (5)

The following is a detailed presentation of how the inequality (5):
has been obtained. The derivation presented here follows the lines used in Ref. 37 for the analysis of the Chern invariant. For us, the starting point is:

$$
\begin{equation*}
\langle\boldsymbol{n}| i\left[\hat{\sigma}_{z}, P\right]|\boldsymbol{m}\rangle=\frac{1}{2 \pi} \oint_{\mathcal{C}}\langle\boldsymbol{n}| i\left[\hat{\sigma}_{z},(H-\zeta)^{-1}\right]|\boldsymbol{m}\rangle d \zeta . \tag{A.2}
\end{equation*}
$$

where we will later use the identity:

$$
\begin{equation*}
\left[\hat{\sigma}_{z},(H-\zeta)^{-1}\right]=(H-\zeta)^{-1}\left[\hat{\sigma}_{z}, H\right](H-\zeta)^{-1} \tag{A.3}
\end{equation*}
$$

We are interested in the case when $\left[\hat{\sigma}_{z}, H\right]$ is small. Although the above formulas contain this factor explicitly, before we can say that $\left[\hat{\sigma}_{z}, P\right]$ is small we must resolve the following issue: the Green's function $(H-\zeta)^{-1}$ diverges when $\zeta$ crosses the dense localized spectrum at $E_{F}$. This can be resolved if we look at the averaged $\left[\hat{\sigma}_{z}, H\right]$.

We will use the following localization estimate ${ }^{32}$

$$
\begin{equation*}
\left.\left.\mathbb{E}\left\{\left|\langle\boldsymbol{n}|(H-E)^{-1}\right| \boldsymbol{m}\right\rangle\right|^{s}\right\} \leq c_{s} e^{-s|\boldsymbol{n}-\boldsymbol{m}| / \lambda_{E}} \tag{A.4}
\end{equation*}
$$

where $s$ is any number strictly between 0 and 1 and $c_{s}$ is a generic constant. The constant $c_{s}$ diverges when $s \rightarrow 1$, which reflects the known fact that the averaged Green's function diverges when $E$ is inside the dense localized spectrum (this is not the case when the Green's function is taken to be a power $s$ with $s<1$ ). We have successively:

$$
\begin{align*}
& \frac{1}{2 \pi} \oint_{\mathcal{C}}\langle\boldsymbol{n}| i\left[\hat{\sigma}_{z},(H-\zeta)^{-1}\right]|\boldsymbol{m}\rangle d \zeta \\
= & \frac{1}{2 \pi} \oint_{\mathcal{C}}\langle\boldsymbol{n}| i\left[\hat{\sigma}_{z},(H-\zeta)^{-1}\right]|\boldsymbol{m}\rangle^{1-s / 2}  \tag{A.5}\\
& \times\langle\boldsymbol{n}| i\left[\hat{\sigma}_{z},(H-\zeta)^{-1}\right]|\boldsymbol{m}\rangle^{s / 2} d \zeta .
\end{align*}
$$

For the first term in the integrand we will use the bound:

$$
\begin{equation*}
\left.\left|\langle\boldsymbol{n}| i\left[\hat{\sigma}_{z},(H-\zeta)^{-1}\right]\right| \boldsymbol{m}\right\rangle\left.\right|^{1-s / 2}<\frac{1}{|\operatorname{Im} \zeta|^{1-s / 2}} \tag{A.6}
\end{equation*}
$$

The key here is that, although the right hand side diverges when $\zeta$ crosses the real axis, its integral is finite because of the power $1-s / 2$. For the second term we use Eq. A.3:

$$
\begin{gather*}
\langle\boldsymbol{n}| i\left[\hat{\sigma}_{z},(H-\zeta)^{-1}\right]|\boldsymbol{m}\rangle^{s / 2}= \\
\langle\boldsymbol{n}|(H-\zeta)^{-1}\left[\hat{\sigma}_{z}, H\right](H-\zeta)^{-1}|\boldsymbol{m}\rangle^{s / 2} \\
=\left[\sum_{\boldsymbol{k}, \boldsymbol{\delta}}\langle\boldsymbol{n}|(H-\zeta)^{-1}|\boldsymbol{k}\rangle\langle\boldsymbol{k}|\left[\hat{\sigma}_{z}, H\right]|\boldsymbol{k}+\boldsymbol{\delta}\rangle\right.  \tag{A.7}\\
\left.\times\langle\boldsymbol{k}+\boldsymbol{\delta}|(H-\zeta)^{-1}|\boldsymbol{m}\rangle\right]^{s / 2},
\end{gather*}
$$

where $\boldsymbol{k}+\boldsymbol{\delta}$ goes over the first nearest neighbors of $\boldsymbol{k}$ (thus $\boldsymbol{\delta}$ takes a finite number of values around the origin).

Using Eq. A. 4 and the fact that $\left|x_{1}+x_{2}+\ldots\right|^{s / 2} \leq$ $\left|x_{1}\right|^{s / 2}+\left|x_{2}\right|^{s / 2}+\ldots$, we can bound this term as:

$$
\begin{gather*}
\left.\left|\langle\boldsymbol{n}| i\left[\hat{\sigma}_{z},(H-\zeta)^{-1}\right]\right| \boldsymbol{m}\right\rangle\left.\right|^{s / 2} \\
\leq \frac{\left.\left.\hat{\sigma}_{z}, H\right]^{\frac{s}{2}} \sum_{\boldsymbol{k}, \boldsymbol{\delta}}\left|\langle\boldsymbol{n}|(H-\zeta)^{-1}\right| \boldsymbol{k}\right\rangle\left.\right|^{s / 2}}{\left.\times\left|\langle\boldsymbol{k}+\boldsymbol{\delta}|(H-\zeta)^{-1}\right| \boldsymbol{m}\right\rangle\left.\right|^{s / 2}} \tag{A.8}
\end{gather*}
$$

At this point we arrived at:

$$
\begin{gather*}
\left.\left|\langle\boldsymbol{n}| i\left[\hat{\sigma}_{z}, P\right]\right| \boldsymbol{m}\right\rangle \mid \\
\left.\leq \frac{1}{2 \pi} \oint_{\mathcal{C}}\left|\langle\boldsymbol{n}| i\left[\hat{\sigma}_{z},(H-\zeta)^{-1}\right]\right| \boldsymbol{m}\right\rangle\left.\right|^{1-s / 2} \\
\left.\times\left|\langle\boldsymbol{n}| i\left[\hat{\sigma}_{z},(H-\zeta)^{-1}\right]\right| \boldsymbol{m}\right\rangle\left.\right|^{s}|d \zeta|  \tag{A.9}\\
\leq \frac{\left[\hat{\sigma}_{z}, H\right]^{\frac{s}{2}}}{} \frac{1}{2 \pi} \oint_{\mathcal{C}} \sum_{\boldsymbol{k}, \boldsymbol{\delta}}\left|\left\langle\boldsymbol{n}(H-\zeta)^{-1} \mid \boldsymbol{k}\right\rangle\right|^{s / 2} \\
\left.\times\left|\langle\boldsymbol{k}+\boldsymbol{\delta}|(H-\zeta)^{-1}\right| \boldsymbol{m}\right\rangle\left.\right|^{s / 2} \frac{|d \zeta|}{\left.\operatorname{Im} \zeta\right|^{1-s / 2}} .
\end{gather*}
$$

We now take the expected value on both sides and use $\mathbb{E}\{X Y\} \leq\left[\mathbb{E}\left\{X^{2}\right\} \mathbb{E}\left\{Y^{2}\right\}\right]^{1 / 2}:$

$$
\begin{gather*}
\left.\left|\langle\boldsymbol{n}| i\left[\hat{\sigma}_{z}, P\right]\right| \boldsymbol{m}\right\rangle \left\lvert\, \leq \overline{\left[\hat{\sigma}_{z}, H\right]^{\frac{s}{2}}} \frac{1}{2 \pi} \oint_{\mathcal{C}} \frac{|d \zeta|}{|\operatorname{Im} \zeta|^{1-s / 2}} \sum_{\boldsymbol{k}, \boldsymbol{\delta}}\right. \\
\left.\left[\left.\mathbb{E}\left\{\left|\left\langle\boldsymbol{n}(H-\zeta)^{-1} \mid \boldsymbol{k}\right\rangle\right|^{s}\right\} \mathbb{E}\left\{\left|\langle\boldsymbol{k}+\boldsymbol{\delta}|(H-\zeta)^{-1}\right| \boldsymbol{m}\right\rangle\right|^{s}\right\}\right]^{1 / 2} \tag{A.10}
\end{gather*}
$$

and use the localization estimate Eq. A.4:

$$
\begin{align*}
& \ldots \leq c_{s} \overline{\left[\hat{\sigma}_{z}, H\right]^{\frac{s}{2}}} \frac{1}{2 \pi} \oint_{\mathcal{C}} \sum_{\boldsymbol{k}, \boldsymbol{\delta}} \\
& e^{-s(|\boldsymbol{n}-\boldsymbol{k}|+|\boldsymbol{k}+\boldsymbol{\delta}-\boldsymbol{m}|) / 2 \lambda_{\zeta}} \frac{|d \zeta|}{|\operatorname{Im} \zeta|^{1-s / 2}} . \tag{A.11}
\end{align*}
$$

The path $\mathcal{C}$ can be always chosen so that $\lambda_{\zeta}$ is maximum when $\zeta$ crosses the real axis at $E_{F}$, thus $\lambda_{\zeta} \leq \lambda_{E_{F}}$ so we can make the sum independent of $\zeta$ :

$$
\begin{align*}
\ldots & \leq c_{s}\left(\frac{1}{2 \pi} \oint_{\mathcal{C}} \frac{|d \zeta|}{\left.\operatorname{Im} \zeta\right|^{1-s / 2}}\right) \overline{\left[\hat{\sigma}_{z}, H\right]^{\frac{s}{2}}} \\
& \times \sum_{\boldsymbol{k}, \boldsymbol{\delta}} e^{-s(|\boldsymbol{n}-\boldsymbol{k}|+|\boldsymbol{k}+\boldsymbol{\delta}-\boldsymbol{m}|) / 2 \lambda_{E_{F}}} \\
& \leq c_{s}\left(\frac{1}{2 \pi} \oint_{\mathcal{C}} \frac{|d \zeta|}{\left.\operatorname{Im} \zeta\right|^{1-s / 2}}\right) \overline{\left[\hat{\sigma}_{z}, H\right]^{\frac{s}{2}}}  \tag{A.12}\\
& \times \sum_{\boldsymbol{k}, \boldsymbol{\delta}} e^{-s(|\boldsymbol{n}-\boldsymbol{k}|+|\boldsymbol{k}-\boldsymbol{m}|-|\boldsymbol{\delta}|) / 2 \lambda_{E_{F}}}
\end{align*}
$$

and at this point we use

$$
\begin{equation*}
|\boldsymbol{n}-\boldsymbol{k}|+|\boldsymbol{k}-\boldsymbol{m}| \leq \frac{1}{2}(|\boldsymbol{n}-\boldsymbol{m}|+|2 \boldsymbol{k}-\boldsymbol{n}-\boldsymbol{m}|) \tag{A.13}
\end{equation*}
$$

to conclude

$$
\begin{align*}
& \ldots \leq c_{s}\left(\frac{1}{2 \pi} \oint_{\mathcal{C}} \frac{|d \zeta|}{|\operatorname{Im} \zeta|^{1-s / 2}}\right)\left(\sum_{\delta} 1\right) \overline{\left[\hat{\sigma}_{z}, H\right]^{\frac{s}{2}}}  \tag{A.14}\\
& \times e^{-s(|\boldsymbol{n}-\boldsymbol{m}|+1) / 4 \lambda_{E_{F}}} \sum_{\boldsymbol{k}} e^{-s|2 \boldsymbol{k}-\boldsymbol{n}-\boldsymbol{m}| / 4 \lambda_{E_{F}}}
\end{align*}
$$

The last sum is independent of $\boldsymbol{n}$ and $\boldsymbol{m}$ and is proportional to $\lambda_{E_{F}}^{2}$. The round parentheses contain generic constants independent of $\lambda_{E_{F}}$ so we can absorb them into $c_{s}$ to finally obtain the desired bound:

$$
\begin{equation*}
\left.\mathbb{E}\left\{\left|\langle\boldsymbol{n}| i\left[\hat{\sigma}_{z}, P\right]\right| \boldsymbol{m}\right\rangle \mid\right\} \leq c_{s} \overline{\left.\hat{\sigma}_{z}, H\right]^{\frac{s}{2}}} \lambda_{E_{F}}^{s} e^{-s(|\boldsymbol{n}-\boldsymbol{m}|+1) / 4 \lambda_{E_{F}}}, \tag{A.15}
\end{equation*}
$$

where the extra 1 at the exponent becomes irrelevant in the asymptotic regime $|\boldsymbol{n}-\boldsymbol{m}| \gg 1$.

Same bound can be used for fluctuations since:

$$
\begin{array}{r}
\left.\left.\left.\mathbb{E}\left\{\left|\langle\boldsymbol{n}| i\left[\hat{\sigma}_{z}, P\right]\right| \boldsymbol{m}\right\rangle\right|^{2}\right\}-\mathbb{E}\left\{\left|\langle\boldsymbol{n}| i\left[\hat{\sigma}_{z}, P\right]\right| \boldsymbol{m}\right\rangle \mid\right\}^{2} \\
\left.\left.\leq\left.\mathbb{E}\left\{\left|\langle\boldsymbol{n}| i\left[\hat{\sigma}_{z}, P\right]\right| \boldsymbol{m}\right\rangle\right|^{2}\right\} \leq \mathbb{E}\left\{\left|\langle\boldsymbol{n}| i\left[\hat{\sigma}_{z}, P\right]\right| \boldsymbol{m}\right\rangle \mid\right\}, \tag{A.16}
\end{array}
$$
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