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The thermal conductance of interfaces plays a major role in defining the thermal properties of nanostruc-
tured materials in which heat transfer is predominantly phonon mediated. Ongoing research has improved the
understanding of factors which govern interfacial phonon transport, as well as the ability to predict thermal
interface conductance. However, despite this progress, the ability to control interface conductance remains a
major challenge. In this manuscript, we present a method to enhance and tune thermal interface conductance at
vibrationally mismatched solid-solid interfaces. Enhancement is achieved through the insertion of an interfacial
film with mediating vibrational properties, such that the vibrational mismatch at the interface is bridged, and
consequently, the total interface conductance is enhanced. This phenomena is explored using non-equilibrium
molecular dynamics simulations, where the effects of altering the interfacial film thickness, vibrational spec-
trum, and the temperature of the system are investigated. A systematic study of these pertinent design parameters
explores the ability to enhance and tune phonon transport at both ideal (sharp) and non-ideal (compositionally
disordered) interfaces. Results show that interface conductance can be broadly enhanced by up to 53% in com-
parison to the vibrationally mismatched baseline interface. Additionally, we find that compositional disorder at
an interface does not imply a deterministic change in interface conductance, but instead, that the influence of
compositional disorder depends on the characteristics of the disordered region itself. These results, in contrast
to macroscopic thermal transport theory, imply that it is possible to increase thermal conductance associated
with interface scattering by adding more material along the direction of heat flux.

PACS numbers: PACS numbers: 68.35.Ja, 63.22.-m,68.60.Dv,44.10.+i
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I. INTRODUCTION

Solid-solid interfaces are ubiquitous features found in all micro and nanostructures. However, in the context of phonon-
dominated thermal transport, an interface presents an added site for phonon scattering and impedes the propagation of thermal
energy.1 This scattering is quantified in terms of a thermal interface conductance (hBD), which poses a number of challenges in
managing thermal properties and dissipating excess thermal energy on the micro and nanoscale. Thermal interface conductance
is defined as:

hBD =
q

∆T
=

1

RBD
, (1)

where q is the applied heat flux, ∆T is the temperature drop due to the presence of an interface, andRBD is an equivalent thermal
resistance. The fact that hBD has become the limiting thermal conductance (dominant thermal resistance) in a wide range of
nanostructures has been extensively documented in the literature.2

Interface conductance has been the subject of numerous studies with the objectives of better understanding and predicting
interfacial thermal transport when phonons are the dominant energy carriers.2 A major motivation for studying hBD stems
from its governing role in determining both thermophysical and interdependent functional properties (i.e., electrical, optical,
magnetic) in technologically relevant nanostructures. For example, hBD impacts the properties of superlattice structures,3–5

including those used in semiconductor lasers,6,7 light emitting diodes (LEDs),8 and other optoelectronics.9,10 A growing body
of literature has also identified hBD as a critical factor in the design of thermal interface materials,11 thermoelectrics,12 phase
change memory,13,14 superconducting thin films,15 and various nanoelectronic cooling applications.16 However, despite progress
in understanding and predicting interfacial phonon thermal transport, the ability to control (greatly enhance and/or tune) hBD

remains a major challenge.17

To address this challenge, we present a method by which interfacial phonon thermal transport may be enhanced and tuned
using a vibrational bridge. Specifically, we investigate an interfacial film, inserted into the interface, with mediating vibrational
properties. Our findings indicate that selective design of the interfacial film to function as a vibrational bridge can reduce
the effective ∆T across an interface structure, and therefore enhance hBD. In this manuscript, we present the results of a
systematic and comprehensive parametric study, performed using non-equilibrium molecular dynamics (NEMD) simulations.
Furthermore, we investigate the phenomenon of enhancement of hBD at both ideal (sharp) and non-ideal (compositionally
disordered) interfaces.

The remainder of this paper is organized as follows: section II describes the method for enhancing hBD and the interfacial film
properties evaluated in the parametric study. Section III presents the details of the NEMD approach. In order to isolate the effects
of vibrational mismatch and interface microstructure, we first investigate the enhancement of hBD at ideal (sharp) interfaces, and
results are reported in Section IV. The parametric study is revisited in Section V along with consideration of non-ideal interface
structures, characterized by compositional disorder. In Section VI, we provide concluding remarks and discuss the implications
of the achieved enhancement of hBD in the context of interfacial thermal transport theory.

II. ENHANCEMENT METHODOLOGY

A. Baseline Interface Structure

Throughout this study, all model materials have the face-centred cubic (fcc) structure. Vibrational properties of the modeled
materials are controlled by altering the atomic mass, where the mass ratio Rx,y between two materials comprising an interface
is defined as

Rx,y =
my

mx.
(2)

This technique has been frequently used in molecular dynamics (MD) studies of phonon thermal transport.18–23 Furthermore, it
has been shown that the impact of cross-species interactions are more strongly governed by mass differences than by differences
in bonding.24 A baseline interface is constructed between two materials, A and B, which have an atomic mass of 40 and 120
atomic mass units (amu) respectively, and thus R = 3. This mass ratio is representative of several technologically relevant
materials, including Si/Ge (2.6) and diamond/Si (2.3).

As a result of the A:B mass mismatch, the maximum phonon frequency (cutoff frequency) and distribution of phonon modes
in materials A and B differ greatly. Figure 1 shows the phonon density of states (DOS) and dispersion in the direction perpen-
dicular to the interface calculated via harmonic lattice dynamics25 using the interatomic potential and parameters implemented
in all NEMD simulations (see Section III). The difference in cutoff frequencies limits elastic (frequency conserving) scattering
channels across the interface. In order for the energy associated with phonons whose frequencies are greater than ωB,cut (the
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FIG. 1. (Color online) Phonon dispersion in the [100] direction and DOS of materials A and B calculated using harmonic lattice dynamics.
The difference in cut-off frequencies is shown with respect to both the dispersion relationship and DOS. The red region demonstrates the
vibrational mismatch and shows the density of phonon states in material A which do not exist in material B.

maximum phonon frequency in material B) to traverse the interface, the phonons must scatter inelastically. As a result, with
increasing vibrational mismatch, hBD is expected to decrease.26,27

B. Interfacial Film Properties

The vibrationally mismatched and sharp A:B interface serves as the baseline interface. The proposed method for enhancing
hBD seeks to bridge the vibrational mismatch at the A:B interface via an interfacial film (material C) with mediating vibrational
properties (see Fig. 2). We hypothesize that the overall temperature drop across the entire interfacial region, now including a
sandwiched film of material C, may be decreased, resulting in an effective increase in hBD. This hypothesis may appear counter-
intuitive on several points. Most notably, the temperature drop across a lengthier interface structure under an applied heat flux
would traditionally be expected to increase, reflecting an increase in the total thermal resistance of the structure. Moreover, the
insertion of additional interfaces typically causes an increase in thermal resistance.3,28 However, results in this study indicate
that the added temperature drop due to diffusive thermal transport through the additional interfacial film material can be more
than offset by the reduction in the temperature drop across the two newly formed interfaces.

Thermal transport properties of the interfacial film are expected to vary between two limits. In the limit as the interfacial film
thickness approaches zero, the film is strongly influenced by confinement and interactions with the adjacent materials. As the
interfacial film thickness increases, the enhancing interface structure transitions to that containing two independent interfaces,
one between material A and C, and another between C and B, separated by an extended region of diffusive thermal transport
through material C. In between these limits, there exists a number of complex interactions governing phonon thermal transport
and scattering, where the wave nature of phonon transport is important due to the confined nature of the interfacial film and
proximity of the two newly formed interfaces. With increasing film thickness, the combined conductance due to diffusive
thermal transport through the interfacial film, in addition to the conductance at the two interfaces, is expected to fall below that
of the baseline interface. As a result, the phonon mean-free-path (MFP) and thermal conductivity (k) of the interfacial film
composed of material C are expected to strongly influence the critical thickness at which the interfacial film no longer enhances,
but infact reduces, hBD.

C. Parametric Study

We perform a systematic study of the dependence of hBD on the thickness and vibrational spectrum (via the mass) of the
interfacial film. Initially, hBD is determined for the baseline interface between materials A and B. Subsequently, an interfacial
film (material C) is inserted between the materials comprising the baseline interface and varied in thickness from 2 conventional
unit cells (UC) to 16 UC in 2 UC increments. For each of the eight values of thickness, the vibrational properties of the interfacial
film are systematically varied by changing the mass of atoms in the film between the values of 40 and 120 amu (the mass of
atoms A and B), in 10 amu increments.

In addition to the simultaneous variation of these two factors, we also repeat the study at 10% and 50% of the crystal melting
temperature (Tm). This upper limit is expected to bound the temperature range wherein the maximum enhancement of hBD can
be realized based on preliminary simulations and the following reasoning. Above 0.5 Tm, the thermal conductivities of material
A and B are sufficiently low to ensure that the A:B interface is no longer the dominant factor limiting conductance of the sample
structure considered in this work.
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III. COMPUTATIONAL SETUP IN MD SIMULATIONS

The Lennard-Jones (LJ) potential is used to describe all interatomic interactions. While it cannot provide an adequate quan-
titative description of real materials except for systems composed of nonpolar molecules or noble gas atoms, the LJ potential is
both computationally inexpensive and captures the general essence of anharmonic effects which govern scattering and thermal
properties in the classical regime. As a result, many simulations have turned to this potential when investigating general effects
in phonon thermal transport, rather than trying to recreate a specific material system.20–22,29–35

The LJ potential with a cutoff distance of 2.5σ is defined as,

Φ(rij) =

 4ε

[(
σ
rij

)12
−
(
σ
rij

)6]
rij < 2.5σ

0 rij ≥ 2.5σ
, (3)

where σ is the distance at which potential energy is zero, ε is the depth of the potential well which is related to the strength
of bonding, and rij is the separation between atoms i and j. The potential parameters used in this study are σ = 3.37 Ȧ and
ε = 0.0503 eV. A cut off distance of 2.5σ was used in all simulations, beyond which atomic interactions are ignored.36 A time
step of 2 femtoseconds was used in all MD simulations which was sufficient to ensure energy conservation in all simulations.

In the subsequent discussion, temperature and thermal conductivity values are presented in reduced LJ units defined as shown
in Table I with a reference mass m of 40 amu. Below, the asterisk will be dropped, and each of these quantities will be
presented in reduced units unless otherwise stated. As a point of reference, the melting temperature of the LJ materials in this
study correspond to a reduced temperature of ≈ 0.5.21 Therefore, the two temperatures explored in this study, 0.1 and 0.5 Tm,
correspond to reduced temperatures of about 0.05 and 0.25, respectively. Similarly, hBD is presented in a normalized form
with respect to the baseline hBD value at either 0.1 or 0.5 Tm. The absolute values of hBD in this study are not immediately
transferable to any real material system. Instead, normalization provides a self-consistent framework to examine the relative
change in hBD throughout the parametric study.

A. Computational Domains

In all simulations, the computational domains contain 11,520 atoms and are 6 x 6 x 80 UC in the x, y, and z dimensions
(31.62 Ȧ x 31.62 Ȧ x 421.6 Ȧ). To investigate the hypothesis outlined in Section II B, two crystals (A and B) are joined to form
an interface with a square cross section (dimensions along the x-axis and y-axis) oriented such that the [100] crystallographic
direction is extended along the z-axis. The resulting interface serves as the baseline interface and is shown in Fig. 2a.

An interfacial film is then inserted whose atomic mass and thickness are systematically varied. The length of material A and B
in the z direction is reduced in equal amounts as the thickness of the interfacial film increases. In this manner, the total length of
the computational domains along the z-axis remains fixed at 80 UCs for all simulations in this study. An example of an enhanced
interface structure is shown in Fig. 2b. In each computational domain, the dark red atoms indicate the hot bath and the dark
blue atoms indicate the cold bath, through which energy is added and removed from the computational domain respectively. The
black atoms serve as a rigid wall boundary. The 80 UC dimension along the z-axis adds considerably to the computation costs
of the parametric study and is comparatively large for the study of hBD via LJ crystals. However, this domain length is chosen to
ensure that even at the maximum interfacial film thickness (16 UC), the remaining portions of material A and B along the z-axis
(27 UC each) are still generously outside the regime wherein size effects and the presence of baths would influence measured
hBD values. Size effects are discussed further in Section III C.

B. Non-equilibrium Configuration

Initially, the system was equilibrated at a predefined temperature (either 0.1 or 0.5 Tm) and zero pressure maintained by a
Berendsen barostat.37 During the initial equilibration and subsequent NEMD simulations, periodic boundary conditions were

TABLE I. Nondimensionlization Equations

Temperature T ∗ = T
kB
ε

Thermal Conductivity k∗ = k

√
m

ε
· σ

2

kB
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FIG. 2. (Color online) Schematic of computational domains representing (a) the baseline interface structure and (b) the enhanced interface
structure with a 8 UC thick interfacial film.

applied in the x and y dimensions. Once equilibration was complete, an NEMD routine was implemented in order to establish a
temperature gradient within the system. The addition of energy to (or removal from) the baths at either end of the computational
domain was performed in a similar fashion to the procedure outlined in Ref. [ 38] for energy exchange between electronic and
lattice systems in simulations of short pulse laser heating of metals. This routine slightly alters the forces acting on an atom,
depending on the amount of energy to be added or removed. The total force acting on atom i is given by

Fi,total = Fi + ξmiv
T
i , (4)

wheremi is the mass of the atom, vTi is the thermal velocity of the atom, and ξ is a scaling factor. This scaling factor is expressed
as

ξ = q
1

2KT
=

∆E

2∆tKT
, (5)

where ∆t is the time step used in the MD integration of the equations of motion, ∆E is the amount of energy to be added to or
removed from the bath per time step, and KT is the total thermal kinetic energy of the bath. A constant thermal flux of 0.285
GWm−2 was added to the hot bath and removed from the cold bath at every time step during NEMD simulation. To ensure the
bath regions were not perturbed far from equilibrium, they were sized such that the energy added to or removed from the baths in
one time-step was less than 1% of the bath kinetic energy. In all simulations, 8 monolayers per bath were sufficient to satisfy this
constraint. This constant-energy approach was preferred over maintaining the baths at constant temperatures because the applied
heat flux was exactly known and not subject to fluctuations. Simulations ran for 6 million time steps for a total simulation time
of 12 nanoseconds.

During non-equilibrium heating, the system was divided into 80 equally sized slices along the z-axis in order to calculate a
spatial temperature profile. The temperature of each of these slices was determined using the relationship

3

2
NP kBTP =

NP∑
i=1

1

2
mi

(
vTi
)2
, (6)

where NP is the number of atoms in a particular slice P , and kB is Boltzmann’s constant. Each slice contained 144 atoms.
Linear least-squares fits (LLSFs) of selected temperature slices versus simulation time were made for discrete time intervals
during the simulation. The slopes of these LLSFs were used to monitor the establishment of a steady-state regime, as indicated
by convergence of the slope to values oscillating around zero.

Once in a steady-state regime, the time-averaged temperature of each slice was calculated and a LLSF was applied to calculate
the spatial temperature gradient in each material. In theory, researchers calculate hBD using Eq. 1 by evaluating ∆T at the
interface from the difference of the LLSFs in each material. In practice, however, a variety of techniques have been adopted
in choosing the regions included in the LLSF and the offset from the interface over which ∆T is defined. The first few slices
near baths and interfaces are frequently ignored due to non-linear behavior in these regions. As a result, the absolute values of
∆T and thus hBD are not generally comparable between NEMD studies. In this study, we make an effort to define ∆T in a
self-consistent manner, where the slices to be ignored in the LLSF are determined by considering the spatial temperature gradient
(thermal conductivity) given by each LLSF with respect to known bulk thermal conductivities calculated from an independent
set of simulations. This simultaneously enforces two best practices. First, the leads of material A and B in the z direction are
long enough to return bulk thermal conductivity values, such that size effects are negligible, and second, the temperature gradient
is linear (i.e., a reasonable flux is chosen and Fourier’s law is applicable).

This approach is outlined in Fig. 3(a) and 3(b), where the same offset from the interface, shown by the hatched regions,
was considered across the parametric study for varying interfacial film thicknesses to ensure that ∆T was evaluated in a self-
consistent manner. Figure 3(c) shows the bulk thermal conductivities of materials A and B at 10 temperatures ranging from 0.06
to 0.5 Tm calculated via additional NEMD simulations where the computational domain (6 x 6 x 80 UC) is composed entirely of



6

In
te
rf
ac
ia
lF
ilm

Material A Material BT
em

pe
ra
tu
re

T
em

pe
ra
tu
re

z

x
y

Position Z-Axis

(a)

W
al
la
nd

B
at
h

W
al
la
nd

B
at
h

W
al
la
nd

B
at
h

W
al
la
nd

B
at
h

Baseline
Interface

(c)

(b)

0 0.1 0.2 0.3
0

50

100

150

200

250

300

350

400

Reduced Temperature

R
ed
uc
ed

T
he
rm
al
C
on
du
ct
iv
ity

FIG. 3. (Color online) Schematics of the computational domain and geometric definition of ∆T = T2 − T1 at (a) baseline and (b) enhanced
interface structures. The hatched regions are excluded from the LLSFs to ensure that non-linear effects near the interface and baths are not
considered in the LLSFs. (c) Thermal conductivity is plotted versus reduced temperature from 6% to 50% of Tm. The thermal conductivities
from a subset of the LLSFs used to determine hBD throughout the study are compared to the bulk thermal conductivities predicted from
additional MD simulations. The average temperatures over which the LLSFs are fit in each material are shown to provide a measure of the
temperature drop, ∆(T ) = (T2) − (T1), over the computational domain.

material A or B. Each bulk thermal conductivity value in Fig. 3(c) was calculated from a set of five independent simulations, and
error bars represent± one standard deviation (std). The thermal conductivities exhibit an approximately T−1 trend characteristic
of Umklapp phonon-phonon scattering. The thermal conductivity values deduced from the slopes of the LLSF obtained in some
of the calculations of hBD are also plotted and agree well with the bulk values of thermal conductivity. From the LLSF of the
spatial temperature gradient, an effective temperature drop across the entire interface structure was determined and interface
conductance was calculated using Eq. 1.

Three raw temperature profiles drawn from the 0.1 Tm study are shown in Fig. 4, including (a) the baseline interface, (b)
an enhanced, sharp, interface, and (c) an enhanced, compositionally disordered, interface. Solid black lines show the LLSF in
each material. Note that the fits in (b) and (c) are each offset 3 additional UCs from the middle of the computational domain
to account for the added 6 UC interfacial film. Therefore, the temperature drop across the inner edge of each LLSF in (b) and
(c) extends over a lengthier distance including the material forming the interfacial film. Compositional disorder causes a more
gradual temperature drop near the interface, as compared to the abrupt temperature drops seen at the sharp interfaces in (a) and
(b).
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FIG. 4. (Color online) Raw temperature profiles at 0.1 Tm, (a) baseline interface, (b) sharp, 6 UC thick interfacial film with atomic mass of 80
amu, and (c) medium disorder, 6 UC thick interfacial film with atomic mass of 80 amu. Solid black lines show the LLSF in each material.
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C. Finite Size Effects

If the dimensions of the computational domains are too small, confinement can significantly alter the phonon properties of
the system and any trends assessed from MD simulations.39 As a result, size effects were investigated by two methods at 0.1 Tm
where any size effects should be most pronounced due to longer phonon MFPs. First, several domain sizes were investigated to
confirm that pertinent phonon properties are independent of the system size. The results are shown in Fig. 5 which plots hBD

from 5 independent simulations of (a) varying domain lengths and (b) cross section widths. Baseline interface simulations down
to 40 UC in length along the z axis repeatedly produced hBD values which fell within the uncertainty of those determined from
the 80 UC domain, as shown in Fig. 5. Similar tests of varying cross sections at 0.1 Tm (80 UC along z axis) demonstrated that
the 6x6 UC domains were sufficient to ensure size independent results. The 4x4 domain showed significant non-linear deviations
in the thermal conductivity near the baths, while the 2x2 domains are clearly impacted by size effects.

Second, the occupied phonon DOS were calculated and are shown in Fig. 6 for the x, y, and z directions at both 0.1 and
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FIG. 6. (Color online) Plots of occupied DOS calculated for material B for each principal direction of the sample at 0.1 Tm and 0.5 Tm. The
isotropic nature of the DOS in each direction indicates that phonon modes are not suppressed due to size effects.

0.5 Tm for material B, as it contains more low frequency, long wavelength modes. The DOS is measured from a homogenous
domain of material B which is 6 x 6 x 80 UC. In principle, the phonon DOS is calculated by taking the Fourier transform of the
velocity autocorrelation function of an ensemble of atoms located in each crystal. In practice, however, the DOS is commonly
estimated from the power spectral density. In order to calculate the power spectral density, the velocities of 100 atoms of the
same material are stored during each time step of the simulation to provide a time series which spans 36,864 time steps. The
power spectral density is then computed using a Welch function with eight 50% overlapping time series each containing 8192
points.40 After multiplying each time series by a corresponding Hamming window, the fast Fourier transform is computed and
the times series are ensemble averaged to provide the final estimation of the occupied phonon DOS.

In Fig. 6, the phonon DOS in each of the three directions are indistinguishable. Throughout the parametric study, the
computational domains are only 6 UC in the x and y dimensions, while the A and B crystals are considerably longer (27 UC
in the shortest case in this study). The lack of distinct features in the DOS between the three directions indicates that 6 UC
dimensions are large enough to produce the bulk phonon properties which contribute substantially to thermal transport at these
temperatures. Additionally, the cutoff frequencies of both materials agree with those predicted by harmonic lattice dynamics
presented in Fig. 1. At higher temperatures, there is also a distinct broadening of the DOS associated with anharmonic effects,
which dampen the phonon modes and cause a shift to lower frequencies.41

IV. ENHANCEMENT AT SHARP INTERFACES

The results of the parametric study at 0.1 and 0.5 Tm are shown in Fig. 7(a) and (b) respectively. The contour plots are
constructed by interpolation of a grid of data points obtained in simulations performed with different values of interfacial film
thickness and atomic mass. To assess the repeatability of the results, 5 independent simulations were performed for each
parametric combination in the study. The resulting mean and standard deviation values are tabulated in Table III in the Appendix.

A. Low Temperature (10% of Melting Temperature)

In the lower temperature study, the boundary cases of 40 amu and 120 amu interfacial films at each thickness are closely
related to the baseline interface. In these cases, the interfacial film is composed of entirely material A or B. These boundary
cases were included to serve as a connection between the enhanced and baseline interface structures. They return nearly the
baseline hBD value (1.0) providing added validity to the sharp jump in hBD exhibited between the 40 and 50 amu as well as the
110 and 120 amu cases. The departure from hBD = 1.0 with increasing interfacial film thickness at mass values of 40 and 120
amu is due to the additional length of higher (material A, 40 amu) or lower (material B, 120 amu) thermal conductivity material
contributed by the interfacial film, whereas in the baseline case, equal amounts of both materials exist symmetrically about the
interface (see Fig. 2).

Compared to the baseline hBD value, varying degrees of enhancement are seen across all interfacial film thicknesses at 0.1 Tm.
A maximum enhancement of approximately 23% is realized when the interfacial film mass approaches the average of the masses
of material A and B. Moreover, the degree of enhancement exhibits a repeatable and symmetric dependence on the interfacial
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FIG. 7. Contour plot of hBD values for varying interfacial film thickness and mass values. (a) Results of the 0.1 Tm study, which shows
enhancement of hBD of up to 23 % and a nearly symmetric dependence on interfacial film mass. (b) Results of the 0.5 Tm study, for which
enhancement of hBD is found to be minimal and only for interfacial film thicknesses < 4 UC.

film mass (i.e., vibrational properties). The symmetric and inverse parabolic dependence on mass alludes to tunability. In so
much as the vibrational properties of the interfacial film can be chosen, the enhanced structure can be tuned to exhibit certain
degrees of enhancement.

There is only a weak dependence on the interfacial film thickness, which is attributed to the comparatively large MFP and
resulting thermal conductivity of the three materials at 0.1 Tm. The relatively high thermal conductivity of material C requires
a very thick interfacial film before the effects of diffusive thermal transport outweigh the benefits of the vibrational bridge and
reduced temperature drop across the two interfaces.

B. High Temperature (50% of Melting Temperature)

The results of the higher temperature study are summarized in Fig. 7b. In the case of the thinnest interfacial film (2 UC), the
enhancement of hBD is minimal (< 5% at best). The reduction in hBD with increasing interfacial film thickness indicates the
dominance of diffusive thermal transport in the interfacial film and reduction in the phonon MFP at higher temperatures. It is
apparent that the reduction in thermal conductivity and phonon MFP limit the benefits offered by the vibrational bridge in the
form of the interfacial film.

As shown in Fig. 3c, thermal conductivity of the simulated materials is nearly an order of magnitude lower at 0.5 Tm than at
0.1 Tm, which corresponds to a nearly equal reduction in the phonon MFP. Using kinetic gas theory, thermal conductivity can
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be expressed as

k =
1

3
cvvl, (7)

where cv is volumetric heat capacity, v is the phonon group velocity, and l is the phonon MFP. The reduction in k and associated
change in MFP can be better understood by examining each component in Equation 7.

In a classical and harmonic system, the kinetic and potential energies associated with each degree of freedom are making
the same contribution of 1/2kB to the heat capacity of the system. Therefore, in a three dimensional system, cv = 3NkBρ,
where N is Avagadros number, and ρ is molar density. The equipartition between kinetic and potential energies is not exact
for systems described by anharmonic interatomic potentials and the deviation from the harmonic approximation is increasing
with increasing temperature. However, the anharmonic effects on heat capacity are generally small,41 and decrease the heat
capacity only minimally with increasing temperature in FCC LJ crystals. MD studies have showed that cv at 50% of the melt
temperature is ≈ 95% of the classical and harmonic prediction.42 Therefore, at 0.5 Tm, the heat capacity cannot account for the
large change in k. Similarly, any change in group velocity would be evident in the fully anharmonic dispersion relation calculated
directly from the MD simulations43,44 and shown in Fig. 8 along with the harmonic dispersion relation25 for comparison. The
primary anharmonic effect is a reduction (scaling) of the dispersion curves while the curvature remains almost the same. Because
phonon group velocity is derived from the slope of the dispersion curves, anharmonicity has a negligible impact on phonon group
velocity.

Finally, the half an order of magnitude reduction in k can be attributed directly to the reduction in the phonon MFP. The
shorter MFP indicates a drastic increase in phonon-phonon scattering rates, which indicates that phonon thermal transport
becomes limited due to the shorter intrinsic MFP. Any enhancement from mediating vibrational properties of an interfacial film
at 0.5 Tm are outweighed by the increased frequency of Umklapp phonon-phonon scattering.

It is worthwhile to summarize the implications of the enhancement of hBD in this parametric study. The ability to enhance
hBD indicates that for a fixed heat flux and length of materials A and B along the direction of applied heat flux, the temperature
drop across a lengthier sandwich structure of materials A and B with an interfacial film in between can be lower. This salient
result implies, in contrast to macroscopic thermal transport theory, that the addition of more material forming a vibrational bridge
can reduce thermal resistance associated with an interface.

C. Phonon Properties of Enhanced Interface Structures

The substantial enhancement of hBD shown at 0.1 Tm may be better understood by examining the occupied phonon DOS
measured directly from the MD simulations. Figure 9a shows the bulk occupied DOS for material A and B at 0.1 Tm along with
the overlap between them. Subsequently, the DOS is independently resolved in the x, y, and z directions for the 72 atoms of
material A and B which reside in the monolayers on either side of the baseline interface. In comparison to the bulk occupied
DOS, this resolution of directionally dependent and local occupied DOS demonstrates that the phonon properties are perturbed
in the monolayers near to the interface. In Fig. 9b, only the occupied DOS in the z direction are shown for clarity. The DOS
in these monolayers show a massive redistribution of modes, due to the presence of the interface and interactions beyond first
nearest neighbor (NN) atoms including those residing in the adjacent (dissimilar) material. The redistribution of phonon modes
in the monolayers adjacent to the interface is evidence of the existence of an interfacial transition layer. Such a layer has been
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FIG. 9. (Color online) (a) Bulk and isotropic occupied DOS for material A (40 amu) and material B (120 amu). The shaded region outlines
the overlap between the bulk DOS. (b) Occupied DOS along the z-axis calculated from monolayers containing 72 atoms of material A and B
which reside on either side of the sharp baseline interface.

shown to perturb the local vibrational properties adjacent to an interface, giving rise to intrinsic resonant modes45 and enhanced
phonon transmission.46,47 This results in a DOS overlap at the interface spanning a much larger range of frequencies than is
predicted using bulk phonon properties. Similar restructuring of phonon properties near an interface and the impact on hBD

have been shown in MD studies of solid-liquid interfaces.48

Due to the confined nature of the thinnest interfacial films, as well as the perturbation to phonon properties near each inter-
face, the wave nature of phonons becomes important to consider. Coherent effects and phonon interference arising from these
mechanisms are difficult to quantitatively assess using an a priori analytical expression. Instead, we examine the occupied,
directionally dependent, and monolayer resolved DOS for the enhanced interface structures to gain insight into the phonon
properties at the interface which give rise to the enhancement of hBD.

For example, enhancement of hBD in the presence of the interfacial film can be understood by examining the spatially resolved
DOS in the monolayers adjacent to the A:C interface for the most enhancing structure (8 UC thick, 80 amu interfacial film) at 0.1
Tm. The DOS in the z-direction adjacent to both the A:B (baseline) and A:C interface are plotted in Fig. 10a. The added overlap
in DOS at the A:C interface is shown as a hatched region. The added overlap (increased density) of phonon modes between 1.5
and 4 THz increases elastic scattering channels and therefore phonon transmission at the interface.

In the context of thermal transport, this alteration to DOS, especially along the direction of thermal flux, lends insight into
the enhancement of hBD achieved with an interfacial film. The perturbation to the local DOS can be optimized to spread the
difference in vibrational properties, which formerly occurred at a single interface (plane), across a few monolayers near the
interface, over which phonon DOS and dispersion are perturbed. For phonons to scatter, they must coincide in both space and
time. By inserting an interfacial film with mediating vibrational properties, this spatial constraint is relaxed and phonons have
added volume (two interfaces) over which frequency up- or down-conversion may occur. A functionally-graded phonon DOS is
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FIG. 10. (Color online) (a) DOS along the z-axis calculated from monolayers containing 72 atoms of material A and C in the enhanced (8
UC, 80 amu) interface (dashed lines) in comparison to the baseline interface. The added overlap in the DOS is shown by the hatched region.
(b) Integrated difference in the DOS area at each of the A:C and C:B interfaces for the 8 UC thickness interfacial film and varying mass
values. The metric displays the tradeoffs in spreading the vibrational mismatch, which formerly occurs at a single interface, between the two
new interfaces. An optimal value of the interfacial mass (80 amu) is observed, reflecting a maximum in the combined DOS overlap of both
interfaces.

therefore created across the interfacial region by adding an interfacial film, which is better vibrationally matched to materials A
and B than materials A and B are to one another.

To quantitatively assess the degree of overlap and conditions for optimal enhancement, we calculate the absolute value of the
difference in DOS of the monolayers adjacent to each interface (A:C and C:B), and integrate the resulting area

DOS Overlap Areax,y =

∫
|DOSx(ω)−DOSy(ω)| dω. (8)

This metric is shown for the 8 UC thick, 80 amu, interfacial film at 0.1 Tm in Fig. 10b. In the case of a 40 amu interfacial film
mass, the A:C interface is nearly perfectly matched, with the direct result that the C:B interface exhibits a maximum vibrational
mismatch. The converse is true in the case of the 120 amu interfacial film mass. By assessing the sum of the integrated area
associated with both the A:C and C:B interface, a trade-off is found where the vibrational mismatch is optimally distributed
between the two interfaces. The inverse parabolic trend of the total area curve in Fig. 10b closely resembles the functional
dependence of hBD on interfacial mass, as shown in Fig. 7a. This provides further evidence that the functionally graded phonon
DOS in the interfacial film can be optimized to bridge the mismatch in phonon properties at the baseline interface.
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V. ENHANCEMENT AT COMPOSITIONALLY DISORDERED INTERFACES

Having investigated sharp interfaces, we also consider whether or not similar enhancement of hBD can be realized at non-ideal
interfaces characterized by compositional disorder. To evaluate the role of compositional disorder at interfaces, each of the sharp
A:C and C:B interfaces in the domains were modified in the following manner. Atomic mixing was introduced by statistically
describing the distribution of atom type over a finite distance (± z) from the location of each sharp interface (A:C and C:B). A
series of bounded univariate probability distribution functions were used to model atomic mixing which provide control over
the spatial extent and composition gradient in the mixing layer. A log-ratio Laplace distribution was selected for this study
because it provides a closed interval space which does not extend to ± ∞. Additionally, the shape of this distribution function
is characteristic of many composition profiles obtained for AES and XPS line scans across interfaces where hBD has also been
experimentally measured.49

To construct the distribution function, a log transformation is used to transform a domain variable y with unbounded limits
(−∞ < y <∞) to a new domain, x, bounded between lower and upper limits ηL and ηU (ηL < x < ηU ), where

y = ln

(
x− ηL
ηU − x

)
. (9)

The new transformed variable serves as the input to the standard Laplace distribution function H(x),50,51

H(x) =


1

2
exp

(
x− β
α

)
if x ≤ β

1− 1

2
exp

(
−x− β

α

)
if β ≤ x

, (10)

where β is a location parameter (−∞ < β <∞), and α is a scale parameter (α > 0). Plots of the Log-Ratio Laplace distribution
function for several values of α are shown in Fig. 11(a). The β parameter was set equal to zero throughout this study which
ensures that the distribution function evaluates to 0.5 at the midpoint of the mixing layer (x = 0 in Fig. 11(a)).

Atomic mixing at each interface was introduced using the distribution function to describe the probability that an atomic site
is occupied by a particular atom type, with ±η equal to the number of unit cells perpendicular to the interface where the mixing
layer was bounded. A schematic demonstrating the probability of each atom type across a compositionally disordered interfacial
film structure is shown in Fig. 11(b). Three non-ideal interface structures were studied which are referenced with regard to their
degree of compositional disorder as low, medium, and high. The constructed computational domains are shown in Fig. 12 for
two different interfacial film thicknesses. The corresponding parameters and metrics of disorder are provided in Table II for
each structure. The percent misplaced atoms quantifies the number of “wrong” atoms on atomic sites with respect to the sharp
structures in the volume extending ±η UC from the A:C and C:B interfaces.

To ensure that each interface structure was evaluated in a self-consistent manner, the same arrangement of atoms in the compo-
sitionally disordered regions was used for varying thicknesses of the interfacial film for a given degree of order. The parametric
study described previously was repeated for these compositionally disordered domains, and three independent simulations were
performed across the parametric study to assess the repeatability of results.

TABLE II. Compositional Disorder Modeling Parameters

disorder α η (UC) percent misplaced atoms
low 0.2 2 0.8%

medium 0.5 2 5.5%

high 0.5 3 9.3%

A. Low Temperature (10% of Melt Temperature)

Results at 0.1 Tm show a stronger degree of hBD enhancement in both the low and medium disorder cases in comparison
to the sharp interface results in Section IV. The greatest degree of enhancement is found in the medium disorder case which
approaches 53% for the 2 UC thick interfacial film over the baseline interface, which is an additional 30% improvement over the
comparable sharp interface. The 4 and 6 UC interfacial films show similar enhancement of ∼ 50% in the case of an 80 amu film
mass. These results are summarized in Fig. 13 for the case of a 6 UC thick interfacial film. The results for other film thicknesses
are tabulated in Table III in the Appendix.
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FIG. 11. (Color online) (a) Plot of the Log-ratio Laplace distribution function for various values of α with ηL = −1 and ηU = 1. Compared
to the step function associated with the sharp reference interface, the distribution function is capable of modeling more gradual transitions.
(b) Schematic demonstrating the probability of atom type across the interfacial film region. Two distinct mixing regions are shown centered
around the location of the A:C and C:B interfaces in the comparable sharp interface structures.

The highly disordered interface does not improve upon its sharp counterpart, but does not reduce hBD significantly either.
In comparison to these less aggressive levels of disorder, the high disorder case creates a more abrupt transition in atomic
composition, which has been shown experimentally to result in comparatively lower hBD values.49 Accordingly, this abrupt
transition region more heavily scatters phonons near the boundary of the compositionally disordered region.

These results may be interpreted by considering the difference in phonon scattering between the sharp and compositionally
disordered interfaces. In the case of an ideal, sharp, and vibrationally mismatched interface, phonons which exist above the
lower cutoff frequency of the two materials, if they are to propagate across the interface, must scatter across the interface plane.
Conversely, a mixing region provides an added volume for phonon frequency up- or down-conversion in which phonons scatter
during diffusive thermal transport, and in doing so, access intermediary vibrational frequencies, which bridge the phonon DOS
of the two materials comprising the interface. This phenomena is shown in Fig. 14, which plots the monolayer resolved occupied
DOS in the z direction for a medium disordered A:C interface. Compared to the baseline interface, the medium level of disorder
adds substantially to the overlap in DOS as shown by the hatched region. It is apparent that at 0.1 Tm, while disorder may
improve the enhancement, the spatial extent and severity of compositional disorder determines the ultimate change in hBD.
Therefore, we conclude that the presence of compositional disorder at an interface does not imply a deterministic change in
hBD, and that the specific characteristics of the disordered regions determine any impact on hBD.
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FIG. 12. (Color online) Computational domains showing the low, medium, and high levels of disorder for both the 2 and 8 UC thick interfacial
films in comparison to the sharp interface structure.
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FIG. 13. (Color online) Interface conductance values as a function of interfacial film mass for the three disordered interfaces are plotted along
with the comparable sharp interface at 0.1 Tm. Error bars represent one standard deviation of three independent simulations.

B. High Temperature (50% of Melting Temperature)

At 0.5 Tm, the interfacial film displays a reduction in hBD in all cases. The general reduction in hBD is attributed to the
reduction in k and the phonon MFP as was discussed in Section IV B for the case of the sharp interface at 0.5 Tm. The mixing
layer with bridging vibrational properties cannot be utilized as efficiently because the limiting factor, as in the case of the sharp
film at 0.5 Tm, becomes the shorter intrinsic MFP and limited thermal conductivity. Additionally, preliminary simulations of
the low disorder case produced hBD values which were statistically indistinguishable from the sharp counterpart due to larger
uncertainties at higher temperatures. As a result, no further simulations of the low disorder case at 0.5 Tm were completed.

VI. SUMMARY

In this manuscript, we investigate a method by which hBD may be broadly enhanced and potentially tuned at vibrationally
mismatched solid-solid interfaces. A parametric study is performed to provide a holistic description of the enhancing phenomena.
The study explores the impact on hBD of four parameters, including: (1) temperature, (2) the vibrational spectrum of the
interfacial film, (3) the thickness of the interfacial film, and (4) compositional disorder in the interfacial region.

(1) Both the sharp and compositionally disordered interface results exhibit a strong dependence on temperature. As shown
in Fig 3, between 0.1 and 0.5 Tm, the thermal conductivity of materials A and B lie in the regime where Umklapp phonon-



16

FIG. 14. (Color online) Comparison of the monolayer resolved DOS along the z-axis at the sharp A:B interface with the DOS in a monolayer
of the mixing region for a medium disordered interface with an interfacial atomic mass equal to 80 amu. The DOS in the disordered monolayer
spans a much wider range of frequencies up to nearly the cutoff frequency in bulk material B.

phonon scattering dominates. Between 0.1 and 0.5 Tm, there is a transition from a large degree of enhancement shown at lower
temperatures, to progressively lower enhancement which scales with the reduction in MFP at higher temperatures. This transition
is due to the effective thermal conductance across a multiple interface structure depending on both interface conductance and
thermal conductivity in the region between interfaces. With increasing temperature, the reduction in k by nearly half an order of
magnitude significantly limits any enhancement offered by the interfacial film.

(2) In nearly all simulations demonstrating enhancement, hBD exhibits an inverse parabolic dependence on interfacial film
mass. The vibrational properties of the interfacial film are optimized for enhancement of hBD when the atomic mass of the
interfacial film is nearly the average of the masses of the materials comprising the baseline interface, a condition similar to
Debye temperature matching.

(3) The dependence of hBD on interfacial film thickness is strongest when the thermal conductivity of the interfacial film
is comparatively low (i.e, at high temperature) which causes a rapid reduction in enhancement with increasing interfacial film
thickness. Because temperature dependent thermal conductivity and phonon MFP determine the maximum thickness where
enhancement is observed, it is likely that an interface designed to enhance hBD at a set temperature could perform worse than
the baseline interface if operated at an off-design temperature. The maximum enhancement at sharp interfaces lies in-between
the thinnest film, which is extremely confined, and the thick films, where the added thermal resistance associated with diffusive
thermal transport through the interfacial film outweighs the enhancement provided by the vibrational bridge. However, when
considering interface disorder, maximum enhancement tended to exist at thinner interfacial film thicknesses.

(4) We find that compositional disorder at an interface does not imply a deterministic change in hBD, as has been alluded to
in previous studies. Instead, a lower level of detail prescribes whether enhancement to hBD is observed, including the thickness
of the mixing layer associated with disorder, as well as the sharpness of the composition profile across the mixing layer. We
observe that increasing the volume of the mixing region eventually causes reduction in hBD. Compositional disorder at 50%
of the melting temperature is shown to strongly reduce hBD at higher temperatures. As has been shown in previous studies,
however, at low temperature, disorder can strongly enhance hBD.52 At these temperatures, the sharpness of the change in atomic
composition at an interface is also shown to strongly influence hBD. We find that a more gradual spatial change in composition
at an interface results in greater hBD enhancement.

Our results suggest that while increased DOS overlap at an interface is generally associated with increased hBD, the presence
of a compositionally disordered mixing region impacts the relationship between DOS overlap and hBD. Therefore, disorder
can lead to either enhancement or reduction in hBD. For sharp interfaces, important modifications to vibrational properties
and phonon scattering associated with the presence of an interface are localized to the monolayers adjacent to the interface.
Subsequent to scattering at an interface, phonons are more likely to travel away from the perturbed interface region before
scattering again. In this case, we observe a direct increase in hBD with an increase in DOS overlap due to increased elastic
scattering at the interface. This relationship is evident when comparing the similar inverse parabolic dependence of the overlap
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in DOS on interfacial film mass in Fig. 10(b) with the inverse parabolic dependence of hBD on interfacial film mass in Fig. 7.
The interfacial film mass for which the maximum increase in hBD is observed is the same value (80 amu) where the maximum
overlap in DOS is observed. Furthermore, for the compositionally sharp interfacial film in Fig. 4(b), the temperature drop at
each interface is well defined, suggesting that the effects of interface scattering are localized at the abrupt temperature drop.

However, in the case of compositional disorder, modifications to phonon scattering associated with the presence of an interface
are no longer localized to a plane at the interface, but extend over a volume dependent upon the spatial extent of the mixing region.
This is clearly seen in the temperature profile of the medium disorder interfacial film in Fig. 4(c) where abrupt temperature drops
are not observed. Additionally, in the 0.1 Tm study of the high disorder interfacial film, although a significant DOS overlap
increase was found within the mixing region similar to that in the medium and low disorder cases, no corresponding increase
in hBD was observed. This suggests that the MFPs of the dominant phonons contributing to thermal transport are important in
determining the spatial extent and severity of disorder which lead to either enhancement or reduction in hBD.

In conclusion, an interfacial film with mediating vibrational properties may enhance hBD by up to 23% in ideal (sharp)
interface structures and 53% in non-ideal (compositionally disordered) interfaces. As discussed, temperature, MFP, and phonon
DOS in the vicinity of an interface are important factors in the enhancing phenomena. Therefore, we expect the degree of
enhancement to be dependent on both the materials comprising the interfaces, as well as interface bonding,53 where materials
with a larger intrinsic phonon MFP can be expected to exhibit even greater degrees of enhancement than those reported here for
FCC LJ solids. In cases where hBD is the dominant factor limiting total conductance, we find that, in contrast to macroscopic
thermal transport theory, the temperature drop across a lengthier interface structure can in fact be smaller. This implies that
additional material forming an interfacial film can reduce thermal resistance associated with an interface.
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Appendix: Summary of MD Simulation Results
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TABLE III. Interface conductance values tabulated for the 0.1 Tm study, where hBD values are the average of 5 independent simulations. The
associated standard deviations are reported. For each mass value, an individual row presents the sharp (E), low disorder (L), medium disorder
(M), and high disorder (H) results.

Interfacial Film Thickness (UC)

0.1 Tm
M

as
s

(a
m

u)

2 4 6 8 10 12 14 16

hBD std hBD std hBD std hBD std hBD std hBD std hBD std hBD std

40

E 0.988 1.5E-02 0.976 1.7E-02 0.967 2.2E-02 0.961 5.5E-03 0.963 1.9E-02 0.945 8.0E-03 0.939 1.2E-02 0.937 1.3E-02

L 1.063 1.2E-02 1.060 2.7E-02 1.036 1.2E-02 1.027 1.2E-02 1.031 2.4E-02 1.010 2.0E-02 1.018 1.4E-02 0.991 7.8E-03

M 1.232 3.6E-02 1.200 1.9E-02 1.167 5.4E-03 1.164 1.2E-02 1.112 2.0E-02 1.141 2.6E-02 1.116 3.0E-02 1.095 3.5E-02

H 1.018 2.9E-02 1.002 6.5E-04 0.963 4.4E-03 0.972 3.0E-02 0.954 1.4E-02 0.954 1.7E-02 0.907 2.7E-02 0.911 5.0E-03

50

E 1.170 1.5E-02 1.160 3.1E-02 1.154 2.3E-02 1.168 1.8E-02 1.140 1.8E-02 1.125 1.1E-02 1.122 4.2E-02 1.098 2.4E-02

L 1.266 2.0E-02 1.242 3.0E-02 1.273 6.8E-03 1.249 3.6E-02 1.202 3.5E-02 1.230 2.3E-02 1.212 8.4E-03 1.182 2.6E-02

M 1.415 1.2E-02 1.423 3.7E-02 1.398 1.1E-02 1.378 2.4E-02 1.373 1.8E-02 1.350 5.2E-02 1.323 1.0E-03 1.299 1.7E-02

H 1.151 2.0E-02 1.101 1.8E-02 1.119 1.4E-02 1.082 3.7E-03 1.059 1.8E-04 1.064 2.7E-02 1.050 2.8E-04 1.039 4.8E-03

60

E 1.201 2.1E-02 1.175 1.8E-02 1.230 2.3E-02 1.194 2.3E-02 1.181 2.2E-02 1.178 1.9E-02 1.194 1.7E-02 1.153 2.4E-02

L 1.328 4.1E-02 1.309 1.8E-02 1.263 1.6E-02 1.310 1.1E-02 1.274 7.2E-03 1.256 4.7E-02 1.255 2.3E-02 1.226 1.6E-02

M 1.523 4.0E-02 1.450 2.9E-03 1.488 4.5E-03 1.415 6.5E-03 1.423 3.2E-02 1.406 1.8E-02 1.378 3.1E-02 1.343 1.5E-02

H 1.171 5.5E-03 1.134 4.5E-04 1.157 9.2E-03 1.154 5.0E-03 1.100 2.3E-02 1.105 1.9E-02 1.111 1.3E-02 1.083 3.5E-02

70

E 1.185 8.3E-03 1.181 2.0E-02 1.205 1.7E-02 1.215 3.7E-02 1.195 2.4E-02 1.197 2.9E-02 1.171 1.1E-02 1.175 2.9E-02

L 1.293 3.8E-02 1.308 2.1E-02 1.331 7.8E-02 1.339 4.3E-02 1.266 2.1E-02 1.283 5.2E-03 1.266 1.9E-02 1.256 1.4E-02

M 1.526 1.3E-02 1.500 5.1E-02 1.497 5.7E-02 1.465 2.7E-02 1.437 4.3E-02 1.410 5.5E-02 1.389 1.5E-02 1.358 1.8E-02

H 1.231 4.3E-02 1.175 3.4E-02 1.164 1.6E-02 1.160 1.5E-02 1.153 5.0E-03 1.137 9.6E-03 1.116 2.8E-02 1.095 1.3E-02

80

E 1.204 2.7E-02 1.198 2.3E-02 1.180 2.3E-02 1.228 2.4E-02 1.196 3.2E-02 1.194 1.5E-02 1.193 9.6E-03 1.168 2.2E-02

L 1.290 1.1E-02 1.322 1.7E-02 1.332 3.9E-02 1.270 6.2E-03 1.270 9.1E-03 1.229 2.2E-02 1.221 2.3E-02 1.204 2.9E-02

M 1.510 1.8E-02 1.459 1.1E-02 1.480 4.8E-03 1.446 3.9E-02 1.443 4.4E-02 1.395 1.4E-02 1.357 1.7E-02 1.326 5.4E-02

H 1.230 3.4E-03 1.236 5.6E-02 1.189 2.2E-02 1.178 3.0E-02 1.168 6.2E-03 1.122 1.7E-03 1.123 1.7E-02 1.112 2.6E-02

90

E 1.199 3.4E-02 1.203 2.3E-02 1.184 2.9E-02 1.184 1.6E-02 1.165 2.3E-02 1.164 1.6E-02 1.140 2.0E-02 1.114 3.2E-02

L 1.289 2.6E-02 1.264 3.6E-02 1.276 1.6E-02 1.297 3.4E-02 1.217 5.7E-03 1.251 6.3E-03 1.228 1.5E-02 1.178 1.0E-02

M 1.483 1.7E-02 1.448 4.3E-02 1.394 1.9E-04 1.349 4.3E-02 1.355 2.7E-02 1.339 2.6E-02 1.280 2.4E-02 1.244 1.5E-02

H 1.225 3.2E-02 1.174 2.4E-02 1.163 6.7E-03 1.138 5.7E-05 1.157 1.0E-02 1.124 1.8E-02 1.086 1.7E-02 1.088 1.0E-02

100

E 1.164 1.7E-02 1.160 8.6E-03 1.155 2.4E-02 1.141 2.2E-02 1.131 2.8E-02 1.119 2.3E-02 1.089 2.5E-02 1.075 1.3E-02

L 1.271 2.5E-02 1.224 2.3E-02 1.188 7.5E-03 1.193 1.8E-02 1.175 3.7E-02 1.132 2.3E-02 1.152 1.4E-02 1.100 2.8E-02

M 1.381 3.5E-02 1.369 1.9E-02 1.343 3.9E-02 1.296 2.2E-02 1.331 4.0E-02 1.232 1.5E-02 1.240 2.0E-02 1.206 1.6E-02

H 1.154 6.7E-03 1.154 3.3E-02 1.145 3.9E-02 1.061 1.4E-02 1.101 2.9E-02 1.066 2.9E-02 1.051 9.1E-03 1.019 4.0E-02

110

E 1.110 6.5E-03 1.083 1.7E-02 1.056 1.8E-02 1.042 1.1E-02 1.041 5.1E-03 1.000 1.9E-02 1.000 2.1E-02 0.968 3.1E-02

L 1.179 6.9E-03 1.127 2.3E-02 1.125 2.4E-02 1.082 6.3E-03 1.099 3.7E-02 1.064 1.2E-02 1.019 1.0E-02 1.008 1.8E-02

M 1.311 3.3E-02 1.241 9.0E-03 1.220 1.4E-02 1.229 9.0E-03 1.184 1.9E-02 1.156 2.9E-02 1.128 2.6E-02 1.100 1.3E-02

H 1.124 3.1E-02 1.107 7.8E-03 1.078 1.4E-02 1.082 2.9E-02 1.019 1.6E-02 0.997 6.5E-03 0.980 5.0E-02 0.960 5.0E-03

120

E 0.989 1.3E-02 0.944 1.8E-02 0.945 1.2E-02 0.926 3.0E-02 0.907 1.1E-02 0.892 1.3E-02 0.879 1.7E-02 0.855 5.8E-03

L 1.044 1.1E-02 1.014 7.4E-03 1.005 2.0E-02 0.966 1.0E-02 0.954 1.2E-02 0.938 1.4E-02 0.901 2.2E-02 0.906 1.9E-02

M 1.132 2.7E-02 1.131 5.9E-03 1.115 2.2E-02 1.076 1.6E-02 1.046 2.2E-03 1.027 8.6E-03 1.013 3.0E-02 1.011 1.3E-02

H 1.017 2.9E-03 0.986 1.4E-02 0.972 5.6E-03 0.956 2.5E-02 0.949 2.7E-02 0.928 1.1E-02 0.906 1.2E-02 0.889 1.2E-03
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TABLE IV. Interface conductance values tabulated for the 0.5 Tm study, where hBD values are the average of 3 independent simulations. The
associated standard deviations are reported. For each mass value, an individual row presents the sharp (E), medium disorder (M), and high
disorder (H) results.

Interfacial Film Thickness (UC)

0.5 Tm
M

as
s

(a
m

u)

2 4 6 8 10 12 14 16

hBD std hBD std hBD std hBD std hBD std hBD std hBD std hBD std

40

E 0.919 3.8E-02 0.890 1.9E-02 0.892 3.5E-02 0.855 3.2E-02 0.839 9.3E-02 0.807 8.5E-02 0.771 4.1E-02 0.786 4.8E-02

M 1.003 2.9E-02 0.921 6.6E-02 0.952 3.5E-02 0.847 4.2E-02 0.849 4.1E-02 0.794 5.9E-03 0.843 1.5E-02 0.740 3.6E-02

H 0.880 4.0E-02 0.758 5.4E-02 0.784 6.0E-02 0.804 3.2E-02 0.759 3.8E-02 0.716 1.2E-02 0.734 2.8E-02 0.711 7.3E-02

50

E 0.965 7.8E-02 1.002 8.2E-02 0.880 8.9E-02 0.928 8.8E-02 0.821 4.0E-02 0.833 4.9E-02 0.846 3.4E-02 0.775 3.5E-02

M 1.008 3.6E-02 0.920 3.7E-02 0.872 1.9E-02 0.872 8.5E-02 0.858 2.0E-02 0.835 2.4E-02 0.798 5.9E-02 0.718 7.4E-02

H 0.930 6.6E-02 0.843 5.0E-02 0.837 3.7E-02 0.846 3.1E-02 0.810 5.8E-02 0.729 3.4E-02 0.684 2.8E-02 0.688 3.1E-02

60

E 0.978 5.1E-02 0.945 7.4E-02 0.962 3.1E-02 0.890 6.4E-02 0.843 7.9E-02 0.808 5.4E-02 0.797 4.2E-02 0.745 2.4E-02

M 0.991 8.5E-02 0.910 1.9E-02 0.900 9.9E-02 0.816 2.6E-02 0.820 4.7E-02 0.796 4.0E-02 0.790 1.9E-02 0.731 6.5E-02

H 0.910 2.9E-02 0.853 1.1E-01 0.835 4.4E-02 0.801 3.6E-02 0.792 2.8E-02 0.780 3.0E-02 0.725 1.7E-02 0.719 4.8E-02

70

E 1.022 1.5E-01 0.961 3.8E-02 0.922 7.2E-02 0.917 7.2E-02 0.868 5.0E-02 0.835 3.9E-02 0.798 7.1E-02 0.767 2.3E-02

M 0.910 4.2E-02 0.930 7.8E-02 0.834 7.1E-02 0.863 1.4E-01 0.805 4.3E-02 0.771 1.2E-02 0.716 1.1E-02 0.732 3.2E-02

H 0.949 3.9E-02 0.887 3.8E-02 0.803 5.6E-02 0.781 4.3E-02 0.726 4.5E-02 0.702 4.5E-02 0.696 2.7E-02 0.680 3.3E-02

80

E 1.027 1.1E-01 0.978 7.4E-02 0.942 4.3E-02 0.892 3.5E-02 0.826 3.5E-02 0.802 3.1E-02 0.764 7.1E-02 0.721 3.5E-02

M 0.916 4.9E-02 0.912 4.6E-02 0.889 4.4E-02 0.858 8.6E-02 0.818 3.9E-02 0.798 8.3E-02 0.742 3.8E-02 0.691 5.3E-02

H 0.881 4.8E-02 0.877 6.3E-02 0.787 3.6E-02 0.779 6.4E-02 0.761 5.9E-02 0.702 5.5E-02 0.685 5.1E-02 0.627 2.0E-02

90

E 1.041 1.0E-01 0.969 9.4E-02 0.863 5.5E-02 0.918 7.4E-02 0.800 2.1E-02 0.798 6.8E-02 0.750 4.0E-02 0.730 3.8E-02

M 1.030 7.9E-02 0.906 2.6E-02 0.893 1.3E-01 0.813 7.0E-02 0.780 5.1E-02 0.791 3.2E-02 0.714 3.4E-02 0.704 4.4E-03

H 0.879 3.8E-02 0.851 7.9E-02 0.807 3.4E-02 0.768 4.2E-02 0.754 2.5E-02 0.714 6.7E-03 0.727 2.9E-02 0.664 1.8E-02

100

E 1.002 3.2E-02 0.956 1.1E-01 0.892 3.3E-02 0.780 5.6E-02 0.826 2.1E-02 0.769 5.8E-02 0.709 4.4E-02 0.711 4.8E-02

M 0.950 8.3E-02 0.920 7.5E-02 0.807 5.0E-02 0.830 3.1E-02 0.802 1.0E-02 0.721 1.7E-02 0.706 4.5E-02 0.673 5.7E-03

H 0.862 5.2E-02 0.898 4.0E-02 0.806 7.2E-02 0.762 4.4E-02 0.750 5.2E-02 0.661 5.1E-02 0.683 5.0E-02 0.650 4.3E-02

110

E 0.925 4.7E-02 0.881 4.8E-02 0.861 7.5E-02 0.796 4.8E-02 0.739 4.4E-02 0.723 4.4E-02 0.705 1.9E-02 0.666 4.2E-02

M 1.033 5.8E-02 0.897 4.3E-02 0.906 6.0E-02 0.887 3.8E-02 0.778 4.2E-02 0.721 2.0E-02 0.679 7.1E-03 0.689 5.2E-02

H 0.859 5.0E-02 0.812 8.1E-02 0.813 6.0E-02 0.744 2.0E-02 0.708 3.8E-02 0.700 5.3E-02 0.683 5.9E-02 0.627 6.0E-02

120

E 0.988 5.3E-02 0.820 5.2E-02 0.784 5.0E-02 0.805 3.8E-02 0.749 5.3E-02 0.711 3.7E-02 0.658 2.4E-02 0.645 4.9E-02

M 0.911 3.4E-02 0.877 7.4E-02 0.849 4.0E-02 0.760 5.0E-02 0.770 4.0E-02 0.724 1.7E-02 0.713 2.8E-02 0.680 1.4E-02

H 0.868 4.4E-02 0.759 4.2E-02 0.774 4.2E-02 0.733 5.2E-02 0.659 2.5E-02 0.660 2.3E-02 0.664 5.4E-02 0.638 2.3E-02
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