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The low-frequency (< 80cm−1) optical modes appearing in the dielectric spectra at low temperature are
determined across the morphotropic phase boundary of disordered Pb(Zr,Ti)O3 solid solutions from the use of
first-principles-based molecular dynamics simulations. In particular, the number of these modes, their resonant
frequencies and dielectric spectral weights are obtained for any Ti composition ranging between 45% and 56%
– which, according to the simulations, allows the existenceof three different equilibrium phases all exhibiting
both long-range-ordered ferroelectric motions and oxygen octahedral tiltings, that are of rhombohedralR3c,
monoclinicCc and tetragonalI4cm space groups. In particular, a compositional-induced anticrossing occurring
within the bridgingCc state is revealed, and the difference in frequency betweenA

′ andA
′′ modes in the

Cc state is linked to a quantity introduced here and termed the monoclinic depth. Moreover, the coupling
between ferroelectric degrees of freedom and oxygen octahedral tiltings is found to play a crucial role on the
characteristics of the low-frequency optical modes in theR3c, Cc andI4cm phases. Analytical models are
further developed to reproduce and better understand such characteristics.

PACS numbers: 63.20.K-, 63.20.dk, 63.50.Gh, 77.84.Cg, 77.80.bg, 77.22.Ch

I. Introduction

Perovskite alloys of the form (A′A′′) (B′B′′)O3 are of high
technological interest because of their unusual properties1–4.
For instance, Pb(Zr1−xTix)O3 (PZT) solid solutions pos-
sess large electromechanical coupling coefficients withina
narrow range of Ti compositions that defines the so-called
morphotropic phase boundary (MPB) region. As a result,
PZT systems are widely used in piezoelectric transducers
and actuators2,3. The technological interest of PZT has led
to intense scientific investigation in order to better under-
stand its properties. Consequently, monoclinic phases have
been recently reported in the morphotropic phase boundary
of PZT5–12, and it has been proposed that the composition-
induced rotation of the polarization occurring within these
low-symmetry phases is the mechanism that is responsible for
the large values of the piezoelectric coefficients13,14. Other re-
cent findings in the MPB area concern the observation and/or
prediction of low-temperature structural phases that exhibit
long-range-ordered ferroelectric (FE) motions coexisting with
long-range-ordered oxygen octahedral tiltings (note thatthese
latter tiltings are also commonly termed antiferrodistortive
(AFD) motions). For instance, the rhombohedralR3c state
is well established to occur at low temperature in the Ti-
poorer compositional side of the MPB7,9,15,16. On the other
hand, the prediction of a tetragonalI4cm state occurring in
the Ti-richer compositional side of the MPB17 is consistent
with some measurements12,15,18while it has not been observed
through other experiments19. Similarly, the existence of a pure
monoclinicCc state in the compositional range located in-
between theR3c andI4cm states is currently subject to de-
bate. As a matter of fact, some studies report such monoclinic
phase9,10,12,15while others do not18–20.

As indicated by Refs.15,21–23, one key signature of the co-
existence of long-range-ordered FE and AFD motions is the
doubling (with respect to phases that are “only” ferroelectric)
of the number of low-frequency optical modes that can be seen

in the Raman or dielectric spectra – because of a coupling
between ferroelectric degrees of freedom and oxygen octahe-
dral tiltings. Determining the number of such modes and their
characteristics (such as their resonant frequency and spectral
weight) as a function of composition in the MPB of PZT
can thus significantly help in resolving controversies about
the symmetry of the low-temperature phases in this impor-
tant solid solution. However, such determination can be rather
challenging to extract from measurements because the peaks
associated with these modes may easily overlap24,25 and one
needs many samples in order to carefully scan the MPB area.
Having simulations that are able to predict the compositional
dependencies of these low-frequency modes’ characteristics
at low temperature may thus be beneficial to the ferroelectric
community.Understanding such compositional dependencies
in terms of, e.g., the coupling between FE and AFD motions
is also of obvious fundamental importance.

The aim of this work is two-fold. First of all, we
wish to conduct first-principles-based simulations to predict
some characteristics of the low-frequency (< 80cm−1) optical
modes that can appear in the dielectric and Raman spectra at
low-temperature across the morphotropic phase boundary of
disordered PZT solid solutions. Secondly, we want to develop
analytical models that are able to reproduce such character-
istics for any composition lying inside the MPB, in order to
better understand the role of coupling between FE and AFD
motions on such characteristics.

This paper is organized as follows. Section II details our
effective-Hamiltonian-based molecular dynamics (MD) ap-
proach to obtain the low-frequency modes’ characteristicsin
the MPB region of PZT. In Sec. III, we present and discuss
the results of our MD simulations. Analytical models are in-
troduced in Sec. IV to help gain further insight into the MD
results. Finally, Sec. V provides a summary and conclusions
of the present work.
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II. Methods

Here, we use the effective Hamiltonian scheme of Ref. [17]
to investigate Pb(Zr,Ti)O3(PZT) solid solutions. Its total en-
ergy is written as:

Etot = EFE ({ui} , {vi} , {ηH} , {σj})

+EAFD ({ωi} , {vi} , {ηH} , {σj})

+EC ({ui} , {ωi}) (1)

whereui denotes the local soft mode in the unit celli. This
local soft mode is centered on the B-sites, is directly propor-
tional to the electric dipole at the celli, and is associated with
the lowest transverse optical (TO) phonon branch;{vi} are
dimensionless displacement variables, which are centeredon
Pb sites and are used to calculate the inhomogeneous strain
tensor26. {ηH} is the homogeneous strain tensor, which al-
lows the simulation supercell to vary in size and shape.σj

characterizes the atomic configuration, withσj=+1 or -1 cor-
responding to the presence of a Zr or Ti atom, respectively, at
the B-lattice sitej14. ωi is a (B-centered) vector characteriz-
ing the direction and magnitude of the AFD motions in unit
cell i17. For instance,ωi = 0.1k̂ corresponds to a rotation of
0.1 radians about the z-axis (when denotingk̂ the unit vector
along the z-axis). EFE gathers the energy terms solely involv-
ing the local soft mode, strain and their mutual couplings14.
EAFD contains energies involving the AFD motions and their
couplings with strain.EC characterizes the interaction be-
tween FE and AFD degrees of freedom. It is of particular
relevance to our investigation since it heavily influences the
low-frequency modes arising from such interaction21,22 . EC

is given by17:

EC ({ui} , {ωi}) =
∑

i

∑

α,β,γ,δ

Dαβγδωi,αωi,βui,γui,δ

(2)
wherei runs over all the unit cells,α, β, γ, andδ denote

Cartesian components, andDαβγδ are coupling parameters17.
All the coefficients of this effective Hamiltonian have been
derived from first-principle calculations performed on small
supercells using the plane-wave ultrasoft pseudo-potential
method27 within the local density approximation28,29. Pre-
vious usage of this effective Hamiltonian in Monte-Carlo
(MC) simulations of disordered PZT17 produced transition
Curie temperatures that are compatible with experimental
observations near the MPB9,15. Moreover, these computa-
tions yieldedP4mm, R3m, R3c, andCm states for differ-
ent composition–temperature combinations, in good agree-
ment with observation through diverse techniques – such
as X-ray diffractions7,8, neutron scattering12, and Raman
measurements15,16,24. Interestingly, these simulations also
predicted the occurrence of a low-temperatureCc phase,
which is consistent with some measurements9,10,12,15while in
contradiction with other experiments’ analysis18–20. The pre-
diction of a low-temperatureI4cm phase also resulted from
the use of this effective Hamiltonian17, which was then con-

firmed in some measurements12,15,18, although it too has not
been observed through other experiments19.

The total energy of this effective Hamiltonian scheme is
used here in molecular dynamics (MD) simulations of PZT.
We first equilibrate the system with a certain Ti compositionat
a temperature of interest by running3×105 MD steps of NPT
(canonical ensemble) simulations on a12× 12× 12 supercell
(8640 atoms). Each time step is 0.5 fs. Then, the system is
equilibrated at constant energy by conducting105 MD steps of
NVE (microcanonical ensemble) simulations. Subsequently,
6.9× 106 NVE steps are performed to obtain time-dependent
properties of the investigated system. Typical outputs of the
MD simulations are the supercell average of the local mode
vector, AFD vector and strain tensor components as a function
of time. As in Refs. [21,22], two different complex responses
are computed in the gigahertz/terahertz regime and at finite
temperature, through the MD simulations. These are:

εαβ (ν)− 1 =
1

ε0V kBT
[〈dα (t) dβ (t)〉

+ i2πν

ˆ ∞

0

dtei2πνt 〈dα (t) dβ (0)〉

]

εAFD
αβ (ν)− 1 =

1

ε0V kBT
[〈ωα,R (t)ωβ,R (t)〉

+i2πν

ˆ ∞

0

dtei2πνt 〈ωα,R (t)ωβ,R (0)〉

]

(3)

whereν is the frequency, whileα andβ define Cartesian com-
ponents.d(t) andωR(t) are the dipole moment and the order
parameter associated with AFD motions corresponding to the
R point of the cubic Brillouin zone at time t, respectively17,30.
“< >” indicates thermal average.εαβ (ν) is the complex di-
electric response31,32, while εAFD

αβ (ν) can be thought as the
response ofωR(t) to its conjugate field – which is a stag-
gered field21,33. Each peak in these two responses is fit-
ted using classical damped harmonic oscillators of the form
ε (ν) = Sν2r/

(

ν2r − ν2 + iγν
)

whereνr, γ andS are the
resonant frequency, damping constant and strength of the cor-
responding mode, respectively.

III. Results of the simulations

MD simulations are carried out fordisordered PZT solid
solutions, with Ti compositions ranging from 45.2% to 56.0%
in intervals of 0.2% and for temperatures ranging from 1100K
down to 10K. Time averaging of the MD outputs of the sim-
ulations gave the same phase transition sequences and similar
transition temperatures than those obtained from the Monte-
Carlo (MC) approach of Ref.[17]. Figure 1(a) provides the
magnitude of the local mode vector (| 〈u〉 |) and its Carte-
sian components (〈ux〉, 〈uy〉, and〈uz〉) –averaged over the
MD steps and the supercell sites – as a function of composi-
tion in disordered PZT solid solutions at 10K. Note that the
x-, y- and z-axes are chosen along the pseudo-cubic [100],
[010] and [001] directions, respectively. Figure 1(b) pro-
vides similar information, but for the magnitude of the an-
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tiphase AFD vector (| 〈ωR〉 |) and its Cartesian components
(〈ωx,R〉, 〈ωy,R〉, and〈ωz,R〉). For compositions in the 45.2%-
47.5% range, all components found for both local mode and
AFD motions were non-zero with〈ux〉 = 〈uy〉 = 〈uz〉 and
〈ωx,R〉 = 〈ωy,R〉 = 〈ωz,R〉. This is indicative of the rhom-
bohedralR3c phase, as consistent with the measurements of
Refs. [7,15,23]. Within the 47.5%-51.0% range, all com-
ponents found for both local mode and AFD motions were
similarly non-zero, but in this case〈uz〉 was larger than〈ux〉
and 〈ux〉 = 〈uy〉, while 〈ωz,R〉 was larger than〈ωx,R〉 and
〈ωx,R〉 = 〈ωy,R〉. Such equalities and inequalities are con-
sistent with a monoclinicCc phase. Furthermore, since the
ratio 〈uz〉 / 〈ux〉 is different from〈ωz,R〉 / 〈ωx,R〉, the axis of
rotation of the oxygen octahedra does not coincide with the
direction of polarization in this Cc state. Finally, for compo-
sitions varying between 51.0% and 56.0%,〈uz〉 and 〈ωz,R〉
were the only non-zero components found for the local mode
vector and AFD motions, respectively, indicating the occur-
rence of a tetragonalI4cm phase. It is also interesting to real-
ize that Figs. 1(a) and 1(b) reveal that themagnitudes of both
the local mode vector and the antiphase AFD vector are nearly
constant within the compositional range defining theCc state.
Thus, we can conclude that both polarization and AFD vectors
are “simply” rotating from the [111] to the [001] pseudo-cubic
direction as the overall Ti concentration increases withinthe
Cc phase.

Furthermore, Figures 1(c) and (d) display the composition
dependence of the resonant frequencies,νr, and the corre-
sponding spectral weights,Sν2r , of low-frequency modes (i.e.,
below 100 cm−1), obtained through fittings of the frequency
peaks of the dielectric responses for the same temperature of
10 K. As previously indicated in Ref. [21], we numerically
find the existence of two (double degenerate)E(TO) modes
– denoted byE(1) andE(2) – in theR3c state, as consistent
with experiments15,16,18 conducted at low temperature. The
origin of these two modes was revealed to be the coupling be-
tween the AFD and FE degrees of freedom21. In other words,
thanks to this coupling, the AFD mode acquires some polarity
and thus can be seen in the dielectric and Raman spectra, in
addition to the “usual” ferroelectricE(TO) peak. As the Ti
composition increases from 45%, bothE(1) andE(2) modes’
frequencies slightly decrease (in agreement with the measure-
ments of Ref.18) and then undergo a clear splitting starting
from 47.6%. This splitting is exactly coincident with the ad-
vent of theCc phase for PZT at 10 K, as evidenced from Figs.
1(a) and 1(b). Each E mode splits intoA′ + A′′ modes. Let
us denote the two modes resulting from the splitting ofE(1)

asA′(1) andA′′(1). Similarly, the two modes originating from
E(2) are denoted byA′(2) andA′′(2). We numerically find that
theA′(1),A′′(1) ,A′(2) andA′′(2) peaks observed in the dielec-
tric response have corresponding peaks (with identical reso-
nant frequencies) in theεAFD

αβ (ν) AFD response. This proves
that these four modes all possess both FE and AFD characters,
thanks to the couplings between these two different structural
degrees of freedom. Moreover, computing the tensor compo-
nents ofεαβ (ν) andεAFD

αβ (ν) in a new basis where the z-axis
is along the polarization reveals that all these modes corre-

spond to electric dipole oscillations being perpendicularto
the direction of polarization in theCc phase. Furthermore,
Fig. 1(c) indicates that the frequency difference between the
A′(1) andA′′(1) (and also betweenA′(2) andA′′(2)) is rela-
tively small in theCc state. For instance, these differences
are typically smaller than the frequency difference between
E(1) andE(2) in theR3c phase. Figure 1(c) further shows
that these frequency differences between theA′ andA′′ modes
originating fromE(1) andE(2), to be denoted by∆ν(E(1))

and∆ν(E(2)), respectively, are largest near the compositional
mid-point of theCc phase (that is located around a Ti compo-
sition of 49.4 %) and decrease to either side of it. To better
understand and quantify this point, let us introduce a param-
eter quantifying how far away is aCc state with respect to
its delimitingR3c andI4cm “borders”. Here, this parameter
is denoted bymdep, is termed the “monoclinic depth”, and is
defined by:

mdep=

(

P̂ .m̂
)

(ω̂.m̂)
(

P̂ .ω̂
) − cos2 θm (4)

wherem̂ is the unit vector along the direction that equally di-
vides the [001] and [111] pseudo-cubic directions. As a result,

m̂ =
î+ĵ+(1+

√
3)k̂

√

2
√
3(1+

√
3)

, with î, ĵ and k̂ being the unit vectors

along the pseudo-cubic [100], [010] and [001] directions, re-
spectively. In Eq.(4),̂P andω̂ are the unit vectors along the
direction of polarization and along the axis about which the
long-range-ordered oxygen octahedra tilt, respectively.θm is
the polar angle ofm̂, therefore yieldingcos2 θm = 1+

√
3

2
√
3

.
Note that Eq.(4) ensures thatmdep is zero in theR3c and

I4cm phases and equal to
√
3−1
2
√
3

if P̂ and ω̂ both lie along

m̂. Figure 2 displays∆ν(E(1)) and∆ν(E(2)) versus mdep

within theCc compositional region and at 10 K, as well as
their fittings by polynomials of first or second order. One can
indeed see that∆ν(E(1)) and∆ν(E(2)) can be reasonably
well fitted by these polynomials. Interestingly, these polyno-
mials are monotonically increasing functions of the “mono-
clinic depth”, which therefore quantitatively confirms that the
closer theCc state is from its mid-point (between theR3c
andI4cm phases), the larger are the frequency splittings. In
Fig. 1(d), the sum of the spectral weights ofA′(1) andA′′(1),
and the sum of of the spectral weights ofA′(2) andA′′(2),
are plotted in theCc phase (along with the spectral weight
of theE(1) andE(2) modes in theR3c and I4cm phases),
as a function of composition. Such figure reveals that, at the
rhombohedral “border” of this monoclinic phase, the strength
of theE(1) mode is larger than that of theE(2) mode, while
the E(2) becomes much more polar with respect toE(1) at
the “tetragonal” compositional border of the Cc phase. This
change in polarity occurs via the gain in the sum of the spec-
tral weights ofA′(2) andA′′(2) at the expense of the sum of
the spectral weights ofA′(1) andA′′(1), when the Ti compo-
sition increases within the Cc state. Figure 1(e) further shows
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that, conversely, the modes derived fromE(2) (i.e.,A′(2) and
A′′(2)) lose more and more their AFD character during that
compositional increase, while the modes that are originat-
ing fromE(1) strengthen their AFD character. Such features
are indicative of a compositionally-inducedanticrossing (be-
tween the “bare” FE and AFD modes) occurring within theCc

phase. Note that an anticrossing between theE(1) andE(2)

modes were previously predicted for a specific composition
in theR3c state of PZT21, but it was generated by an electric
field – which contrasts with the presently reported one which
is induced by the composition in the Cc phase of PZT.

Figure 1(c) further indicates that the splittings of both the
E(1) and E(2) modes intoA′ + A′′ modes start to disap-
pear for a composition around 51%, which is coincidentally
in the vicinity of theCc to I4cm phase transition at 10K
(see Figs. 1(a) and 1(b)). As a result, in theI4cm phase
and as consistent with symmetry,doubly-degenerated E(1)

andE(2) modes are again observed – exactly as in the (Ti-
poorer)R3c phase and in agreement with recent spectroscopic
observations12,15,18. Thus the symmetry of these modes for all
low temperature phases across the MPB are consistent with
predictions from group theory. Nevertheless, the frequency
difference between these two modes is larger in theI4cm
phase than in theR3c phase, and further increases when in-
creasing the Ti composition within theI4cm state (as also
seen in the measurements of Ref.18). Furthermore, the spec-
tral weight ofE(2) in the dielectric spectra increases while the
spectral weight ofE(1) significantly reduces until almost van-
ishing when the Ti concentration increases in theI4cm phase
(see Fig. 1(d)).

IV. Analytical models

To understand features found in the previous section via the
use and analysis of our atomistic effective Hamiltonian tech-
nique, let us develop analytical models for structural phases
(such asR3c, I4cm andCc) that exhibit both long-range or-
dered FE and AFD motions. In such cases, these motions at
sitei can be represented as:

{

ui (t) = 〈u〉+ ũi (t)

ωi (t) = 〈ωR〉+ ω̃i (t)
(5)

where t represents time,〈u〉 and 〈ωR〉 are the equilibrium,
spontaneous values of the FE and AFD motions, respectively.
Finally, ũi andω̃i are the deviations of the FE motions and
AFD motions at sitei, respectively, from their equilibrium
values. It can be then shown, by plugging Eq.(5) into Eq.(2),
that the essential FE-AFDlinear coupling energetic term that
influences the dynamics of̃ui andω̃i has the following form:

HFE-AFD ≃
∑

i

κ |〈u〉| |〈ωR〉| ũi ˜·ωi, (6)

where the “| |” symbol represents the magnitude of a vector,
and whereκ is a coupling coefficient involving the Dαβγδ pa-
rameters of Eq.(2). Note that the precise combination of the
Dαβγδ coefficients yielding theκ parameter is different be-
tween theR3c, Cc andI4cm states since it depends on the
direction of the polarization.

A. IV. a. In case of the R3c and I4cm states

Equation (6) implies that, for the doubly-degenerateE
modes of theR3c and I4cm states, the dynamicalcoupled
equations for̃ui and ω̃i are given within the harmonic ap-
proximation by:

{

d2
ũi

dt2
+ 4π2ν2uũi +

κ|〈u〉|
mu

|〈ωR〉| ω̃i =
Z∗

E(t)
mu

d2ω̃i

dt2
+ 4π2ν2ωω̃i +

κ|〈u〉|
mω

|〈ωR〉| ũi = 0
(7)

whereνu andνω are natural frequencies of the “bare” FE
soft mode and “bare” AFD mode respectively. mu, mω are the
effective masses of the “bare” FE mode and the “bare” AFD
mode, respectively. Z∗ is the Born effective charge associated
with the FE soft mode andE (t) is an appliedac electric field.

One important information resulting from Eq. (7) is that
the dynamical coupling between the FE and AFD motions is
reduced (respectively, vanishes) as the|〈ωR〉| magnitude of
the spontaneous AFD motion decreases (respectively, is an-
nihilated). This explains why the spectral weight of theE(1)

mode diminishes in the dielectric spectra as the Ti compo-
sition increases in theI4cm state (see Fig. 1(d)). In other
words, theE(1) mode does not have significant polarity any-
more for large compositions in theI4cm state (and thus can
not be easily seen in the dielectric spectra) because the dynam-
ical coupling between FE and AFD motions is rather small
there as a result of small|〈ωR〉|.

Moreover, let us assume that, within theR3c or I4cm
phase, the compositional dependencies of the natural frequen-
cies of the “bare” FE and AFD modes are given by:

{

ν2u = (ν
(0)
u )2 + fx

ν2ω = (ν
(0)
ω )2 + ax

(8)

wherex is the Ti composition, and whereν(0)u , f , ν(0)ω and
a are composition-independent parameters within theR3c or
I4cm phase.

For small magnitude of theac electric field, one can prove
that combining Eqs. (7) and (8) provides two resonant fre-
quencies (whose associated peaks should be seen in both the
dielectric and AFD responses and that both correspond to
doubly-degenerateE modes) that are given by:
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













(ν1)
2
=

(ν(0)
u

)2+(ν(0)
ω

)2

2 +
(

a+f
2

)

x−

√

(

(ν
(0)
u )2−(ν

(0)
ω )2

2 + (f−a)x
2

)2

+ (κ|〈u〉||〈ωR〉|)2
16π4mumω

(ν2)
2
=

(ν(0)
u

)2+(ν(0)
ω

)2

2 +
(

a+f
2

)

x+

√

(

(ν
(0)
u )2−(ν

(0)
ω )2

2 + (f−a)x
2

)2

+ (κ|〈u〉||〈ωR〉|)2
16π4mumω

(9)

Interestingly and as shown by Fig. 1(c), Equations (9) can
fit very well the resonant frequency of theE(1) and E(2)

modes for all the investigated compositions in theR3c and
I4cm phases – which validates the relevance of our analytical
model based on the coupling between FE and AFD degrees of
freedom. Note that, as expected, a different set of parameters
(κ, ν(0)u , f , ν(0)ω , a) has to be used to fit the data of theR3c
versus I4cm states.

B. IV. b. In case of the Cc state

In the Cc state, the degeneracy of bothE(1) and E(2)

modes has been lifted, givingA′(1) andA′′(1) from E(1) and
A′(2) andA′′(2) from E(2), as discussed previously. As in-
dicated by our MD data (see Fig. 2), this lifting is related
to the monoclinic depth introduced earlier. As inferred from
Fig. (2), we can thus assume that the frequencies of theA′(1),
A′′(1), A′(2) andA′′(2) modes are given, respectively, by:



















ν′1 = ν1 + f1 (mdep)

ν′′1 = ν1 − f1 (mdep)

ν′2 = ν2 + f2 (mdep)

ν′′2 = ν2 − f2 (mdep)

(10)

whereν1 andν2 are given by Eq.(9) – and are thus solutions
of thecoupled Eqs(7) – and wheref1 andf2 are second-order
and first-order polynomials respectively, ofmdep. As can be
seen in Fig. 1(c), these equations fit nicely the resonant fre-
quencies of allA′(1), A′′(1), A′(2) andA′′(2) modes in theCc

phase for a given set of parameters (κ, ν(0)u ,f , ν(0)ω , a) and for
givenf1 andf2 functionals (note that we use here themdep

value provided by the MD data for each Ti composition rang-
ing within theCc state). Such good fits further confirm the
validity of our analytical models, in general, and the role of
the coupling between FE and AFD motions on characteristics
of low-optical phonon modes, in particular.

V. Conclusions

In summary, our first-principles-based effective Hamilto-
nian approach is used within MD simulations to simulate
the compositional dependency of the low-frequency optical
modes’ characteristics in theR3c, Cc andI4cm states across
the MPB of PZT at low temperature. Examples of such char-
acteristics are the number of these modes, their resonant fre-
quencies and spectral weights in the dielectric and AFD spec-

tra. In particular, a compositional-induced anticrossingis pre-
dicted to occur in theCc state, and the polarity of one mode is
expected to significantly decreases and nearly vanishes when
increasing the Ti composition within theI4cm state. A lifting
of degeneracy of E modes intoA′ + A′′ modes is also occur-
ring in theCc state (as consistent with group theory), with the
resulting difference in frequency being related to a quantity
that we denote here as the monoclinic depth and that involves
the directions of the polarization and AFD vector. We further
developed analytical models that are based on the linear cou-
pling between FE and AFD motions in structural phases ex-
hibiting both long-range-ordered polarization and oxygenoc-
tahedra tiltings. Such analytical models are able to accurately
reproduce characteristics of the low-frequency optical modes,
and led to a better insight into the significant role played by
the coupling between ferroelectric and AFD degrees of free-
dom on such characteristics.

We hope that our present study will help in resolving some
current controversies related to the phase diagram near the
MPB of PZT, by identifying the precise symmetry of the low-
temperature phases via the determination of low-frequency
optical modes’ characteristics. We are also confident that the
present work can lead to a better understanding of the effect
of coupling between different structural order parameterson
dynamics of ferroelectrics34.
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FIGURE CAPTIONS

Figure 1: (Color online) Predicted compositional depen-
dency of some physical properties in disordered PZT at 10K.
Panel (a) shows the magnitude and Cartesian components of
the local mode. Panel (b) displays the same information than
Panel (a), but for the AFD vector. Panel (c) provides the res-
onant frequency of the lowest optical phonon modes seen in
the dielectric spectra. Panel (d) gives the spectral weightof the
E(1) andE(2) modes in the R3c and I4cm states, as well as,
the sum of the spectral weights of theA′(1) andA′′(1) modes
and the sum of the spectral weights of theA′(2) andA′′(2)

modes for thedielectric spectra of theCc phase. Panel (e)

is similar to Panel (d) but only for theCc state and for the
εAFD
αβ (ν) AFD response. The solid lines in Panel (c) provides

the fitting of the resonant frequencies by Eqs. (9) in theR3c
andI4cm states and by Eqs. (10) in theCc phase.

Figure 2: (Color online) Difference in frequency between
the A’ and A” modes derived from theE(1) (in blue) andE(2)

(in red) modes, as a function of the monoclinic depth (see
text). The solid lines represent fit of these data by linear and
quadratic functions in case of∆ν(E(2)) and∆ν(E(1)), re-
spectively.
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