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Based on a phenomenological model with s± or s-wave pairing symmetry, the spatially resolved
nuclear magnetic resonance (NMR) relaxation rate in the iron pnictides is investigated by solving
Bogoliubov-de Gennes equations. Taking into account the presence of a magnetic field, our result
for the s± pairing is in qualitative agreement with recent NMR experiments, while for the s-wave
pairing, a coherence peak shows up right below Tc in apparent contradiction with experimental
observations, thus excluding the s-wave pairing. We also propose that the spin-lattice relaxation
rate (SLRR) should follow an exponential relation when the temperature is lowered below T/Tc ≈ 0.1
down to 0.01. It is noted that the SLRR cannot be entirely determined by the local density of states;
the mixed state effect and multiorbital physics must be considered.
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I. INTRODUCTION

The iron pnictide superconductors have attracted
much attention since their recent discovery.1 One of the
fascinating issues surrounding these materials is the sym-
metry and structure of the superconducting (SC) gap.
Theoretically it was suggested that the pairing may be
established via interpocket scattering of electrons be-
tween the hole and electron pockets (around the Γ and
M points, respectively), leading to the so-called extended
s-wave or s± pairing symmetry (∆k ∼ cos kx+cos ky de-
fined in the 2Fe/cell Brillouin zone).2 Experimentally, the
results on the pairing symmetry remain highly controver-
sial. For example, in Ba0.6K0.4Fe2As2, an optimally hole-
doped pnictide superconductor,3 the SC gaps measured
by angle resolved photoemission spectroscopy (ARPES)
can be approximately fitted by |∆k| ∼ | cos kx + cos ky|,
with no node and almost isotropic gaps on all the Fermi
surfaces (FS),4 indicating the possible pairing symme-
try to be s± or s-wave. However, the spin-lattice relax-
ation rate (SLRR) T−1

1 in the iron pnictides measured by
nuclear magnetic resonance (NMR) universally does not
exhibit a coherence peak below Tc and has a power law
behavior for 0.1 < T/Tc < 0.5, i.e. T−1

1 ∼ T n, with n
varying from 3 to 5 among different materials,5,6 which is
seemingly the evidence for unconventional superconduc-
tivity with line nodes.

To explain the discrepancy of the pairing symme-
try inferred from different experimental techniques, sev-
eral theoretical groups suggested that the s± pairing
could explain the lack of a coherence peak and the low-
temperature power law behavior in the SLRR by intro-
ducing impurity scattering.7 However, the impurity con-
centration and the scattering strength need fine tuning.

Therefore, in view of the diversity of the iron pnictide
compounds, this theory may lack universality. Another
group suggested that a fully gapped s± pairing with the
strong anisotropy of the SC gaps on the electron pockets
could also explain the NMR results.8 But the SC gaps
measured by ARPES are almost isotropic4 with only mi-
nor variations on all the FS, thus posing a great chal-
lenge to the latter explanation. Furthermore, no mag-
netic field is considered in all these theoretical studies,
while in NMR experiments conducted in the iron pnic-
tides, a magnetic field at around 6 to 12 Tesla is always
present, thus the contributions from vortices are included
in their data.5,6 Usually, T1 is measured by selecting the
resonance frequency (RF) at the most intensive signal in
the resonance spectrum (RS). However, the RS reflects
information on the internal magnetic field distribution of
the vortex lattice.9 By choosing the RF, we can specify
the position to detect the NMR signal. The signal at the
maximum (minimum) cutoff comes from the vortex core
center (the farthest) site. The signal at the logarithmic
singularity of the RS comes from the saddle point of the
field. By studying the position dependence of T1 around
vortices through the RF dependence, we can clarify the
detail of the vortex contribution in NMR experiments
and this idea has been studied both theoretically10 and
experimentally11 in high-Tc cuprates. It can help us in
the analysis of the standard procedure of extracting the
gap symmetry.

In order to explain the seemingly contradictory ex-
perimental observations, in this work, we adopt a phe-
nomenological model with s± pairing symmetry to study
the vortex effect on NMR relaxation measurements in
the iron pnictides from the SLRR. For comparison, the
problem is also studied for s−wave pairing. We focus on
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the hole-doped 122 system Ba1−xKxFe2As2 for two rea-
sons: First, large homogeneous single crystals are avail-
able; second, K is not doped into the Fe layer, mak-
ing it relatively clean compared to the electron-doped
Ba(Fe1−xCox)2As2. Thus the data are less affected by
impurity scattering and should more accurately reveal
the intrinsic properties.

II. METHOD

We begin with an effective two-orbital model on a two-
dimensional lattice12 with a phenomenological form for
the intraorbital pairing terms. The Hamiltonian is

H = −
∑

ij,αβ,σ

(t
′

ij,αβ + µδijδαβ)c
†
iασcjβσ

+
∑

ij,αβ

(∆ij,αβc
†
iα↑c

†
jβ↓ +H.c.). (1)

Here i/j and α/β = 1, 2 are the site and orbital indices,
respectively. σ represents the spin and µ is the chemi-

cal potential. ∆ij,αβ =
Vijδαβ

2 (〈cjβ↓ciα↑〉 − 〈cjβ↑ciα↓〉) is
the intraorbital spin singlet bond order parameter, where
Vij is the onsite [i = j] or next-nearest-neighbor (NNN)
[i = j ± (x̂± ŷ)] attraction that we choose to achieve the
s-wave or s± pairing symmetry, respectively. The reason
we adopt this model is its ability12 to qualitatively ac-
count for the doping evolution of the FS as observed by
ARPES13 on the K- and Co-doped 122-family of the iron
pnictides. More importantly, based on this model, the
existence of the negative-energy (NE) ingap peak in the
local density of states (LDOS) at the vortex core center
observed by scanning tunneling spectroscopy (STM)14

has been successfully explained,15 all justifying the va-
lidity of this model. In the presence of a magnetic field
B perpendicular to the plane, the hopping integral can

be expressed as t
′

ij,αβ = tij,αβexp[i
π
Φ0

∫ i

j
A(r) ·dr], where

Φ0 = hc/2e is the SC flux quantum, and A = (−By, 0, 0)
is the vector potential in the Landau gauge. Following
Ref. 12, we have

tij,αβ =































t1 α = β, i = j ± x̂(ŷ),
1+(−1)j

2 t2 +
1−(−1)j

2 t3 α = β, i = j ± (x̂+ ŷ),
1+(−1)j

2 t3 +
1−(−1)j

2 t2 α = β, i = j ± (x̂− ŷ),

t4 α 6= β, i = j ± (x̂± ŷ),

0 otherwise.

(2)

Eq. (1) can be diagonalized by solving the Bogoliubov-
de Gennes equations:

H = C†MC,

C† = (· · · , c†j1↑, cj1↓, c
†
j2↑, cj2↓, · · · ), (3)

subject to the self-consistency conditions:

∆ij,αβ =
Vij

2
δαβ

L
∑

k=1

(Q∗
mkQnk +Q∗

n+1kQm−1k)f(Ek).

(4)
Here L = 4NxNy, with Nx/Ny being the number of lat-
tice sites along the x̂/ŷ direction of the 2D lattice.

m = 4(jy +Nyjx) + 2β,

n = 4(iy +Nyix) + 2α− 1, (5)

and Q is a unitary matrix that satisfies (Q†MQ)kp =
δkpEk. Here we used i = (ix, iy) and j = (jx, jy), with
ix, jx = 0, 1, . . . , Nx − 1 and iy, jy = 0, 1, . . . , Ny − 1.
The chemical potential µ is determined by the doping
concentration x.
The s± order parameter at site j is

∆
′

jβ =
1

4

∑

i=j±(x̂±ŷ)

∆
′

ij,ββ , (6)

where ∆
′

ij,ββ = ∆ij,ββexp[i
π
Φ0

∫ (i+j)/2

j
A(r) · dr].10

The s-wave order parameter is ∆jj,ββ and the LDOS
is given by

ρi(ω) =

L
∑

k=1

∑

α

[

|Qnk|
2δ(ω − Ek) + |Qn+1k|

2δ(ω + Ek)
]

.

(7)
The SLRR can be written in terms of the spin-spin

correlation function as10

R(i, j) = lim
ω→0

2
∑

α,β=1

Imχ−+
αα,ββ(i, j, ω)

ω/T

= −πT

L
∑

o,k=1

∑

αβ

Qn+1oQnk

(Q∗
moQ

∗
m−1k −Q∗

m−1oQ
∗
mk)

f ′(Eo)δ(Eo + Ek). (8)

We consider the case i = j by assuming that the nuclear
relaxation occurs locally such as on the Fe site. Then
the spatially resolved SLRR is given by T−1

1 (i) = R(i, i).
We note that the SLRR on other atoms like As can
be expressed in terms of Eq. (8) with a form factor,
which should not change the fundamental physics dis-
cussed here. The magnitudes of the parameters are cho-
sen as t1−4 = 1, 0.4,−2, 0.04. Magnetic unit cells are in-
troduced where each unit cell accommodates two SC flux
quanta and the linear dimension is Nx × Ny = 64 × 32,
corresponding to a magnetic field B ≈ 13 Tesla. Vii and
Vij [i = j ± (x̂ ± ŷ)] are chosen to be −2.8 and −2, re-
spectively. Throughout the work, we focus on x = 0.4,
corresponding to the optimally doped compound, and the
supercell technique16 is used to calculate the LDOS and
SLRR.
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FIG. 1: (color online) The s± case. (a) The ZE LDOS plotted on a 32 × 32 lattice and the position of the sites where we
calculate ρi(ω) and T−1

1
(i). V (vortex core center), S (saddle point) and C (the farthest site) are at sites (16,16), (32,16) and

(32,0), respectively. (b) The LDOS as a function of the reduced energy ω/∆ at V (red dash), S (green dot) and C (blue dash
dot), as well as that for B = 0 (black solid). Here ∆ is the zero-field SC gap between two SC coherence peaks in the LDOS.

III. RESULTS AND DISCUSSION

First we consider the s± case. For B = 0, the s± order
parameter is homogeneous in real space. In the presence
of an applied magnetic field, our calculations show that
the spatial variation of the s± order parameter is similar
to that obtained in Ref. 15 (not shown here). Figure 1(a)
shows the zero-energy (ZE) LDOS in real space and the
position of the sites [V: (16, 16), S: (32, 16), C: (32, 0)]
where we calculate ρi(ω) and T−1

1 (i). From Fig. 1(b) we
can see that at the vortex core center V, there is a sharp
NE ingap peak in the LDOS (red dash). By comparing
with Ref. 15, we conclude that the existence of this peak
is robust since the magnetic field is about B = 23 Tesla
in Ref. 15. The robustness of the peak has also been
verified by STM experiment conducted at magnetic fields
of 4 and 9 Tesla.14 Away from the vortex core center, at
the saddle point S and the farthest site C (green dot and
blue dash dot, respectively), the LDOS is similar to the
B = 0 case (black solid) with only minor difference in
the vicinity of the gap edges.
Then we examine the T dependence of T−1

1 (i) at the
representative sites shown in Fig. 1(a). We also calculate
the zero-field (ZF) case in our formulation for compari-
son. As pointed out in Sec. I, in an NMR experiment,
it is possible to perform the site-selective T−1

1 (i) mea-
surement by tuning the RF. The correspondence between
the RS and the spatial position of the vortex lattice can

be seen from Fig. 1 in Ref. 11. Usually, if the site-
dependence is not specified, T−1

1 is measured at the sad-
dle point S since the RS at S is logarithmically singular,
i.e., it has the highest intensity.17 Thus, T−1

1 reported
in NMR experiments conducted on the iron pnictides so
far5,6 should correspond to T−1

1 (i) measured at S. From
Fig. 2(a) we can see that at S, C and for B = 0, there
is no coherence peak below Tc. This is considered to be
a signature of unconventional superconductivity and is
consistent with the experimental observations.5,6 How-
ever, at V, after the initial decrease of T−1

1 (i) with the
lower temperature, a broad peak below Tc shows up and
T−1
1 (i) is much larger than that at S and C. From Fig.

2(b) we notice that for B = 0, T−1
1 indeed does not ex-

hibit the power law but an exponential behavior at low
temperature, consistent with previous theories consider-
ing s± pairing symmetry in the absence of impurities.7

In the presence of vortices, T−1
1 (i) at S, C and V devi-

ates drastically from its ZF value, although the LDOS
at S and C is similar to that for B = 0 [see Fig. 1(b)].
This suggests that T−1

1 (i) is not entirely determined by
the LDOS as in d-wave superconductors, because in that
case, the pairing order parameters on the FS would can-
cel with each other due to the d-wave symmetry while in
the iron pnictides, they cannot do so completely, because
although the order parameters change sign between the
hole and electron pockets, they still have different magni-
tude. Furthermore, it is noted that T−1

1 (i) at C is larger
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than that at S, although C is farther from the vortex cen-
ter. This is due to the vortex lattice effect: The quasi-
particle transfer between vortices occurs along the line
connecting NNN vortices (i.e., near C). In Fig. 2(c), we
concentrate on T−1

1 (i) at S since the available NMR data
on the iron pnictides should correspond to that measured
at this site. As we can see, for 0.1 ≤ T/Tc ≤ 0.45 (in-
dicated by the two arrows), T−1

1 (i) follows a power law
behavior (∼ T 4.4) that is qualitatively consistent with
experiments 5,6 [see the inset of Fig. 2(c)]. Previously
this was considered to indicate that there exist nodes on
the FS, ZE quasiparticles induced by impurities or strong
anisotropic gaps on the electron pockets.5–8 However, our
results suggest that the mixed state effect can also lead to
the power law behavior in this temperature range, even
if there are no nodes or strong gap anisotropy on the FS,
as well as ZE quasiparticles induced by impurities. As
the temperature is lowered below T/Tc ≈ 0.1, T−1

1 (i) no
longer follows the power law, but an exponential behav-
ior to the lowest temperature considered (0.01Tc), sug-
gesting the opening of full gaps. In principle, only the
behavior of T1 close to zero temperature is considered to
be an indication of whether there are nodes or not on
the FS. However, the experimental data obtained so far
are for temperature above T/Tc ≈ 0.1, which is not very
close to zero. Therefore, the behavior of T−1

1 (i) in this
temperature range may not truly reflect the pairing sym-
metry and gap structure. From Fig. 2(d) we can see more
clearly that at S, V, C and for B = 0, T−1

1 (i) follows the
exponential relation below T/Tc ≈ 0.1. In addition, at
low temperature, T1(i) for B = 0 and at V in the mixed
state can be fitted as T1(i) ∼ eA/T , where A ≈ 0.3∆ and
0.07∆, respectively. The exponential behavior of T−1

1 (i)
is similar to that in s-wave superconductors. In Ref. 10,
it is suggested that for s-wave pairing, T1 ∼ e∆/T for
B = 0 and T1(i) ∼ e∆1/T at V, where ∆1 is a small gap
between two ingap peaks at the vortex core center. Ap-
parently, this is not the case in the iron pnictides. From
Fig. 1(b) we can see that there is no gap equal to 0.3∆ for
B = 0 or 0.07∆ at V in the mixed state, again suggest-
ing that in the iron pnictides, T−1

1 (i) cannot be entirely
determined by the LDOS, the multiorbital physics must
be considered.

Next we consider the s-wave case. For B = 0, the
s−wave order parameter is uniform in real space. Upon
applying the magnetic field, the spatial variations of the
s−wave order parameter (not shown here) and the ZE
LDOS [see Fig. 3(a)] are both similar to the s± case.
Furthermore, Figure 3(b) shows that there is also a NE
ingap peak at V whose existence is very similar to the s±
case, making the vortex states indistinguishable between
the two pairing symmetries. In addition, the LDOS at
S and C is again similar to its ZF value. However,
T−1
1 (i) in the s-wave case is distinctly different. From

Fig. 3(c) we notice, right below Tc, a coherence peak
shows up at S, C and for B = 0, which is a signature
of isotropic s−wave pairing and is in striking contrast
to the s± case while at V it behaves similarly to the s±

case. For 0.14 ≤ T/Tc ≤ 0.43, T−1
1 (i) at S (not shown

here) also shows a power law behavior (∼ T 7 ). Below
T/Tc ≈ 0.14, at S, C, V and for B = 0, T−1

1 (i) ex-
hibits an exponential relation [see Fig. 3(d)]. While for
B = 0, T1 ∼ eA/T with A ≈ ∆, A at S and C apparently
deviates from ∆, although the LDOS at S and C is sim-
ilar to that for B = 0, which is additional evidence that
T−1
1 (i) cannot be entirely determined by the LDOS, and

the mixed state effect has to be considered when compar-
ing theoretical calculations with experimental measure-
ments. Meanwhile, the different behavior of T−1

1 (i) at S
in the s± and s-wave pairing cases makes it possible to
distinguish these two pairing symmetries since the exper-
imentally observed T−1

1 shows no coherence peak below
Tc, thus excluding the possibility of s-wave pairing.

IV. SUMMARY

In summary, we have systematically investigated the
mixed state effect on the NMR relaxation rate in the
iron pnictides with s± or s-wave pairing symmetry. For
the s± pairing, the SLRR at the saddle point does not
exhibit a coherence peak below Tc and shows a power law
behavior from T/Tc ≈ 0.1 to 0.45, which is qualitatively
consistent with recent NMR experiments. However, at
the vortex core center, a broad peak shows up below Tc.
On the other hand, for the s-wave pairing, the SLRR
at the saddle point shows a coherence peak right below
Tc and a power law behavior from T/Tc ≈ 0.14 to 0.43,
while at the vortex center, it behaves similarly to the s±
case. In both cases, the SLRR follows the exponential
relation when approaching T/Tc ≈ 0.01 down from 0.1,
and it cannot be entirely determined by the LDOS. The
effect of the magnetic field and multiorbital physics must
be considered. Based on the available experimental data,
the s-wave pairing can be excluded in the iron pnictides.
But in order to clarify whether there are nodes or not,
the experiments need to be conducted at even lower tem-
perature.
Note added–Very recently the vortex effects on the

SLRR were also studied by using another two-orbital
model.18 Their calculated T−1

1 is an average over all the
lattice sites and thus may not be relevant to the experi-
ments conducted in the iron pnictides.
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FIG. 2: (color online) The s± case. (a) T1(Tc)/T1(T ) as a function of the reduced temperature T/Tc. (b) A log-log plot of (a).
(c) Power law fit of T−1

1
(i) at S. T/Tc is from 0.1 to 0.45. (d) lnT1(T )/lnT1(Tc) as a function of Tc/T . The inset in (c) shows

the experimental data taken from Ref. 6 (the magenta cross) and the power law fit.
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