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Through an analysis and modeling of data from various experimental techniques, we present clear
evidence for the presence of a hidden order pseudogap in URu2Si2 in the temperature range between
25 K and 17.5 K. Considering fluctuations of the hidden order energy gap at the transition, we
evaluate the effects that gap fluctuations would produce on observables like tunneling conductance,
neutron scattering and nuclear resonance, and relate them to the experimental findings. We show
that the transition into hidden order phase is likely second order and is preceded by the onset of
non-coherent hidden order fluctuations.

PACS numbers:

I. INTRODUCTION

The heavy fermion system URu2Si2 exhibits both mag-
netic and superconductive ordering. With a hidden or-
der (HO) state at THO = 17.5 K, URu2Si2 provides a
playground of physical phenomena that has intrigued
condensed matter scientists for many years.1–8 Over the
past decades, experimental and theoretical investigations
into URu2Si2 have been centered around the mystery of
the HO state.3–14 To explain this phase, various theo-
ries as to the origin of the complex magnetic and elec-
tronic states have provided different mechanisms ranging
from magnetic helicity15, orbital magnetism16, octupo-
lar ordering17, unconventional spin density waves18,19,
and orbital hybridization20,21 just to name a few. While
these theories attempt to explain the complexity of the
HO phase, most only explain various elements and fail to
reproduce all aspects of the state. This has made chal-
lenge posed by URu2Si2 a stimulating topic and test-bed
for new theories and experimental techniques.

With a Tc = 1.5 K, URu2Si2 enters an unconven-
tional superconducting state.22 Recent point contact
spectroscopy identified the presence of a pseudogap phase
that precedes the superconducting transition up to 2 K
and has also shown that the superconducting state does
not exhibit standard superconducting characteristics.1

While the non-BCS aspects of superconducting state are
important, the existence of a HO phase has proved to be
the most stimulating.

In this article, we present evidence for a pseudogap
(PG) crossover region before URu2Si2 undergoes the
phase transition into a HO state. In the previous anal-
ysis of the hidden order state, the existence of this pre-
cursory region has been largely overlooked, although it
may have been hinted at43. Here, we discuss compre-
hensively the evidence for PG in the data, and pro-
vide theoretical simulations to analyze the effects of
pseudogap within a mean-field model. We re-analyze
the experimental results and present theoretical calcu-
lations that supports the existence of a PG region below
TPG ∼ 25− 30 K. Using tunneling spectroscopy3, inelas-

FIG. 1: (Color Online) The temperature versus pressure
phase diagram for URu2Si2 using data from Ref. [8] showing
the paramagnetic (PM), hidden order (HO), superconducting
(SC), and large moment antiferromagnetic (LMAF) phases.
The shaded region denotes the proposed hidden order pseu-
dogap (HOPG) region. The inset shows the susceptibility of
URu2Si2 as a function of temperature (observed by Maple
et al.7), illustrating the existence of a pseudogap region. In
the absence of a PG, the slopes of the susceptibility (solid
black lines) would exhibit an abrupt change. The discrep-
ancies between the slopes (dashed red line) reveals the PG
region (shaded area) between 17.5 and 25 K.

tic neutron scattering24, and nuclear magnetic resonance
(NMR) relaxation, we demonstrate how these quantities
are affected by PG fluctuations. From the phase dia-
gram of URu2Si2, we infer that that PG region arises
from fluctuations of the HO gap (see Fig. 1) and could
indicate competition with other gapped phase, like large
moment antiferromagnetic (LMAF) phase at larger pres-
sures. Large moment fluctuations are present at the am-
bient pressure and therefore can provide the competing
phase that produces PG features in addition to the HO
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phase that ultimately wins at lowest temperatures. In
this regard, the scenario would be similar to a PG that
can arise as a result of competition between magnetic
order and superconductivity.

Our qualitative picture of a PG region consists of non-
coherent order formed at a temperature TPG ∼ 25 − 30
K, in our estimates, which is well above the transition
temperature THO = 17.5 K. One can make the general
comment: a PG regime implies there is a precursor to
the mean-field regime, where one has a fluctuating order
parameter and gap developing above the transition yet
with no true long-range order forming until one reaches
THO. For the related discussion in recently discovered
oxide and pnictide superconductors see Refs.25–30.

This phenomenon of fluctuating order and gap can oc-
cur due to amplitude or phase fluctuations. For the pur-
poses of our analysis, we will focus on amplitude fluctu-
ations. Yet it is possible that there are significant phase
fluctuations of the HO order parameter. Without the loss
of generality, we will assume there are amplitude fluctu-
ations of the gap associated with the HO state and these
fluctuations would be a driving force for the PG behavior.

The central message of the paper is illustrated in the
inset of Fig. 1, where the PG can be easily observed in the
magnetic susceptibility data from Ref.7 and determined
by a distinct change in slope preceding THO. While in
the absence of a PG, one expects an abrupt change in
the slope. Numerous probes that measure quasiparti-
cle spectra can be used to reveal a pseudogap crossover.
Using scanning tunneling microscopy (STM), the pseu-
dogap is described as the opening of energy gap through
a decrease in the density of states without the presence
of coherence peaks,31 while nuclear magnetic resonance
(NMR) has shown a distinct changes in the relaxation
time within the d-wave cuprates.32

Our intent is to provide a qualitative phenomenological
description of the fluctuations and is not meant to pro-
vide a comprehensive theoretical analysis of the HOPG
state. In what follows, we discuss the evidence of the
HOPG as observed in various experiments. We then il-
lustrate how the effects of amplitude fluctuations would
effect these measurements.

II. THEORETICAL SIMULATION OF THE

PSEUDOGAP

To investigate the pseudogap, we use three separate
techniques to examining the qualitative effects of HO gap
fluctuations. Within these simulations, we do not address
the microscopic origins of the HO phase given the lack of
a solid understanding of the HO. These calculation are
typically meant to illustrate the effects of gap fluctua-
tions for comparison to the experimental data. Since the
pseudogap is likely to have a more microscopic origin,
the mean-field approach used below can only obtain an
upper limit to the fluctuations.
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FIG. 2: (Color Online) (a) Simulated dI/dV versus ω for t
= T/THO = 0.4 to 1.6. Here, the pseudogap is shown for t
= 1.0 (dashed black) due to fluctuations within the energy
gap. If no fluctuations occur, then the t = 1.0 curve will be
flat (dotted black). The suppression of the density of states at
THO demonstrates the presence of a pseudogap state. Here, σ
is given by a = 3.0 meV and b = 0.2. (b) Normalized dI/dV
versus potential for URu2Si2 from Ref. [3]. We used nor-
malization, where we divide the low temperature dI/dV(V,T)
data by high temperature data dI/dV(V,T = 25K). We note
that our simple model does provide a reasonable comparison
with the data, while we are not pursuing full fit of the data
at this point.

A. Pseudogap in Point-Contact Spectroscopy

Point contact spectroscopy (PCS) is a microscopic
technique that provides a direct measurement of the den-
sity of states (DOS) for a material by examining its I-
V characteristics.31,33,34 By applying a voltage across a
material, the tunneling conductance is directly related to
the scattering of conduction electrons and the density of
states. If a system exhibits a pseudogap, one typically
detects a suppression in the DOS before the coherent or-
dering temperature.

PCS measurements on URu2Si2 at various tempera-
ture that were performed almost two decades ago by
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Hasselbach et al.3 demonstrated the presence of the HO
state. However, Fig. 1 of Ref. [3] shows the measured
conductance G = dI/dV as a function of bias voltage
through a temperature range of 5.5 and 25 K. Analysis
of the data shows the emergence of a coherent HO state
at 17.5 K. From the data, it is clear that there is a dis-
tinct “dip” in the density of states (DOS) between 22
K and the HO transition temperature THO. The lower-
ing of the DOS before the transition is an indicator of
pre-transition ordering without coherence in the system.
Recent soft PCS measurements could be indicative of the
same feature.35.
To model the effective HOPG, we assume the non-

coherence can be modeled by fluctuations of the gap am-
plitude. Since the conductance G is proportional to the
DOS ρ, we can write the conductance as

dI

dV
=

∫

ρ0(ε, T )P (∆, T )
(

df
dε

∣

∣

∣

ε→ω

)

dεd∆
∫

P (∆, T )d∆
, (1)

where the DOS is modeled as a general order parameter
which induces a gap in the energy spectrum that is sym-
metric near Fermi energy for simplicity. This is shown
by

ρ0(ε, T ) =
|ω|√

ω2 −∆2
. (2)

To incorporate the amplitude fluctuations, we assume
Gaussian distribution given by

P (∆, T ) =
1

σ
√
2π

e
−(∆−∆0(T ))2

2σ2 .. (3)

In Eq. (1), f is the Fermi function, f = (e−ε/kBT + 1)−1

and σ defines the extent of the order parameter fluctua-
tions around its mean-field value ∆0. The temperature
dependence of the mean-field gap ∆0(T ) is defined in the
typical way,

∆0(T ) =

{

∆gap

√
1−t

1− t
2

, 0 ≤ t < 1

0, t ≥ 1
(4)

where t = T/THO and we set ∆gap ≈ 5.0 meV to comply
with available data on URu2Si2 . We take σ to be a tem-

perature dependent function σ = ae−b
√

(1−t)2 , where a
produces fluctuations, b introduces a temperature depen-
dence and both are positive constants. This form encodes
fluctuations which extend to a range ∼ b−1 around the
mean-field critical temperature.
Figure 2 shows the conductance as a function of ω for

t ranging from 0.4 to 1.6, calculated using Eq. (1). The
dashed black line denotes t = 1.0, where T = THO. For
the case of no PG, the t = 1.0 line should be flat (dot-
ted black line) indicating no fluctuations. However, due
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FIG. 3: (Color Online) Spin susceptibility as a function of
energy and momentum. (a) and (b) show the gapless system
(t ≥ 1.0) without and with gap fluctuations, respectively. (c)
and (d) show the gapped system (t = 0.5) without and with
fluctuations, respectively. The clear broadening of the spin
excitations denotes a precursory PG to the HO phase.

to the gap fluctuations, the simulation demonstrates a
suppression of the DOS even at the critical temperature
THO, which mimics the behavior of the PG observed in
experiment.

B. Pseudogap in Inelastic Neutron Scattering

Through the use of inelastic neutron scattering (INS),
Wiebe et al. investigated the spin excitations above
and below THO

24 and revealed itinerant-like spin exci-
tations at incommensurate wavevectors (H ∼ (0.6,0,0)
and (1.4,0,0)) at about 5 meV (∆0) as well as lower en-
ergy commensurate spin excitations. Both features have
been the motivation for the recent hybridization wave
and other proposals for HO models (see, e.g.15–21).
By evaluating the data, we conclude that inelastic neu-

tron scattering data also signals the existence of the
HOPG at 20 K. This is deduced from the appearance
of distinct broadening of the spin excitations at ∼ 20 K,
which can be explained by gap fluctuations of a PG as
HO phase begins to order (see Fig. 2 of Ref. [24]).
To illustrate the effects of a PG on these features, we

add the same gap fluctuations to the calculation of the
spin susceptibility as a function of ω and q. The spin
susceptibility is defined as36

χ′′(ω, q) =

∫ ∞

0

Im

[

P (∆, T )

ω2 − ω2
q + iδ

]

d∆ (5)
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FIG. 4: (Color Online) The temperature dependence of the
NMR relaxation time for gap fluctuations with and without
a temperature dependent distributions calculated from in-
tegrating Eq. 6 over the fluctuations of ∆. The increased
presence of gap fluctuations increases the relaxation time and
softens the gap suppression. The addition of a temperature
dependent σ (b = 0.2) produces a sloped response for t > 1.0
(dash-dotted gray).

where ωq =
√

(cq)2 +∆2, c describes the spin-wave ve-

locities (∼45 meV Å), and δ is a small broadening (note
that without the integration over ∆ one obtains the usual
expression for the spin susceptibility).
Figure 3(a)-(d) shows the spin susceptibility (calcu-

lated from Eq. (5) with the HO gap and fluctuations
defined by Eq. (2-3), as function of ω and q at t = 1.0
((a) and (b)) and t = 0.5 ((c) and (d))(see Eq. 4). The
left panels (a) and (c) do not include any gap fluctuation
(i.e. no integration over ∆), while the right panels (b)
and (d) are simulated with gap fluctuation similar to the
point contact experiment.
The introduction of gap fluctuations produce a widen-

ing of the excitations, which allows suppression of spec-
tral weight to be observed above the transition tempera-
ture. Experimentally, the generalized broadening shown
in Figs. (1-3) of Ref. [24] demonstrates the existence of
gap fluctuations and ordering above the transition tem-
perature and denotes the presence of a PG before the HO
phase transition.

C. Pseudogap in Nuclear Magnetic Resonance

Through the use of NMR, one can probe the spin-
lattice relaxation rate and determine the existence of an
ordered phase transition.37 By introducing fluctuations
to the HO energy gap, it is expected that multiple or
varying lines shapes will indicate a PG regime. To model

this probe, we examine the effects of the gap fluctuations
on the NMR relaxation rate (TT1)

−1, which is given by

1

TT1
=

γ2
nkB
2µ2

B

∑

q

q2

2π2

χ′′(ω, q)

ω

∣

∣

∣

ω→0
, (6)

where γn is the nuclear gyromagnetic ratio, kB is Boltz-
mann’s constant, and µB is the Bohr magneton.37

In Fig. 4, the NMR relaxation time as a function of
temperature is calculated from integrating Eq. (6) over
the fluctuations of ∆ (Eq. (3)), for different values of
order parameter fluctuation range a=1 (blue dotted), 2
(red dashed), 3 (black solid) meV with b = 0. The dash-
dotted (gray) curve is for a = 3.0 meV and b = 0.2 to
demonstrate the effect of a temperature dependent σ.
As shown in Fig. 4, when gap fluctuations are small

(a ≤ 1.0), the relaxation time shows a dramatic decrease
at the transition temperature. The drop is caused by
the opening of an energy gap at the Fermi level. How-
ever, as gap fluctuations are increased (a > 1.0), the
presence of non-coherent order helps broaden in the re-
laxation time suppression due to an increase in the DOS.
A similar broadening effect has been observed demon-
strated in multiple NMR investigations of URu2Si2,

38,39

which indicates the clear presence of order before the
transition.
Recent NMR measurements41 have observed a slight

rounding of the transition boundary and a sloped re-
sponse for t > 1.0. The rounding of the transition edge
has also been observed, for instance, in NMR studies of
YBCO.25 This seems to indicate that σ is temperature
dependent. In Fig. 4, the dash-dotted (gray) line shows
the effect of a small temperature dependence on the fluc-
tuation distribution (b = 0.2). This temperature depen-
dence has minimal effect on the other probes, but pro-
duces the linear response to the NMR relaxation time.
Future measurements and investigations will be able to
clarify this point.

D. Results and Discussion

The results that were shown here are not meant to
serve as an exact theory, but rather to set the stage for
a more rigorous theory to follow from the phenomeno-
logical approach we have introduced. A clearer picture
of the nature of this region should be obtained through
more theoretical and experimental investigation, relying
on theories which take the hidden order into account
microscopically42. To give an example of how the nature
of the HO state can be revealed from the PG, we con-
sider again the mean-field theory. In the theory above,
we have considered pure amplitude fluctuations. How-
ever, one could also consider phase-fluctuations, which
tend to decay differently than amplitude fluctuations.
Thus, a detailed study of the PG may reveal the ori-
gin of fluctuations, and from that reflect on the nature of
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the hidden order. For instance, one may expect that an
itinerant mechanism for the hidden order (For instance
Refs.15,20,21) will have a mean-field amplitude fluctua-
tions, indicating a weak-coupling gapping mechanism.
However, in local ordering theories one may expect phase
fluctuations to be pronounced.
To give another example of how studying the PG re-

gion can help distinguish between relevant theories, we
note that a partial gapping above the HO transition was
discussed43,44 and was interpreted as a partial hybridiza-
tion due to crystal field splitting45. However, it seems
that the temperature region is lightly higher than that of
the PG phase inferred from QPS (∼ 30− 35K compared
to ∼ 22− 25K), which may indicate a different origin for
the PG. This inconsistency calls for further investigation.

III. CONCLUSION

In conclusion, it was demonstrated that there is clear
evidence for a HOPG in various observations of URu2Si2
around TPG ∼ 25− 30 K. We simulate the effect of a PG
in multiple experimental probes through the introduction
of fluctuations of the HO gap, and show that various fea-
tures of a PG phase, as they come about from different
probes (quantum point contact spectroscopy, spin sus-

ceptibility and nuclear magnetic resonance), may be ac-
counted for even with a simple model considering only
one form of fluctuations (amplitude fluctuations) of the
HO order parameter .
The richness of debate around the nature of HO and

normal state from which it emerges, emphasizes the im-
portance of investigating this region fully. Results ana-
lyzed here and discussions on the HOPG pose additional
constraints on the models for both normal state and HO
and will lead to better understanding of the origin and
nature of the HO phase.
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