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One of the main challenges for the future hydrogen economy is finding a safe and efficient 
way to store hydrogen. Materials with large surface areas, like carbon nanotubes and their 
analogues boron-nitride nanotubes, are being studied as potential candidates for this 
purpose. We perform density functional theory (DFT) and dispersion-corrected DFT (DFT-D) 
calculations of the adsorption of molecular hydrogen on graphene and boron-nitride sheets 
and compare against Møller-Plesset perturbation theory (MP2 and MP2.5). Our results 
indicate that DFT underestimates the binding energies while DFT-D gives a very good 
agreement with the higher order theory. Within DFT-D we show that the binding energy of 
molecular hydrogen to the outer walls of carbon nanotubes is more than 40% larger 
compared to boron-nitride nanotubes. 

 
 

I. Introduction 
 
The negative long-term environmental and economic 
impact of burning fossil fuels for energy will 
ultimately necessitate the transition to renewable 
energy sources. Although molecular hydrogen is 
generally recognized as the best potential candidate 
for a clean and sustainable source of energy, 1 
hydrogen production as a mass commodity presents a 
number of technical challenges.2 A necessary step 
towards the achievement of a hydrogen-based energy 
economy is the development of safe and efficient 
hydrogen storage technology. The Department of 
Energy (DOE) proposed target for efficient storage 
materials is hydrogen adsorption of 9 wt% (weight %) 
by 20153 and the optimum binding energy is in the 
range between physisorption and chemisorption (0.2-
0.5 eV).4 Potential storage materials include materials 
with large surface area such as graphene and carbon 
nanotubes. 5  In that respect a large body of 
experimental literature exists on the adsorption of 
atomic and molecular hydrogen on to the surface and 
inner walls of carbon nanotubes (CNTs). 6 - 10  The 
adsorption energy of molecular hydrogen is in the 
physisorption range of about 50 meV for carbon 
surfaces.11,12 More recently, boron-nitride nanotubes 
(BNNTs) have also been studied for their hydrogen 

storage capability. It was suggested that BNNTs would 
be better than CNTs for hydrogen storage owing to 
the partial ionic character of the BNNT surface.4 There 
is promising experimental evidence for the hydrogen 
storage capacity of BNNTs. Pristine BNNTs have 
shown modest hydrogen uptake of up to 1.8 wt% 
which is due to relatively large weight per surface 
area.13-15 Various methods have been proposed to 
increase the surface area of the BNNTs and thus 
increase the hydrogen uptake.13,14,16-18  

The theoretical work has been largely centered on 
the adsorption of atomic and molecular hydrogen on 
to the surface and inner walls of CNTs. 19 - 25  The 
binding energies for atomic hydrogen chemisorptions 
are in the order of 1eV,19 which is higher than the  
target. On the contrary the physisorption of molecular 
hydrogen is an order of magnitude lower than the 
target. Using a force-field approach the binding 
energy of external molecular hydrogen adsorption of 
20 meV and internal binding energy of 40 meV is 
reported for CNT (9,9).22 Physisorption of molecular 
H2 on the surface of zigzag CNT (10,0) was found to be 
34 meV at about 3.44 Å from the CNT surface.23 A 
maximum binding energy of 70 meV has been 
reported for H2 molecule adsorbed at the outer walls 
of armchair CNTs using density functional theory 
(DFT).19 When DFT with a Lennard-Jones dispersion 
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correction scheme for Van der Waals interactions was 
employed, an external binding energy of 61 meV and 
an internal binding energy of 220 meV have been 
reported for CNTs in 6-7 Å in diameter.24 Metal 
doping, such as Ti26 or Ca,27 on the surface of CNTs 
was calculated within DFT to increase on average the 
binding energy to 0.2-0.3 eV per H2 and also increases 
the uptake at high Ti coverage. 

There are already a number of studies on atomic 
and molecular hydrogen adsorption on both pristine 
and doped BNNTs based on DFT. 4, 28-33 Similar to CNTs 
the binding energies for atomic H chemisorption on 
BNNTs are found to be an order of magnitude higher 
than the target: in the range of several eV.28,30 
Conversely the binding energy of molecular H2 
physisorption are typically an order of magnitude 
smaller than the target: 20-40 meV has been reported 
for armchair BNNT calculated using hybrid 
functionals;28 50 meV has been reported using 
ultrasoft pseudopotentials with a distance of 
approximately 3.5 Å from the surface of the 
nanotube.33 A maximum of 90 meV for zigzag BNNT 
where hydrogen is about 3.1 Å above the surface has 
been reported.28 Metal doping of BNNTs has been 
suggested to provide an intermediate regime, 
including Ti,33 Pt,34,35  and other transition metal36 
doping. Binding energies of hydrogen molecules close 
to the metal site of several tenths of one meV have 
been predicted. 

Comparison of the hydrogen storage capacity of 
BNNTs and CNTs reports gives contradictory results: 
several studies indicate that the binding energy of 
molecular hydrogen on BNNTs is larger than on CNTs, 
possibly due to their heteropolar binding.4,28,31 At the 
same time other studies show that both physisorption 
and chemisorption of hydrogen on BNNTs are less 
favorable energetically than on CNTs.32 Moreover all 
calculations are performed within a DFT framework, 
which is known to poorly describe dispersion 
interactions.37 

In this paper, we study the adsorption energy of 
molecular hydrogen on segments of BN and graphene 
sheets using a dispersion-corrected DFT method (DFT-
D) and compare the results with those obtained using 
both second-order Møller-Plesset perturbation (MP2) 
methods and a scaled MP2.5 method. Then, hydrogen 
adsorption of CNTs and BNNTs are studied using DFT-
D. The rationale is that dispersion interactions are the 

leading energy scale in this system, which standard 
DFT functionals fail to capture because of the long-
range of the dispersive interaction. Accounting for the 
dispersion interactions within DFT-D we predict that 
CNTs are more suitable for hydrogen adsorption than 
BNNTs.  

 
II. Structure and methods 
 
The dispersion or Van der Waals (VdW) interaction is 
relatively weak, however, it can be the dominant 
interaction when chemical bonding and electrostatic 
forces are absent, which is the case in many systems 
of extreme importance including many biological 
structures. Thus the correct accounting of such 
interactions is crucial for accurate theoretical 
description of such systems. The VdW interaction 
arises completely from long-range electron 
correlations. The most commonly used DFT local and 
hybrid functionals ignore the non-local part of the 
exchange-correlation, thus failing to describe the 
VdW interaction.37 Since this energy contribution is 
small, the error is negligible for the chemically bound 
compounds, which is the case for atomic hydrogen 
adsorption. However, H2 is a chemically stable non-
polar molecule and the VdW energy is the leading 
contribution in the physisorption of H2 on CNTs and 
BNNTs.  

Dispersion can be calculated using higher order 
chemical methods, however, at a great computational 
expense. 38  Recently, DFT-D functionals were 
developed in which the VdW interaction is included 
semi-empirically (for review see Refs. 39,40). The 
total energy is ܧDFT-D ൌ DFTܧ ൅ DISPܧ  where ܧDFT  is 

the usual self-consistent Kohn-Sham energy and ܧDISP 
is an empirical dispersion correction given by 41,42  

DISPܧ  ൌ െ 12 ෍ ଺௜௝ܥ ෍ d݂amp൫ห࢘௜௝ ൅ ௜௝࢘ห൯หࡾ ൅ ௜,௝ࡾห଺ࡾ  

 
where ࢘௜௝  is the interatomic distance vector, ࡾ are 
the lattice vectors, and d݂amp is a damping function. 
The coefficients are typically chosen by fitting to the 
energies of a representative set of 22 non-covalently 
bonded compounds (S22).43  This correction has been 
implemented for gradient-corrected functionals 
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(GGAs) and the plane-wave (PW) pseudopotential 
formalism in the Quantum-Espresso package.44  

Because of the semi-empirical nature of DFT-D we 
calibrate our calculations by comparing the binding 
energies of molecular hydrogen on graphene and 
boron-nitride (BN) sheets segments (Fig. 1) calculated 
using DFT, DFT-D, DFT-D3, MP2 and MP2.5. The 
system is non-periodic and the dangling bonds are 
hydrogen terminated. Then we use the DFT-D method 
on BNNTs and CNTs with both armchair (5,5)  and 
zigzag (9,0) chirality which are of almost the same 
diameter and are in the experimentally synthesizable 
range. DFT and DFT-D calculations were carried in the 
Quantum Espresso (QE) package.45 It is well-known 
that the the local density approximation (LDA) 
produces electronic densities more homogenous than 
the exact ones which leads to overestimation of the 
binding energies. 46 This problem is especially severe 
in the case of weakly bound systems including those 
involving dispersive interactions, including 
graphene.24  At the same time, it is generally believed 
that for molecular systems GGA improves significantly 
binding energies and lengths and is therefore 
predominantly used in the literature. In this work we 
use the Perdew-Burke-Ernzerhof (PBE) functional47 
with ultrasoft pseudopotentials. 48  The plane wave 
energy cutoff is set to 50 Ry. Energy convergence of 10ି଼ Ry and a uniform 1 ൈ 1 ൈ 8 k-point grid is used 
for the nanotubes and gamma point only for the 
sheets. Structural optimization was performed within 
both DFT and DFT-D until the Hellman-Feynman 
forces are converged to 10-3 Ry/au.  

Reference calculations for H2 complexes with the 
graphene sheets and BN sheets were carried out in 
the MOLPRO package within the MP2 and MP2.5 
methods. The MP2.5 method is based on a mutual 
cancellation of errors between MP2 and MP3 
calculations. MP2.5 has been shown to produce 
binding energy errors that are very close to those of 
much more expensive methods, such as 
CCSD(T)/CBS.49-51 The MP2.5 binding energy is given 
as 

஼஻ௌெ௉2.5ܧ∆  ൌ ஼஻ௌெ௉2ܧ∆  ൅ ௕௔௦ି௫ெ௉3ܧ∆ሾݔ  െ ௕௔௦ି௫ெ௉2ܧ∆ ሿ 
 
where traditionally bas-x is a medium basis set, such 
as aug-cc-pVDZ or cc-pVTZ. When these basis sets are 
used the scaling factor, ݔ, is generally set to 0.5. In 

this work bas-x is represented by a smaller basis set, 
namely 6-31G*. For this basis set the scaling factor is 
set to 0.9, which generally yields results that are very 
similar to those obtained with the larger bases.52 In 
this implementation of the MP2.5 method, MP2/CBS 
binding energy values were determined by 
extrapolation from the cc-pVDZ and cc-pVTZ basis 
sets. Each term in the MP2.5 calculations utilizes 
counterpoise corrections to account for basis set 
superposition error. 

The DFT-D3 binding energy calculations were also 
carried out in MOLPRO using the BLYP functional 
along with the TZVPP basis set. The D3 empirical 
dispersion correction contains both ܴି଺  and ܴି଼ 
terms, which has been shown to improve the 
description of dispersion interactions.53 

 

 
Figure 1: Hydrogen terminated segments of (a) graphene sheet   
showing the H2 adsorption sites: A- hollow, B-bridge, C- top and 
(b) BN sheets showing the H2 adsorption sites: D-hollow, E-bridge, 
F-B top, G-N top. Orange, magenta, cyan and white spheres 
represent C, B, N and H atoms respectively.  

III. Results and discussion 
 
The molecular hydrogen adsorption to segments of 
both graphene and boron-nitride sheets is studied 
using DFT, DFT-D(3), and MP2(.5). The binding energy 
of hydrogen molecule is calculated for several 
orientations of the molecule with respect to the 
graphene and boron-nitride sheets.  

For graphene there are six possible configurations 
(Fig. 1a) – hollow (A), bridge (B) and top (C) positions 
with H2 in vertical (V-hollow, V-bridge and V-top) and 
horizontal orientations (H-hollow, H-bridge and H-
top). In the vertical orientation, the H2 molecule is 
positioned perpendicular to the plane of the sheet 
and in the horizontal orientation parallel to the sheet. 
Fig. 2 shows the binding energies of H2 to the 
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graphene at all of the above configurations. The 
comparison of the reported binding energies from 
Ref. 32 is also shown. We find that while standard DFT 
grossly underestimates the binding energy in all cases, 
the DFT-D shows binding energy very close to the 
values of MP2 and MP2.5. There is only slight 
orientation dependence with the hollow position 
being the most stable and the vertical orientation 
slightly more stable than the horizontal. Clearly DFT 
captures only a small part of the VdW interactions 
which is the predominant interaction between the 
sheets and the hydrogen molecule. It underestimates 
the binding energy 3-4 times and for some 
orientations even predicts repulsive interaction. The 
separation between the C sheet and the hydrogen 
molecule is relaxed separately within DFT and DFT-D. 
The average separation in the V- and H-configuration 
is 3.08 and 3.48Å in DFT respectively; 2.72 and 3.04Å 
in DFT-D. As expected the equilibrium separations in 
DFT-D are smaller by about 12%, because the 
interaction is more attractive.  

 

Figure 2: Binding energies of molecular hydrogen adsorption to 
segment of graphene sheet at different configurations using 
different methods. The preface V denotes that the H2 is oriented 
perpendicular and H parallel to the graphene plane. The open 
symbols represent DFT methods while the closed ones represent 
higher order methods. In Ref. 32, the binding energy is reported 
for orientation V-hollow. 

For boron-nitride sheets there are eight possible 
configurations (Fig. 1b) – hollow (D), bridge (E), top of 
boron (F) and top of nitrogen (G) in both vertical (V-
hollow, V-bridge, V-B top and V-N top) and horizontal 
(H-hollow, H-bridge, H-B top and H-N top) 
orientations along with the reported values in the 

literature. Fig. 3 shows the comparison of the 
hydrogen molecule binding energy to the BN sheets in 
the above configurations. Here too standard DFT 
underestimates the binding   energy; however, the 
difference is about 2 times. This is possibly due to the 
partially ionic character of the boron-nitride sheet for 
which DFT works better. On the other hand the 
standard DFT-D parameterization42,44 of PBE in QE 
greatly overestimates the binding energy. The reason 
could be that the ܥ଺  parameters are derived for 
compounds containing C and N (but not B) in higher 
coordination. To correct this we use a new and more 
accurate DFT-D parameterization which incorporates 
geometry- dependent information by using fractional 
coordination numbers to interpolate between 
dispersion coefficients of atoms in different chemical 
environments.53 The new ܥ଺ coefficients are 31.4436 
a.u. for B and 15.5817 a.u. for N for coordination 
number close to 3 which is representative for the 
hexagonal sheet geometry. With this 
parameterization the binding energies from DFT-D are 
in much better agreement with MP2 and MP2.5 
values (Fig. 3), although both DFT-D and DFT-D3 seem 
to overestimate the binding energy. The orientation 
dependence is even weaker with the different 
methods predicting different minima. The average 
separation in the V- and H-configuration is 3.06 and 
3.36Å in DFT respectively; 2.79 and 3.13Å in DFT-D. 
Here the DFT overestimates the equilibrium distances 
by about 8% compared to DFT-D. The equilibrium 
separations for BN sheets are a bit larger than those 
for C sheets because the dispersive interaction is 
weaker. 

 
Figure 3: Binding energies of molecular hydrogen adsorption to 
segment of BN sheet at different configurations using different 
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methods. The preface V denotes that the H2 is oriented 
perpendicular and H parallel to the sheet. The open symbols 
represent DFT methods while the closed ones represent higher 
order methods. In Ref. 32, the binding energy is reported for the 
orientation V-hollow. 

Overall, a comparison of the DFT binding energies 
calculated here and elsewhere in the literature shows 
that the energies are underestimated; display large 
variability among the different implementations and 
functionals; and do not show any trend i.e. some 
show higher binding energy for graphene sheets while 
others for BN sheets. Higher order methods, on the 
other hand, predict much larger binding energies and 
show clearly that the graphene sheets have higher 
binding energy than the BN sheets. DFT-D agrees very 
well with the higher order methods and represents a 
systematic improvement over DFT (as opposed to 
coincidental agreement which was found for some 
DFT functionals) by providing the missing physics, 
namely the dispersive interactions. In addition, DFT-D 
predicts closer packing of the adsorbed hydrogen 
which would imply larger hydrogen uptake. 

 

 

Figure 4: Optimized structures (top and side view) of a molecular 
hydrogen physisorbed at the outer wall of zigzag (a) CNT and (b) 
BNNT. The orange,  magenta, cyan and white spheres represent C, 
B, N and H atoms respectively.  

While it is possible to use higher order methods 
on small structures such as the graphene and BN 
sheet segments, these calculations become 
prohibitively expensive for realistic geometries. This is 
especially pronounced when geometry optimization is 
required. We found that DFT-D agrees very well with 
MP2.5 level of theory for these systems. Therefore, 

the real utility of DFT-D shows in study of larger 
structures such as the molecular hydrogen adsorption 
on the outer walls of the nanotubes which can be 
done with higher order methods’ degree of accuracy 
but at the expense of a DFT calculation.  

We consider armchair (5,5) and zigzag (9,0) C and 
BN nanotubes. These nanotubes have been studied in 
the literature and they are approximately the same 
diameter ( ~ 0.7 nm) within the experimentally 
synthesizable range. We optimized the position of a 
single H2 molecule on all nanotubes. The optimized 
positions for zigzag (9,0) nanotubes of C and BN are 
shown in Fig. 4 . For armchair and zigzag CNTs we 
found the equilibrium separation to be 3.20 and 
3.24Å in DFT respectively; 2.75 and 2.87Å in DFT-D. 
For armchair and zigzag BNNTs the equilibrium 
separations are 3.24 and 3.20Å in DFT; 2.97 and 2.91Å 
in DFT-D. The DFT overestimation is similar to the 
case of C and BN sheets. 

 
Figure 5: Comparison of binding energy of hydrogen adsorption to 
CNT and BNNT using different methods. The open symbols 
represent DFT methods while the closed ones represent higher 
order methods.  

The chirality dependence of the binding energy of 
the nanotubes is almost negligible in case of DFT as 
shown in Fig. 5. Our DFT results show a very small 
increase in binding energy for the BNNT compared to 
the CNT which agrees with the results of Jhi et al.28 
and Mpourmpakis et al.31 whereas results of Zhou et 
al.32 show inclination towards CNT. DFT-D on the 
other hand clearly shows that the binding energy on 
BNNTs is smaller, which is consistent with the results 
for BN sheets. This could be explained by the fact that 
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even though the BN sheets are more ionic the H2 
molecule has a zero dipole moment. Therefore, the 
electrostatic interaction does not play a role and the 
interaction is purely dispersive. Due to the ionicity of 
BN sheets, more charge participates in fixed dipoles 
and less in induced dipoles, therefore the dispersive 
(London) interaction is weaker. The dispersive energy 
is approximated by54  

DISP஺ି஻ܧ  ൌ െ ஺ܫ஻4ሺܫ஺ܫ3 ൅ ஻ሻܫ ଺ݎ஻ߙ஺ߙ  

 
where ܫ are the first ionization potentials and ߙ are 
the polarizabilities of the molecules which in turn 
depend on the free charges. We observe that ܧDISP is 
about a factor of two smaller for the stand-alone BN 
sheets compared to the C sheets therefore it must be 
that ߙ஼ ൐  ஻ே. From where it immediately followsߙ
that ܧDISP஼ିுଶ ൐ DISP஻ேିுଶܧ . The situation could be in 
reverse for molecules with non-zero dipole moment.  

Our results, therefore, suggest that CNT are more 
appropriate for hydrogen storage applications. 
However, even though the binding energies within 
DFT-D are larger than the predicted values within DFT 
in this and previous studies they are still a lot smaller 
than required for practical applications. 
 
IV. Conclusions 
 
In summary, we have studied the molecular hydrogen 
binding to the graphene and boron-nitride sheet 
fragments using DFT, DFT-D(3), and MP2(.5). Our 
results indicate that DFT binding energies are 
underestimated and unreliable due to a well-known 
deficiency of the DFT functionals. At the same time 
DFT-D(3) seems to compensate very well for these 
deficiencies and shows very good agreement with 
MP2(.5) results for graphene and boron-nitride 
sheets. Using DFT-D we show that the molecular 
hydrogen binds stronger to carbon nanotubes 
compared to boron-nitride nanotubes. Since the 
equilibrium separation scales with the strength of the 
interaction DFT-D also predicts closer packing and 
potentially higher hydrogen uptake. Nevertheless, 
binding energies on pristine nanotubes are still well 
below the experimentally desirable range.  
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