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Interactions and magnetization reversal of Ni nanowires arrays have been investigated by the first
order reversal curve (FORC) method. Several series of samples with controlled spatial distribution
were considered including simple wires of different lengths and diameters (70 nm and 110 nm) and
complex wires with single modulated diameter along their length. Subtle features of magnetic inter-
actions are revealed through a quantitative analysis of the local interaction field profile distributions
obtained from FORC. In addition the FORC analysis indicates that the nanowire systems with a
mean diameter of 70 nm appear to be organized in symmetric clusters indicative of a reversal-field

memory effect.
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I. INTRODUCTION

Magnetic nanowires are an important class of magnetic
nanostructured materials'™. Due to size confinement,
new phenomena arise in these systems which makes them
ideal candidates for important technological applications
in spintronics and as microwave devices* 2, high-density
recording media, and permanent magnets'®. For the
above mentioned applications as well as for fundamental
studies of magnetic interactions and magnetization rever-
sal in model systems, the most useful configuration is a
periodic array of nanowires where the size of the compo-
nents and their reciprocal arrangement can be controlled.
One of the most versatile methods of preparing periodic
arrays of magnetic nanowires is the use of nanometer-
sized templates where the wires are grown by electrode-
position techniques. This method has advantages over
the standard preparation methods of nanowires by litho-
graphic approaches. First of all, the template method of
growing nanowires is not as laborious and does not re-
quire as sophisticated of instrumentation as in electron-
beam lithography. Further, the approach readily allows
fabrication of large size samples and is a unique way to
obtain volumetric arrays of magnetic nanowires as op-
posed to the planar arrangements common to other meth-
ods. There are several nanoporous materials that can
be used as templates but the most common for unidi-
mensional nanostructures are anodic porous alumina and
track-etched polymer membranes!!12. These membranes
allow fabrication of uniform arrays of metallic nanowires
with large aspect ratios over a large range of wire diam-
eters and interwire distances.

The strength of magnetic interactions in magnetic
nanowire arrays can be controlled effectively by vary-
ing the interwire spacing. The spacing provided by the
polymer membranes is difficult to control due to the ran-

domness of pore location obtained through the combina-
tion of the charged particle bombardment (irradiation)
and chemical etching!?!3. In spite of recent progress in
fabrication of ion track nanochannels that allows a bet-
ter control of the number of the pores in a membrane,
their precise location is still problematic'#. Conversely,
templates obtained by aluminum anodization provide for
better control of the pores through a combination volt-
age, acid concentration and time used during the oxida-
tion process'2. Moreover, through a multistep anodiza-
tion scheme one can obtain alumina membranes with
more complex configurations that can be used to prepare
nanowires with modulated diameters and/or varying in-
terwire distances'®. The advantage of this approach is
the ability to obtain membranes with different average
distances between pores while preserving the same diam-
eter distribution?®.

One of the most important effects in magnetic
nanowire arrays is the interwire magnetostatic
interactions!'” 22, The interwire interaction signifi-
cantly affects magnetic properties of magnetic nanowire
including magnetization switching?!23, microwave!”24
and magnetotransport properties®®. Consequently, in
order to understand the obtained experimental results,
reliable methods for interactions evaluation are needed.
To quantify the effect of interactions one needs both
a suitable method to experimentally vary the strength
of interactions in arrays of magnetic nanowires and a
method to measure the effect of the interactions.

Any experimental method used to quantify the inter-
actions in magnetic systems must be simple to implement
by starting from a reproducible and easy to achieve initial
state, by requiring a reasonable number of measurement
points and by providing, directly or after some preferably
simple data processing, a meaningful parameter charac-
terizing the strength of interactions. For ferromagnetic



materials the major hysteresis loop (MHL) is the distinc-
tive fingerprint and the simplest measurement protocol,
obtained by cycling the applied magnetic field (input)
and recording the ensuing change of magnetization (out-
put) of the specimen along the field direction. Unfor-
tunately, through its main parameters coercive field, re-
manent and saturation magnetizations, MHL cannot pro-
vide an adequate description of magnetic interactions. In
spite of some attempts to consider more subtle features
of the MHL as its shape (squareness, shear, etc.)?26,
it proved not to be a suitable alternative to quantita-
tively characterize magnetic interactions, situation stem-
ming from exactly MHL’s main advantage, simplicity.
More complex magnetization curves covering states with
field and magnetization values located inside the MHL,
as higher order magnetization curves?”?8, can give addi-
tional information that can be used for magnetic inter-
action characterization. The term high order is meant
to underline the fact that each magnetization curve is
obtained after a number of reversals of the input, i.e.
magnetic field?®. Thus, the MHL is considered a zero
order magnetization curve whereas any magnetization
curve obtained after the field variation sign is reversed
at a certain point of the MHL is of first order, reversed
twice, second order, and so on. To be more specific, if we
start from the positive saturation of the sample, when
the field is decreased we are measuring the descending
branch of MHL (zero order curve). If at a certain value
of the applied field (not sufficient to saturate the sample
in the negative sense) the field is increased, a first order
curve will be measured. Analogously, if at a certain value
of the applied field one starts to decrease the field instead
of continuing increasing it towards the positive saturation
one measures a second order magnetization curve and
the same technique can be used to obtain higher order
curves. Several high order magnetization protocols were
proposed to probe the effect of interactions in assembly
of magnetic particles as Henkel Plots2?, deltaM-plots3,
and First Order Reversal Curves (FORC)?8:31:32, The
first two methods offer only a qualitative evaluation of
magnetic interactions starting from a relation established
by Wohlfarth between the different modes of acquisition
of remanent magnetization of non-interacting ferromag-
netic particles®?, i.e. isothermal remanent magnetization
(IRM) and DC demagnetization. In addition, the results
obtained using these methods are not very stable being
dependent on the manner used to obtain the demagne-
tizing state prior the IRM measurements®*. First Order
Reversal Curves, introduced by Mayergoyz as an iden-
tification method for Preisach Model®!, were proposed
by Pike as a better alternative than deltaM-plots for
studying magnetic interactions in assemblies of magnetic
entities32. First, by decreasing the order of the employed
magnetization curves to one, experimentally the FORC
method is simpler to implement. Second, the initial state
for every FORC-type measurement is the magnetic satu-
ration which is highly reproducible and easy to achieve.
Finally, from the First Order Reversal Curves, following

a well-defined transform, the FORC distribution is ob-
tained which can be used to characterize the interactions
and magnetization reversal in hysteretic systems. The
FORC distribution and/or FORC diagram which is ob-
tained as a contour plot of the former, offer qualitatively
visual information on the interaction in a system that can
be easily used to differentiate systems with different inter-
action strengths. Further, through the values of FORC
distribution parameters, this method provides a quan-
titative assessment of interaction which is not affected
by the problems of delta-M and Henkel plots mentioned
above.

Soon after it was proposed, FORC method became an
important experimental approach for interaction evalu-
ation in hysteretic systems for a wide class of different
materials ranging from magnetic3® 2 and electric*3 45
to spin transition systems*% 4. In the case of magnetic
nanowire arrays, Spinu et al.3” proposed for the first time
FORC as an effective method for magnetic interactions
characterization with many other reports following®® 6.
In the majority of these reports the FORC method was
used mostly as a qualitative tool to picture the existence
of interaction and coercive distributions without a com-
prehensive quantitative analysis of magnetic interactions.
One of the reasons for this situation was the lack of a
series of samples with tuned interaction strengths and
predetermined morphological parameters that can facili-
tate a correct and coherent interpretation of the wealth
of information provided by the FORC measurements via
theoretical models. In fact, one of the advantages of using
templates for magnetic systems fabrication is the possi-
bility of obtaining model systems that can be used to test
the validity of theoretical models. As the quality of ma-
terials is dependent on the morphology of the templates,
an accurate interpretation of the experimental results is
difficult, especially for templates with a large geometric
variability as it is the case of commercially available tem-
plates used exclusively on all previous FORC studies on
magnetic nanowire arrays.

In this study, by a combined sample design and exper-
imental measurements approach we quantitatively ana-
lyze the effect of magnetic interactions and investigate
the magnetization reversal in highly-ordered magnetic
nanowire arrays. The magnetic nanowires were grown
in highly-ordered anodic alumina membranes for which
the spatial distribution of the pores was controlled by
a sequential application of mild and hard anodization
techniques'®. Several series of samples were considered
including simple wires of different lengths and diameters
(70 nm and 110 nm) and complex wires with single mod-
ulated diameter along their length. The FORC method
was used to quantify the effect of magnetic interactions
in the series of magnetic nanowire arrays. Besides the
qualitative investigation of FORC diagrams, more sub-
tle features of magnetic interactions in complex wires are
revealed through a quantitative analysis of the profile of
the local interaction field distributions. In addition, the
FORC analyses indicate that the nanowire systems with



a mean diameter of 70 nm appear to be organized in
symmetric clusters indicative of a reversal-field memory
effect7.

II. EXPERIMENTAL
A. Sample Fabrication

Here we focus on Ni wires deposited in anodic alu-
minum oxide (AAO) membranes. The membranes were
prepared by either a two- or three-step anodization
procedure!®. To prepare the standard Mild AAO (Mi-
AAO) membranes by the two-step method, first an Al
film with a thickness of 0.25 mm was annealed at 450 °C
for 5 h in Ar atmosphere, then the sample was electropol-
ished in a 1:4 (volume ratio) solution of perchloric acid-
ethanol at 25 V, 10 °C before anodization in 0.3 M oxalic
acid at 40 V, 17 °C. After the oxide layer was removed
at 80 °C in a solution of 1.8 wt% chromic acid-5 wt%
phosphoric acid, a second anodization was performed in
oxalic acid resulting in Mi-AAQ. To prepare more com-
plex membranes with larger interpore distances, the same
anodization procedure as described above for Mi-AAO
was carried out, but with an additional anodization step
(hard condition) at 100 V for 30 min at 5 °C to pro-
duce the Mi-Ha AAQO. After the second or third anodiza-
tion steps, templates were detached from the Al film by
an electrochemical treatment in 1:1 mixture solution of
perchloric acid-ethanol at 100 V at 10 °C. The samples
were then rinsed with distilled water and acetone. To
completely remove the barrier layers, samples were im-
mersed in a 5 wt% phosphoric acid solution. An example
of such membranes prepared by multistep anodization is
shown in Fig. 1. In the transition from the mild region
to the hard region, approximately half of the channels re-
main continuous throughout the membrane while other
pores initiated on the mild side terminate at the mild-
hard interface. The Mi-Ha AAO can be employed as a
membrane for the fabrication of the magnetic nanowires
arrays. Wires were grown either in the hard or mild side
of these membranes. In the hard side of the membrane,
110 nm diameter wires are readily obtained within all
available pores. Wires fabricated in the mild side of the
AAO template, however, only grow in selected pores.

Ni nanowires were grown in the pores of AAO tem-
plates by electrodeposition. Initially an Ag film was sput-
tered onto one side of AAO template. Metal nanowires
were then grown over several minutes at room tempera-
ture by a constant current method at 0.5 mA on a Prince-
ton Applied Research VMP2 with a Pt wire counter
electrode. A commercially available Ni plating solution
(Technics Inc., Nickel sulfamate-RTU) was used. Synthe-
sized nanostructures were characterized by field-emission
scanning electron microscopy (FESEM) on a LEO 1530
VP. Nanowires of different lengths were prepared by sim-
ply varying the electrodeposition time.

In this work, we have selected 4 sets of nanowire ar-

FIG. 1. FESEM images of Mi-Ha AAO template. (a) Cross
section of the boundary of mild (top) and hard (bottom) side.
(b) Higher magnification view of boundary region of Mild
(bottom-right) and Hard side (top-left); black arrows high-
light some selected pores that have been terminated on the
hard anodization side.

rays for a total of 12 in order to study the effect of the
diameter, the length and interpore distance on the mag-
netic properties of single-diameter nanowire arrays. Also,
we studied magnetic properties of single modulated di-
ameter nanowire arrays, where each nanowire has two
different diameters. The four sets of samples are repre-
sented schematically in Fig. 2. The samples labelled Mild
(Mi) are array of nanowires deposited in the pores of the
membrane obtained through a single step mild anodizing
process, characterized by diameters of 70 nm, with an
interpore distance of 100 nm. The Mild-Hard (Mi-Ha)
samples are nanowires deposited only in the mild side of
Mi-Ha templates. The mean diameter of the nanowires
is 70 nm, and the interpore distance is about 250 nm.
The Hard-Mild (Ha-Mi) nanowires were deposited only in
the hard side of Mi-Ha templates obtaining wires with a
mean diameter of 110 nm and an interwire distance of 250
nm. The Single Modulated (SM Mi-Ha) templates are
identical to Mi-Ha and Ha-Mi, but here wires are grown
such that they cross the mild and hard interface, starting
from the mild side, to produce single modulated diameter
structures. In this case, the portion of the nanowire from
the mild side is always 14 pm in length and 70 nm in di-
ameter, while the portion from the hard side has various
lengths with a diameter of 110 nm.

B. Magnetic measurements

The magnetic measurements (major hysteresis loops
(MHL) and FORCs) were done at room temperature on
a Princeton AGM-VSM Magnetometer (using the VSM
option); this instrument is able to record a set of 100
FORCs in less than 2 hours. The FORC measurement
begins with a positive saturation of the samples followed
by a ramping down of the applied field to a reversal field
H,. Then the field is increased again up to saturation
and magnetization is measured at different values of the
applied field H. Thus, for different values of the reversal
field H, a family of FORCs is obtained with M (H, H,)
representing the magnetization obtained in the applied
field H after a field reversal at H,. A typical family of
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FIG. 2. Schematic representation of the four series of sam-
ples considered (a) Mi, (b) Mi-Ha, (c) Single Modulated SM
Mi-Ha and (d) Ha-Mi. Each series has three samples: each
sample contains nanowires of constant length, the length be-
ing different from sample to sample. The individual samples
within each series are represented schematically by the three
wires of different lengths in each figure, (a), (b), (c) and (d).

FORCs is shown in the vertical-back panel of Fig. 3 for
Mi-Ha-4.8um sample (70 nm diameter nanowires, inter-
wire distance of 250 nm, and length of 4.8 pm). In all
measurements the magnetic field was applied along the
length of the nanowire. The FORC distributions were ob-
tained by computing the mixed second order derivative
of magnetization M (H, H,):

1 *M

using a numerical interpolation algorithm.  Specifi-
cally, the FORC distributions and diagrams (the contour
plots of the FORC distributions) were produced using
FORCinel, an algorithm using locally weighted regres-
sion smoothing®®. The FORC distribution as a 3D plot
and FORC diagram as 2D contour plot in coordinate
(H, H,.) for sample Mi-Ha-4.8um are represented in the
top and bottom horizontal panels of Fig. 3, respectively.

Usually a new set of coordinates (H., H,,) are defined
with H. = (H — H,) /2 and H, = (H 4+ H,) /2 , which
rotates the FORC distribution by 45° as seen in the bot-
tom horizontal panel of Fig. 3. Further, the FORC di-
agram is shown as a contour plot in the (H,., H,) plane
with horizontal coercivity axis H. and vertical interac-
tion axis H, (see Figs. 4, 5).

In order to quantitatively compare different FORC di-
agrams obtained for different samples, a statistical anal-
ysis was carried out of the profiles of both interaction
and coercive field distributions. Hence, the distribution
parameters as mean field values of coercive, (H.), and in-
teraction fields, (H,), and their corresponding standard
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FIG. 3. (Color online) A family of FORCs from the Mi-Ha-
4.8 pm nanowire array (vertical-back panel), the correspond-
ing FORC 3D distribution (top horizontal panel) and FORC
diagram (bottom horizontal panel).

deviations, oy, , og, were obtained*®. The parameters
for all samples considered in this study are given in Ta-
ble L.

IIT. RESULTS AND DISCUSSION
A. Study of the Interactions

The main advantage of the use of the AAO templates
is the fact that they allow, while keeping the same diam-
eter distribution, the modification of the interpore dis-
tance through a controlled obstruction of the pores. In
this section we study and compare the magnetic proper-
ties of the systems Mi-AAO vs. Mi-Ha AAQ. The differ-
ence between these two systems is the average pore-pore
distance. The Mi-AAO systems are characterized by a
nominal diameter of 70 nm, with a mean interpore dis-
tance of 100 nm, being synthesized with three different
nominal lengths: 4.0 gm, 9.0 yum and 15.0 gm. The sec-
ond system, Mi-Ha AAOQ, is characterized by the same
nominal wire diameter of 70 nm, but with a mean in-
terpore distance of about 250 nm; wires were fabricated



with three different lengths: 4.8 pm, 8.5 pym and 15.8 um
respectively.

For these ranges of diameters and lengths of the Mild
and Mi-Ha nanowires the demagnetizing factor of the
wires do not vary significantly®® and, as expected, within
the same series, Mi or Mi-Ha, the FORC diagrams do
not display any noticeable variation as a function of the
length of the nanowires. In Fig. 4a) and Fig. 4b) are dis-
played the corresponding normalized FORC diagrams for
the Mi-Ha and Mild nanowires with a length of 8.5 pum
and 9.0 um, respectively. The top and the side insets rep-
resent the local coercive and interaction field distribution
profiles obtained as horizontal and vertical cross-sections,
respectively, of the FORC distribution through its main
maximum. One observes that as the interwire distance
decreases the standard deviation of interaction field dis-
tribution, op, , increases more than two times, while the
most probable value and standard deviation of coercive
field distribution varies only slightly (see Table I). This
is a clear indication of the increased effect of interwire
interaction as only the distance between nanowires is de-
creasing. In the majority of previously published studies
of interacting magnetic nanowires it was difficult to iso-
late and evaluate the effect of interactions as comparing
different samples because more than one parameter of
the assembly was varied, not just the interactions.

As shown in Fig. 4 a) and c¢), by comparing the dis-
persion of interactions in Mi-Ha and Ha-Mi samples one
observes that for the same interpore distance of 250 nm
the strength of interwire interactions is larger for the Ha-
Mi sample (110 nm in diameter) than for the sample Mi-
Ha (70 nm). As shown in Table I, one observes that the
standard deviation of the local interaction field, o, , in
all Ha-Mi samples has about the same value as in the cor-
responding Mild samples for the three lengths considered
in this study. In fact, by increasing the nanowire diam-
eter, while the distance between their centers remains
constant, the mean interaction field is also increasing,
due to the closer proximity of the wires’ walls (180 nm
(Mi-Ha) vs. 140 nm (Ha-Mi)). Regarding the coercive
field distribution of the FORC diagrams in Fig. 4, one
observes a slight increase of the average coercive field
value, (H.), for Mild sample relative to the Mi-Ha one
while a horizontal ridge is present in the FORC diagrams
of both samples. The origin of this “tail” of the FORC
diagram is related to the switching mechanisms in the ar-
rays of magnetic nanowires and will be discussed in the
next section.

B. Reversal-field memory effect

The appearance of this horizontal ridge along the co-
ercive field axis has been reported in the literature®.
Béron et al. suggested that the origin of this tail in
FORC diagrams is due to a nonuniform length distri-
bution such that during the magnetization process, the
system acts as two populations of magnetic entities®.
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FIG. 4. (Color online) FORC diagrams of 8.5 um-long Mi-Ha
nanowire array (a) 9 um-long Regular Mi nanowire array (b)
and 9 pm-long Ha-Mi nanowire array (c). The top and the
side insets for each figure represent the coercive field and in-
teraction field distribution profiles obtained at the location of
the horizontal (blue color online) and (red color online) ver-
tical lines, respectively. The values of diameters and center-
to-center interwire distances are given for each sample in the
corresponding diagrams.



They tested this assumption by polishing the top of a
wire membrane, after which the horizontal ridge in the
FORC diagram disappears. In order to verify the same
hypothesis on our nanowire arrays we considered sin-
gle modulated diameter Mi-Ha nanowires (SM Mi-Ha)
presenting two different diameters, 70 nm and 110 nm.
Nanowires were grown in Mi-Ha AAO template starting
from the Mild side (diameter 70 nm), filling completely
the Mild side and continuing partially into the Hard side.
From Fig. 1(a) one observes that the separation between
the Mild side and Hard side is very uniform which de-
termines a very variation of the Mild side section length
of the SM Mi-Ha nanowires. The FORC diagrams of all
single modulated diameter nanowire arrays display the
horizontal ridge along the coercivity axis (see Fig. 5).
The horizontal ridge is not the result of the larger di-
ameter section in the composite wires because no ridge
was observed for any of the samples with large diameter
Ha-Mi as shown in Fig. 4. Consequently, in our case the
origin of the horizontal ridge in the FORC diagram is
not the result of an irregularity in the system, as length
variation, but merely an intrinsic characteristic of small
diameter nanowires.

The ridge along the coercivity axis, i.e. a wide range of
coercivities with a narrow range of interactions, is in fact
an additional irreversible FORC distribution located at
large H. values and very small interaction field H, val-
ues (H, ~ 0). To get a better insight into the origin
of the horizontal ridge in smaller diameter nanowire ar-
rays we should refer to Fig. 3 where the FORC diagram
is represented in the original coordinates (H, H,.), where
H = H, + H. and H, = H, — H. (see Section IIB).
Thus, in terms of (H, H,.) coordinates one can easily ob-
serve that the ridge is determined by switching events
occurring at large values of the applied field H after a re-
versal field H,. ~ —H. In Fig. 3 this property of the ridge
appears evident by projecting from magnetization curves
FORC regions located at H, ~ —H and H, (regions de-
limited by the blue ellipses “R” and “F”, respectively)
and observing that both these projections converge on
the FORC diagram ridge. In other words, the ridge is
the result of switching events occurring after a reversal
in the “R” region and finishing in the “F” region of the
M vs. H First Order Reversal Curves. These kind of
switching events are consistent with the “reversal-field
memory” effect observed by Katzgraber et al.” in Ed-
wards Anderson Ising Spin Glass (EASG) Ising-type sys-
tems. The physical origin of the reverse-field memory
effect was ascribed to the existence in the magnetic sys-
tem of a significant proportion of symmetric hysterons.
Hysterons are independent two-state switching units that
change their states from +1 to -1 and from -1 to +1 at
the fields H, — H. = H, and H,, + H. = H, respectively.
A symmetric hysteron has a bias field H,, = 0 and con-
sequently switches “symmetrically” at H and H, = —H.
The presence of a distribution of symmetric hysterons is
evidenced by a kink in the magnetization curve, which is
reflected in the FORC diagram as a ridge with its exten-

sion proportional to the range of coercive field, H..

It was claimed by some authors (e.g. Ref. 23) that the
magnetic nanowire arrays can be considered as a very
good example of physical system correctly described by
a Classical Preisach Model (also named CPM system).
However, as Mayergoyz has shown in Ref. 28, the neces-
sary and sufficient conditions to be obeyed by a CPM
system are the wiping-out and congruency properties.
Systematic studies show however that the nanowire sys-
tems do not satisfy the congruency property. This is
certainly motivated by the mean field interactions that
have to be taken into account in such systems. However,
a comparison of the parameters obtained directly from
the experimental FORC distributions can be performed
and may indicate with some degree of accuracy the “real”
Preisach distribution characteristic to various samples. A
more accurate study will include the evaluation of the in-
fluence on the results due to the state dependence of the
interaction field distribution and will be presented in a
further paper.

Consequently, we consider for the moment that the
nanowire systems are characterized by the Preisach dis-
tributions of hysterons P (H., H,), which are identical
with the experimental FORC distributions p (H., Hy).
From the FORC diagrams obtained in the case of our
nanowire arrays, one observes the presence of the hori-
zontal ridge in the range of reversal field values —800 <
H, < —1500 Oe for the Mi-Ha AAO nanowire arrays and
in the range of —1100 < H, < —1700 Oe for regular Mi-
AAO nanowire arrays respectively. However, as shown
in Fig. 4 for the nanowire arrays with a larger diame-
ter, Ha-Mi, the tail of the FORC diagram is drastically
diminished if not negligible. Consequently, the presence
of the reversal-field memory effect in the Mi-Ha samples,
with small diameter, suggests that these samples have
an important number of symmetric hysterons. In con-
trast, the absence of the reversal-field memory effect in
the Ha-Mi samples indicates that if symmetric hysterons
do exist, their proportion is not significant and the hori-
zontal ridge in the FORC diagram is not present.

C. Magnetic properties tuning. Complex nanowire
arrays.

We have seen in the previous section that the mag-
netic properties of Mi-Ha AAQO arrays are quite different
from those of Ha-Mi AAO arrays, especially the strength
of dipolar interactions. A simple way to obtain magnetic
nanowire arrays with intermediate magnetic properties is
to combine the Ha-Mi and Mi-Ha nanowires within the
same assembly to synthesize a single modulated diameter
nanowire array. The magnetic properties of these com-
plex nanowires can be further tuned by varying the length
ratio of the two components, Mi-Ha and Ha-Mi. An ex-
emplification of this approach is shown in Fig. 5 where
are represented the FORC diagrams of Mi-Ha-15.8um,
Ha-Mi-15.0um and modulated Mi-Ha-30um composed of



two 15.0 pum long sections of diameters 70 nm and 110
nm. From the local interaction field distribution pro-
files shown in the right side panel one observes that the
strength of dipolar interaction in the single modulated
diameter nanowire array sample is intermediate between
interactions in Mi-Ha and Ha-Mi samples. Furthermore,
one observes subtle differences in the way the interaction
field is decaying on moving away from the H, = 0 line.
Thus, in the Mi-Ha sample the dipolar interactions are
localized with a quasi-linear decay of the interaction field,
while in the Ha-Mi sample the interaction field is broadly
distributed with a convex decay. The combination of the
two aforementioned effects in the single modulated diam-
eter nanowire samples results in an intermediate width of
the interaction field distribution with a localized convex
decay.

The statistical analysis done on the profiles of the in-
teraction and coercive field distributions for all samples
allows us to better assess and summarize these differences
between samples from the three different series. For the
sake of consistency the coercive field profiles p (H.) were
fitted for all samples with a double-peak Gaussian distri-
bution

p(He) =Y Aiexp l—wl (2)

2
i=1,2 20Hc,i

allowing determination of the average values (H.1), and
(H) of coercive field for both peaks, and their cor-
responding standard deviations opg.; and ogce. The
same procedure was applied to the interaction field pro-
files p (H,) taken for each sample at H. = (H.) and
H, = (H_.). Using the standard deviations of the coer-
cive and interaction field distributions for both peaks one
calculated, my/ (m1 + mz), the ratio between the mag-
netic moment associated with the lower coercivity peak,
my, and the total magnetic moment mj +mso. As shown
in Table I m1/ (mq + ma2), is very close to 100% for all
Ha-Mi samples with large diameter (110 nm). For smaller
diameter samples (Mi and Mi-Ha) the second FORC dis-
tribution peak is more noticeable as attested by smaller
values of my/ (my 4+ ms). Essentially, for these samples
the second distribution peak is part of the reversal field
memory ridge discussed in the previous section, but de-
pending on the interaction strength, one observes sub-
tle differences. For Mi-Ha samples with weak dipolar
interactions the second coercivity peak is well defined,
while for Mi samples with stronger interwire interactions,
the peak is absorbed in the horizontal ridge (see Fig. 4).
Thus, the increase of interwire interactions has as an ef-
fect a delocalization of the symmetric hysteron distribu-
tion along the coercive field H, axis.

For a better visualization of the statistical analysis re-
sults summarized in Table I, we plotted in Fig. 6 the
length dependency of the main statistical parameters, av-
erage coercive field and dispersion of dipolar interaction
field. One observes that for all series the average co-
ercive field does not vary significantly with the length of
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FIG. 5. (Color online) Comparison between FORC diagrams
of Mi-Ha nanowire array (top), Ha-Mi AAO nanowire array
(middle) and Single Modulated SM Mi-Ha nanowire array
with the lengths of Mi and Ha segments h1=15 ym and ho=15
wm, respectively (bottom). The right side panel displays the
corresponding profile of the local interaction field distribu-
tion for each sample. The values of diameters and center-
to-center interwire distances are given for each sample in the
corresponding diagrams.

nanowire within this length range. By increasing the wire
diameter one observes a variation of the coercive field
mean value from about 750 Oe, for a nanowire diameter
of 70 nm (Mi samples), down to 400 Oe, for a diameter of
110 nm (Ha-Mi samples). This is consistent with a vari-
ation of the coercive field inverse proportional with the
diameter previously observed in similar systems®® and
associated with a non-coherent magnetization reversal in
the case of magnetic nanowires with diameter larger than
the critical diameter D..; which for Ni is 26 nm61763.
From the op, vs. wire length plot, it clearly appears



TABLE I. Statistical analysis of the FORC distributions.

Sample (He1) (Oe)  one1(Oe)  (Hy) (Oe)  opu (Oe)  (Heo) (Oe)  crez (Oe)  ma/(mi+ ma) (%)
Mi-4um 714 86 1 499 1302 465 86.0
Mi-9um 764 87 -49 498 1313 358 85.5
Mi-15um 740 79 -6 416 1261 389 82.5
Mi-Ha-/.8um 670 87 -35 277 1090 200 83.0
Mi-Ha-8.5um 720 92 -15 209 1080 181 79.9
Mi-Ha-15.8um 617 77 17 182 933 193 62.2
Ha-Mi-4um 390 77 17 438 1259 117 98.1
Ha-Mi-9um 390 70 16 548 1288 141 97.4
Ha-Mi-15pum 400 72 27 460 1144 171 96.5
Mi-Ha-(14+5)um 488 74 -19 350 860 204 92.8
Mi-Ha-(14+10)um 482 75 -29 340 867 210 91.8
Mi-Ha- (14+16)um 436 80 -23 309 766 146 90.4
the dipolar interactions arriving to the point that thick
Ha-Mi wires have essentially the same value of the stan-
800 - dard deviation of the interaction field as thin Mi wires.
o— - o As the wire diameter is proved to be efficient for chang-
ing both the standard deviation of the interaction field
600 - distribution and the average wire coercivity, it is inter-
) a N esting to observe the properties of complex wires (thin +
o TT—a thick). The results show that these wires provide average
A_40070 © © values for both coercivity and interaction intensity which
:‘Il:u —e— Mi is another essential tool to obtain systems with tailored
2004 Mi-Ha properties.
—O— Ha-Mi
(a) —A— Modulated
0 . . . IV. CONCLUSIONS
600
f\ We have systematically studied the dipolar interaction
74 \o effects and reversal behavior in highly-ordered magnetic
4004 © ° nanowire arrays by a combination of sample design and
—_ A fabrication and magnetic measurements using the FORC
8 A\A method. Taking advantage of high quality AAO tem-
~ plates obtained through a sequential application of mild
5 200 - Mi and hard anodization techniques we were able to include
- M in our study four different series of nanowire samples with
] M"H? good control of diameter, interwire spacing and complex-
(b) _i_ Ha-Mi ity (simple and single modulated diameter wires). The
0l . ' _._ Mc')dulatetli effect of dipolar interactions was studied by considering
10 20 30 samples with virtually identical diameter distributions
Length (um) but different interwire distances as provided by a con-
trolled obstruction of the pores of the AAO templates.
This is essential for a correct evaluation of the effect of
FIG. 6. (Color online) Length dependecy of (a) the mean the interactions in magnetic nanowire arrays, as it is well

value of the main coercive field, and (b) standard deviation
of the main interaction field distribution

that the strength of interactions in complex nanowires
is intermediate between the interactions in Mi-Ha and
Ha-Mi samples, as discussed previously. Furthermore,
by increasing wire diameters it is possible to strengthen

known that nanowire arrays of with different diameters
are subject to different strengths of interaction. Utilizing
the FORC technique and through a quantitative analy-
sis of the profiles of local interaction and coercive field
distributions a detailed description of the magnetic inter-
actions and magnetization reversal was obtained. Thus,
for the Mi-Ha series with nanowires of 70 nm diameter
and 250 nm interwire distance, the strength of dipolar in-



teractions was significantly reduced relative to nanowires
from Mi series having the same diameter but a 100 nm
interwire distance. In addition FORC analysis indicates
that the nanowire systems with a mean diameter of 70
nm seem to be organized in symmetric clusters indica-
tive of a reversal-field memory effect. The increase of in-
terwire interactions enhances the reversal-field memory
effect as reflected by a delocalization of the symmetric
hysteron distribution towards higher coercive field values
for the Mi samples. The Ha-Mi series including thick
wires of 110 nm diameter and the same wire center-to-
center distance as Mi-Ha series (250 nm) displayed an
enhanced strength of interactions as in the case of Mi
series. The composite Mi-Ha series composed of single
modulated wires (70 nm and 110 nm) allowed us to ob-
tain magnetic properties intermediate of those of simple
thin and thick wires. Moreover, one observes subtle dif-
ferences in the profiles of interaction field distributions.
Thus, in the Mi-Ha sample the dipolar interactions are
localized with a quasi-linear decay of the interaction field,
while in the Ha-Mi sample the interaction field is broadly
distributed with a convex decay. The combination of the

two aforementioned effects in the single modulated diam-
eter nanowire samples results in an intermediate width of
the interaction field distribution with a localized convex
decay. Thus, by a careful choice of methods of preparing
high quality templates one can obtain complex magnetic
nanowire systems with tunable magnetic properties. Fur-
thermore, this study confirms that the FORC method is
an effective tool for studying interactions and reversal
properties of magnetic nanowire arrays.
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