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We study the thermophysical properties and structure of liquid Ni-Si alloys using molecular 

dynamics simulations. The liquid Ni-5% and 10%Si alloys crystallize to form face-centered 

cubic (Ni) at 900 and 850 K respectively, and the glass transitions take place in Ni-20% and 

25%Si alloys at about 700 K. The temperature dependent self-diffusion coefficients and 

viscosities exhibit more pronounced non-Arrhenius behavior with the increase of Si content 

before phase transitions, indicating the enhanced glass-forming ability. These appearances of 

thermodynamic properties and phase transitions are found to closely relate to the 

medium-range order clusters with the defective face-centered cubic structure characterized by 

both local translational and orientational order. This local order structure tends to be 

destroyed by the addition of more Si atoms, resulting in a delay of nucleation and even glass 

transition instead. 
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I. INTRODUCTION 

The phenomenon that liquids preserve disordered and fluid state below the melting point instead of 

crystallization is known as supercooling. The liquid-solid phase transition of supercooled systems has characteristic 

of non-equilibrium thermodynamic process and there remain many open questions even now. As the most common 

liquid-solid phase transition, the crystallization is initiated by nucleation. The classical nucleation theory (CNT) 

points out that the crystal phase is directly transformed from liquids,1,2 and this process is determined by the 

competition between the bulk free energy decrease due to the formation of the new crystal phase and the interfacial 

free energy increase associated with the crystal-liquid interface. In the framework of CNT, the thermodynamically 

most stable crystal phase will preferentially nucleate. However, the quantitative comparisons of nucleation 

processes between some numerical simulations and experiments show a large discrepancy. Auer and Frenkel 

examined the crystal nucleation of hard-sphere colloids within the CNT using numerical simulations.3, 4 They found 

that the calculated nucleation barrier is considerably larger than experimental values and accordingly the nucleation 

rate is much smaller. In recent molecular simulations, Kawasaki and Tanaka attempted to solve this discrepancy.5 

They revealed that there is a transient random hexagonal close packing (rhcp) structure in hard-sphere liquids 

before crystal nucleation and the critical nucleus will preferentially form in such medium-range order environment 

due to wetting effect, which lowers the nucleation barrier significantly and thus promotes the nucleation rate. In 

fact, the description of the non-classical nucleation behavior can be traced back to the “step rule” of Ostwald more 

than one century ago.6 In his model, the crystal phase whose free energy is closest to the liquid phase will nucleate 

first rather than the most stable one. Furthermore, the early theoretical analyses based on the Landau theory argued 

that the nucleation of body-centered cubic (bcc) phase is favored in simple liquids on condition that a weak 

first-order phase transition occurs.7 These theoretical predictions are frequently validated by the numerical 

simulations of Lennard-Jones (LJ) systems at moderate supercooling,8-11 in which the most stable face-centered 

cubic phase does not form directly in supercooled liquids but via a pre-crystallization regime characterized by the 

formation of metastable bcc nucleus. A similar experimental evidence is also found in the rapid solidification of 

Fe-Ni alloys.12  

The local order structure of liquids, especially supercooled liquids, is of importance in understanding 

crystallization and glass transition. Cluster with the short-range order (SRO) such as icosahedron is considered as 

basic structural unit in metastable liquids and amorphous solids.13-15 These locally favored structures can not fill the 

whole geometrical space and are regarded as the origin of frustration against crystallization,16-18 whereas it is 
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insufficient to describe the glass transition. Recent work extends the local order range from the nearest neighbor 

distance to the second and even third nearest neighbor distance, known as the medium-range order (MRO), in order 

to study the dynamics during the glass transition. The numerical simulations demonstrate that the frustration 

induced by MRO in two-dimensional liquids is directly responsible for the dynamic heterogeneity, resulting in the 

slow dynamics.19, 20 Up to now, the understanding of MRO remains controversial, though several structural models 

have been proposed. One of most interesting issues focuses on how the local order clusters are connected to fill 

three-dimensional space. In the packing model, the clusters with local fcc or icosahedral order are supposed to be 

densely packed to form a configuration of overlapping clusters by sharing face, edge and vertex.21, 22 The structural 

packing fails to be held beyond the length scale of a few clusters due to the fivefold symmetry favored by local 

order structures or chemical disorder. Ma et al. introduced the idea of fractal into describing the cluster connection 

over the MRO.23 They showed that the packed clusters are connected via a fractal network with reduced 

dimensionality (Df=2.31) in metallic glasses. Different from the cluster packing models mentioned above, Liu et al. 

proposed a global packing model for supercooled metals and metallic glasses.24 They represented the MRO 

structure as a combination of spherical periodic order and local translational symmetry. The atomic arrangement 

within the MRO prefers the dense-packed positions in fcc or hexagonal close packing (hcp) lattices. Corresponding 

to the radial distribution function (RDF) curves, the position ratios of the second, third, fourth peaks to the nearest 

neighboring distance follow the sequence of 3 , 4 , 7 …. This model attempts to account for the split of the 

second peak in RDF curves of deeply supercooled liquids and metallic glasses. 

Compared with the metallic systems, the atomic structures in liquid Si and Ge show more complicated. X-ray 

diffraction measurements find that the ratio of the second peak to the first peak in the RDF curves of liquid Si and 

Ge is 1.5, which is smaller than the value of 1.9 for most liquid metals, moreover, their bond angles are close to 

109.5°.25 These facts suggest that there exist a large number of tetrahedral clusters, resulting in a certain degree of 

covalency even in the liquid state. It is noteworthy that the tendency of Si-Si covalent bond is also observed in the 

Si-rich transition metal (TM)-Si alloys. Neutron diffraction experiments have confirmed the existence of the 

characteristic atomic separation and bond angle of Si-Si bonds in liquid NiSi2 alloys.26 On the other hand, there are 

plenty of intermetallic compounds found in TM-Si alloys. The local order structures in liquids are believed to form 

with the similar stoichiometry and atomic arrangement as intermetallic phases. Despite these arguments, the exact 

description of the atomic configuration of liquid TM-Si alloys is still unavailable. We note that the MRO structural 

models mentioned above are developed based on the experimental or simulated results of TM-based amorphous 
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alloys, in which the semiconductor element such as Si is rarely involved. Therefore, strictly speaking, it is 

inappropriate to apply these models to the TM-Si disordered systems, and we need a new theoretical model to 

describe the local order structure in TM-Si alloys. In this paper, we study the thermodynamic properties and 

structural characteristics of liquid Ni-Si alloys during the quenching processes using molecular dynamics 

simulations. We intend to clarify the characteristics of the MRO in Ni-Si alloys as well as its effect on phase 

transitions. 

The paper is organized as follows. In Sec. II, we show the simulation details and the main structural analysis 

methods. The results of thermophysical properties and structural analyses are presented in Sec. III. Section IV 

summarizes the main conclusions of this study. 

II. METHODS 

A. Molecular dynamics simulations 

The present investigations are implemented using molecular dynamics simulations. We adopt the modified 

embedded atom method (MEAM) potential in the simulations. The MEAM potential was first proposed by Baskes 

et al. by modifying the embedded atom method (EAM) based on the density functional theory.27, 28 In the MEAM, 

the total energy of a system is approximated as a sum of the pairwise interaction and the embedding energy as a 

function of background electron density taking the bonding directionality into consideration. Baskes et al. 

attempted to reproduce the bulk properties and surface phenomena of various fcc, bcc, hcp, diamond materials and 

even gaseous elements using a common formalism.27, 28 For liquid systems, the MEAM potential shows a good 

application provided appropriate parameters and functional forms. The structure, melting point and transport 

coefficients of liquid nickel reproduced by the MEAM potential,29, 30 for example, exhibits reasonable agreement 

with the experimental measurements. More importantly, the MEAM potential has been proved to be capable of 

effectively describing the bonding characteristic of semiconductors and their alloys. Therefore, for the 

TM-semiconductor systems, the MEAM is preferred. In our study, the potential parameters of Ni-Si alloys are 

referred to the work of Baskes et al. that is initially used to investigate the interface between silicon substrate and 

nickel thin film.31 The Cmin parameter in the screening function of the MEAM is chosen as 0.8 according to the 

suggestion of Cherne et al.29 All calculations are carried out using the LAMMPS code package.32 

The simulations are performed in the constant particle number, pressure, temperature (NPT) ensemble with 

N=13,500 atoms. Four simulated systems with the compositions of 5%, 10%, 20%, and 25% Si are prepared. The 
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systems are first equilibrated at 2000 K for 1.5 ns, and then quenched gradually to 500 K with the average cooling 

rate of 4.2×1010 K/s to wait for the occurrence of crystallization or glass transition. The pressure is kept at zero and 

the systems are sampled per 50 K for 1.2 ns. The extended system method of Nosé and Hoover introduced by 

Melchionna is used in the simulations.33 The periodic boundary conditions are applied in three coordinate 

directions and the time step is 1 fs. 

B. Structural analysis methods 

The study on structural evolution during nucleation requires the effective identification of crystal particles from 

liquid environment. One of the methods is the solid-like criterion.34, 35 First, a complex vector ( )lmq i of particle i is 

defined as 
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to define the vector of 6q neighboring particle i and j, 
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If the dot product is larger than a certain threshold, typically 0.5, two particles i and j are defined to be connected. If 



 6

the number of connections of particle i exceeds a threshold value, 7 in our case, the particle i is identified as 

solid-like. This method can effectively distinguish between solid-like and liquid-like particles and be used to 

globally analyze the nucleation process in liquids, but it can not judge a special crystal structure.  

Another method is to utilize the local bond order parameter that is defined as37 
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These parameters are sensitive to different crystal structures. In particular, 4q and 6q are frequently applied to the 

discrimination between cubic and hexagonal structures. At first, we construct a reference 4 6q q− frame that 

provides the distributions of 4q and 6q for normal liquid and various perfect crystal structures, and then plot the 

4 6q q− plane of concerned systems. By comparing the 4 6q q− plane with the reference frame, the structural 

information can be acquired.  

It is noted that this method seems more feasible for a single-component LJ system, and may be rather difficult 

to apply to a multi-component realistic system such as alloys because of the difficulty in constructing the reference 

frame. Therefore, the common neighbor analysis (CNA) method38 is used jointly to describe the structural 

evolution through crystallization. In CNA, each particle pair is characterized by four indices that represent the 

topological relation with their neighboring particles. Every crystal structure has its characteristic indices and 

therefore we can determine qualitatively the crystal structure by the distribution of these indices. 

C. Transport properties 

The self-diffusion coefficient and the viscosity are calculated during the quenching process. The self-diffusion 

coefficient is obtained by the long-time limit of the mean-squared displacement (MSD), namely the Einstein’s 

expression, 
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where ( ) ( )
j

i tr and ( ) (0)
j

ir are the positions of particle j of species i at time t and 0 respectively, iN is the particle 

number of species i. In the simulations, the atomic configuration is recorded every 2 ps, and MSD is averaged 

statistically for 100 measurements with the time interval of 200 ps. Then the self-diffusion coefficient is achieved 

from the convergence of Eq. 6 to asymptotic behavior. 
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The equilibrium MD method is employed in the calculation of viscosity.39 Based on the integrated 

autocorrelation function of the pressure tensor, the Green-Kubo relation defines the viscosity, η as  
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Pαβ is the off-diagonal element (α ≠ β) of the pressure tensor. jpα and jpβ denote the momenta of the jth particle 

along α and β directions, αjr and βjF are the components of the position and force on the jth particle respectively. 

The pressure tensors are output every 2 fs. Since the decay of the autocorrelation function of the pressure tensor 

becomes slower as the temperature decreases, the time used in the integration of Eq. 7 is prolonged from 2 to 20 ps 

when the systems are cooled approaching the phase transitions. The final viscosity is produced by the average over 

1000 measurements. 

III. RESULTS AND DISCUSSION 

A. Thermodynamic and transport properties 

The enthalpies of Ni-5%, 10%, 20% and 25% Si during the quenching processes are shown in Fig. 1(a). The 

values approximately decrease linearly with decreasing temperature in the liquid regime. From the derivation of 

enthalpy with respect to temperature, the specific heat of the liquid alloys is obtained. Compared with the available 

experimental value of 39.54 J⋅mol-1K-1 for Ni-9.9%Si above 1400 K,40 the present specific heat of Ni-10%Si, 34.14 

J⋅mol-1K-1 shows a reasonable agreement. For Ni-5% and 10%Si alloys, the temperature dependent enthalpies are 

found to abruptly drop below 900 K and 850 K respectively, implying the occurrences of crystallization, but the 

similar changes are not observed in the quenching processes of Ni-20% and 25%Si alloys. Instead, two turning 

points appear near 700 K, which is more obvious in the molar volume-temperature curves as shown in Fig. 1(b). 

Due to the continuous decrease of enthalpy and free volume featuring the glass transition, we conclude that glass 

transitions take place when the liquid 20%, 25%Si alloys are cooled approaching to 700 K. Both enthalpy and 

molar volume of liquid Ni-Si systems show remarkable concentration dependence, decreasing with increasing Si 

content. The experimental molar volumes of liquid Ni and Si at 1800 K are 7.51×10-6 and 11.29×10-6 m3mol-1 
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respectively.41 We calculate molar volumes in the whole concentration range at 1800 K, and the values of pure Ni 

and Si are 7.80×10-6 and 12.46×10-6 m3mol-1, which agrees with the experimental measurements. More importantly, 

its concentration dependence does not obey a linear relation (inset in Fig. 1(b)). The molar volume tends to 

decrease when Si content increases. The excess volume, defined as the volume difference between ideal solutions 

and real alloys, reaches its maximum at 30%Si, and then the molar volume begins to increase with concentration. 

Obviously, Ni-Si melts cannot be described by the ideal solution model. Similar strong mixing effect of liquid 

alloys is also observed in other alloy melts such as Fe-Cu alloys,42 implying the closer interaction between the two 

components. Beyond the mixing effect of thermodynamic properties, introducing more Si atoms causes the change 

of phase transition types from crystallization to glass transition.  

Transport properties are important parameters for scaling the liquid-solid phase transition, especially the glass 

transition. We calculate the self-diffusion coefficients and the viscosities of the four alloys as a function of 

temperature. Figures 2(a) and (b) exhibit the self-diffusion coefficients of Ni and Si versus inverse temperature 

(1/T). The simulations indicate universally that the self-diffusion of both Ni and Si atoms is slowed down as the 

concentration increases. In general, the temperature dependent diffusion coefficients of liquids follow the 

Arrhenius relation, ( )RTQDD −= exp0 , where Q is the diffusion activation energy, 0D  is the pre-exponential 

factor and R is the gas constant. This relation can well describe the temperature behavior of Ni-5%Si upon 

crystallization, but obviously deviates from the simulated results of Ni-10%Si in the low-temperature region before 

crystallization. The non-Arrhenius behavior becomes more significant for 20% and 25%Si alloys, in particular 

when approaching the glass transitions. The dependence of dynamic properties on the Arrhenius law is often used 

to scale “strong” or “fragile” of liquids.43, 44 The more highly non-Arrhenius the dynamic properties are, the more 

fragile the liquids are. Thus, the fragility of liquid Ni-Si alloys is enhanced with the increase of Si concentration. 

Besides the self-diffusion coefficients, Fig. 3 shows the logarithm of viscosity versus inverse temperature. Similar 

to the self-diffusion coefficients, the T-dependence of viscosity of the four alloys is characterized by non-Arrhenius 

behavior. Here, we use a power law, ( )0 0 1T T γη η= −  to fit the simulated data, which is also applied in the 

study of dynamic behaviors of liquid silicon,45 where T0 is the divergence temperature. For the two glass-forming 

systems, Ni-20%Si and Ni-25%Si, the fitting yields the divergence temperatures T0=661 and 675 K with the 

exponents γ=−1.71 and −1.73 respectively. These temperatures are very close to the glass transition temperatures 

predicted by enthalpy and molar volume. Furthermore, we note that the divergence temperature of Ni-25%Si alloy 

is larger than Ni-20%Si, indicating the stronger glass-forming ability and fragile behavior for the former.  
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Both thermodynamic and transport properties have demonstrated the enhancement of glass-forming ability by 

the increase of Si content. In order to further understand the effect of Si atoms on the phase transition, it is 

necessary to analyze the structural characteristics of liquids. 

B. Crystallization process 

In the Ni-Si equilibrium phase diagram, the liquid Ni-5%Si and Ni-10%Si alloys are solidified to fcc (Ni) solid 

solutions. According to the prediction of the CNT, the fcc ordered critical nucleus directly segregates from the 

disordered melts. In order to monitor the crystallization process, we use the local bond order parameter to scale the 

ordering degree through crystallization. For the binary alloys, constructing the reference frame of 4 6q q− plane 

becomes obscured in contrast to simple LJ liquids because it is difficult to determine various underlying crystal 

phases during the cooling and crystallization. However, we can quantitatively judge the structural constitute using 

CNA method at first. In the calculations, only the atoms in the nearest neighboring distance are involved. In the 

whole liquid regime, the dominant bond pairs are 1422 and 1431 (~10%), and then 1421 pair sharply rises (~70%) 

when the crystallization begins, as shown in Fig. 4. 1421 pair is the major characteristic pair in bulk fcc crystal, 

while 1422 pair is contained in the bulk hcp crystal. 1431 pair is mainly observed in liquids or amorphous systems, 

but it is not excluded that some 1421 pairs are mistaken as 1431 pairs when using the CNA method. We note that 

the fraction of the 1551 pair, main bond pair composing the icosahedral cluster, is much lower. Icosahedral cluster 

is the primary local order structure in many supercooled liquids and glass metals, which plays a crucial role in 

suppressing nucleation and promoting the formation of glass. Its absence in our work implies a different formation 

mechanism of Ni-Si metallic glasses. The CNA results verify that the crystal structure obtained in the present 

simulations is fcc order, consistent with the equilibrium phase diagram. 

With the aid of the structural information above, the crystallization of Ni-10%Si alloy is plotted in the 4 6q q−  

planes. A reference frame including the normal liquid state and perfect fcc crystal is given in Fig. 5(a). Due to 

thermal fluctuations, the order parameters of the homogeneous liquid and fcc crystal show a distribution. From Figs. 

5(b) to (d), the Ni-10%Si alloy experiences a process from liquid, nucleation to the accomplishment of 

crystallization below 850 K. It is found that q6 obviously jumps to a high value region (>0.35) after crystallization, 

whereas q4 disperses onto a wider range through the process. Therefore, we choose q6 equal to 0.35 as a threshold 

to distinguish liquid-like and fcc-like atoms. The three-dimensional structural evolution associated with q6 is shown 

in Fig. 6. It distinctly traces the process from the formation of stable fcc nucleus to the finish of crystallization. We 
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examine the composition of nuclei in both 10% and 5% Si alloys, and find only Ni atoms take part in forming the 

stable nuclei and no Si atoms are involved. Obviously, the Si-centred clusters are not the effective locations to 

stimulate nucleation. It can be speculated that the effective nucleating region shrinks with the addition of more Si 

atoms, leading to the decrease of nucleation probability and the enhancement of glass-forming ability.  

From the CNA results, the SRO structure in the supercooled liquids before nucleation is characterized by hcp 

order. A similar process is also produced in the simulations of colloid systems.5 The emergence of hcp order is 

interpreted as a result of reduction of the interfacial energy due to the wetting of fcc nucleus to hcp clusters, thus 

lowering the free-energy barrier of nucleation. This agrees with the description of Ostwald’s “step rule” and is 

believed to contribute to solve the discrepancy between experimental measurements and numerical calculations of 

the nucleation rate. However, we note that quite a few 1422 bond pairs are conserved after crystallization of 

Ni-5%Si alloy. Compared with the atomic configuration of Ni-10%Si alloy, we find apparent crystal boundary 

formed in Ni-5%Si alloy, where the atomic arrangement displays more disordered. Therefore, it is inferred that 

1422 bond pairs obtained in present simulations likely reflect a kind of defective fcc rather than hcp structure. 

C. Liquid structure and glass transition 

   Before the discussion of the liquid structure, we test the validity of MEAM potentials in describing the liquid 

structure of Ni-Si alloys. We calculate the partial structural factors of Ni-25%Si alloy in normal liquid state by 

integrating the partial RDF g(r), 

( ) 1 ( )exp( )S q g r i drρ= + − ⋅∫ Q r  ,                           (9) 

and compare the results with the experimental measurements,46 where ρ is the liquid density. Figure 7 shows the 

simulated and experimental partial structure factors of Ni-Ni, Ni-Si and Si-Si pairs of Ni-25%Si alloy at 1800 K. 

The locations of the calculated first and second peaks agree well with experiments, and the amplitudes of the first 

peaks in experiments show a little higher than the simulations for Ni-Ni and Ni-Si pairs but lower for Si-Si pairs. 

The oscillation behavior at low q reported by experiments is also confirmed by our simulations. Briefly speaking, 

the present MEAM potential can reasonably describe the structural characteristics of liquid Ni-Si systems. 

Figure 8 shows the partial radial distribution functions of Ni-10%Si and Ni-25%Si in high-, low-temperature 

liquid states (T=1800 and 1000 K), crystals and amorphous states. A pronounced characteristic in these RDF 

curves is the emergence of a sub-peak between the first and second peaks when the liquids are cooled into the 

low-temperature region. The sub-peak is found in all the four alloys and becomes more remarkable with 
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decreasing temperature. It is different from the split of the second peak featuring some metallic glasses and 

suggests a new MRO structure. The sub-peak develops into a crystal peak after crystallization with a right shift. 

For Ni-20%Si and Ni-25%Si alloys, the sub-peaks are retained after glass transitions. A similar sub-peak is also 

observed in liquid silicon. Numerical simulations show that a small peak is inclined to grow near the left side of 

the second peak for the supercooled and high-density silicon, and disappears while the liquid-liquid phase 

transition (from high-density to low-density liquid silicon) occurs,45 which suggests that the local order structure is 

similar to that in Ni-Si alloys, moreover, such local structure is not favored by low-density liquid or amorphous Si. 

The next problem we are concerned with is how to describe this MRO in Ni-Si alloys and how it affects phase 

transition. Recent work on the structure of metallic glasses represents the MRO in the metallic glass as a 

combination of spherical periodic order and translational symmetry.24 They achieved the global structural 

information by calculating the position ratios between the peaks related to the MRO and the first peak in RDF 

curves, and found that the ratio values are well consistent with the atomic arrangement in fcc crystals along the 

dense-packing direction. This is a simple and reasonable method to study the local order structure of liquids or 

metallic glasses from a global viewpoint. Therefore, we use this idea to re-examine the simulated RDF. We 

calculate the position ratios of the second, third and fourth peaks to the first peak for the four Ni-Si alloys (here, the 

sub-peak is re-termed as the second peak) and results are listed in Table I. The relative distances of sub-, second 

and third peaks to the first peak are close to 2  (1.414), 4  (2.000) and 8  (2.828). This sequence is not 

consistent with the prediction of the global packing model that represents the atomic arrangement with MRO as a 

one-dimensional translational order along dense-packed direction, namely following the sequence of 3 , 4 , 

7 … We impose the calculated relative positions on the three-dimensional fcc crystal structure, as shown in Fig. 

9(a), and obviously the positions of the second, third and fourth peaks actually occupy the lattice point positions 

rather than along the dense-packed direction. The major conclusion of the global packing model is based on the 

statistical analyses of the RDF results of 64 metallic glasses from experiments and simulations.24 We examine the 

64 metallic glasses and find that these samples range from Cu, Ni and Al pure metals to Fe-, Ni-, Zr- and Cu-based 

binary or multi-component alloys, in which, however, the semiconductor element Si is rarely involved. We 

speculate that the difference between this work and the global packing model is arisen from different alloy types. 

For the alloys composed of Si element, the interaction between Si and metallic atoms often shows more strong 

directionality, forming complicated intermetallic compounds. These bonding characteristics affect the local 
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structure in deeply supercooled liquids. In these order structures, whether the Si tetrahedral clusters form is another 

question that we are concerned about. We compare the present results with the structural analyses of Si-rich Ni-Si 

alloys, and the second nearest distance of Si-Si pairs reaches 4.41 Å, which is larger than the characteristic atomic 

separation of Si-Si covalent bonds (3.70 Å),25,26 indicating no Si-Si covalent cluster forms. A possible explanation 

is that the formation of such cluster largely depends on the concentration and the Si-rich system is favored.  

The global packing model proposes the concept of one-dimensional translational order, in which the 

orientational order is excluded and thus the MRO clusters are absent of three-dimensional crystal periodicity.24 

Assuming that the orientational order is embodied in the MRO, the angle between the two vectors from the 

centered atom pointing to its two neighboring atoms in the first and second shells should be approximately 45°, as 

illustrated in Fig. 9(a). We calculate the bond angle distributions of the four Ni-Si alloys. In order to clear the effect 

of the MRO on the bond angle distribution, comparative computations are performed in both the first and second 

shells. Figure 10 shows the calculated results of Ni-10%Si and Ni-25%Si. In the distribution curve associated with 

the second shell, the main peak emerges near 45°, whereas it disappears in the case that only the first shell is 

considered. It is obvious that the angle of 45° arises from the second shell that has preferred orientational 

relationship with the first shell. Globally, the characteristic of the MRO of Ni-Si alloys is not only the translational 

order but also the orientational symmetry. Actually, this is a kind of local three-dimensional crystal cluster similar 

to fcc structure except that atoms along the dense-packed direction partially lacks, namely a defective fcc structure, 

which is consistent with the analyses of CNA results. Figure 9(b) shows a typical MRO cluster that clearly 

illustrates the position and orientation relation among atoms within the medium range. We note that a shoulder 

peak of 57° accompanies the main peak of 45° and it becomes the main peak in the curve of the first shell, which is 

proved to be the characteristic peak of completely disordered liquids. For Ni-20%Si and Ni-25%Si alloys, the 

orientational order is enhanced when the glass transition occurs. In the distribution, there is no peak near 109.5°, 

which further confirms the conclusion that no Si covalent cluster forms in our simulations. 

The MRO clusters have similar structure compared with the stable fcc crystal. During nucleation, they are ready 

to transform to fcc nuclei due to low nucleation barrier. Therefore, the MRO in Ni-Si alloys is a transient local 

order structure that is beneficial for nucleation similar to the role of the rhcp structure in LJ liquids. On the other 

hand, in contrast to the Ni-centered clusters, the position ratios of the sub-peak to the first peak for the Si-centered 

clusters are universally larger than 2  and approach 1.5. This suggests that MRO is inclined to be degenerated in 

Si-centered clusters and as a result a higher nucleation barrier has to be required to overcome the position 
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dismatching. With the increase of Si content, the number of deformed MRO clusters increases accordingly, leading 

to the decrease of nucleation probability until a glass transition occurs. In order to measure directly the nucleation 

ability, we calculate statistically the maximum size of solid clusters as a function of temperature for the four alloys, 

as shown in Fig. 11. The maximum solid cluster decreases with increasing Si content at a given temperature. For 

Ni-5%Si and Ni-10%Si, the values increase exponentially, whereas linearly rise occurs for Ni-20%Si and 

Ni-25%Si systems. The results are identical with the fact that the glass-forming ability is enhanced while the 

nucleation ability is lowered from 5% to 25%. If the concentration further increases to 50%, our simulations exhibit 

a rapid crystallization at 1600 K, forming NiSi intermetallic compound. Therefore, the above conclusion is valid in 

the low-concentration range. 

IV. CONCLUSIONS 

The present molecular dynamics simulations reveal the medium-range order in liquid Ni-Si alloys. Unlike the 

local order structure in some metallic glasses, the MRO of liquid Ni-Si alloys can be described as the defective fcc 

structure that combines the local transitional and orientational order. Such local structure is beneficial for the 

formation of the critical fcc nuclei due to a smaller nucleation barrier. In the simulations, we do not observe the 

evidence of Si covalent clusters as those in Si-rich systems. However, the Si-centered cluster tends to lower the 

local symmetry by destroying the transitional order, which is capable of suppressing nucleation. As a result, the 

crystallization for Ni-5% and 10%Si, but the glass transition for Ni-20% and 25%Si are obtained in our simulations. 

The local structural evolution affects the thermodynamic and transport appearance. With the increase of Si content 

to 25%, the excess volume and viscosity increase, and the self-diffusion coefficients decrease. Especially, the 

non-Arrhenius behavior of diffusion and viscosity becomes more pronounced and the glass-forming ability is 

enhanced as the Si content increases. Our results give a new perspective of the order in disordered systems and are 

helpful to further understand the glass-forming mechanism and the structure-property relationship. 
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Table caption 

TABLE I. Ratios of the second, third and forth shells to the first shell for Ni-Ni and Ni-Si pairs 

 

 

 

TABLE I 

 
 
 
 

Si (at%) 
R2/R1 R3/R1 R4/R1 

Ni-Ni Ni-Si Ni-Ni Ni-Si Ni-Ni Ni-Si 

5 1.421 1.456 1.931 1.968 2.784 2.841 

10 1.412 1.482 1.921 1.983 2.773 2.882 

20 1.402 1.470 1.932 2.003 2.807 2.902 

25 1.405 1.497 1.931 2.013 2.820 2.924 
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Figure Captions 

FIG. 1 (Color online) Thermodynamic properties of liquid Ni-Si alloys as a function temperature, (a) enthalpy and 
(b) molar volume. The inset shows the composition dependence of molar volume. 

 

FIG. 2. (Color online) Self-diffusion coefficients of liquid Ni-Si alloys. (a) and (b) show the self-diffusion 
coefficients of Ni and Si respectively. The dot lines are the Arrhenius fit and dashed lines are power-law fits. 

 

FIG. 3. (Color online) Logarithm of viscosity of liquid Ni-Si alloys versus inverse temperature. The dot line is the 
Arrhenius fit and dashed lines are the results fitted by the power law. 

 

FIG. 4 (Color online) Bond pair distribution of Ni-10%Si as a function of temperature from the common neighbor 
analysis method. 

 

FIG. 5 (Color online) q4-q6 plane for Ni-10%Si alloy. (a) Reference frame containing normal liquid and perfect fcc 
(Ni). (b), (c) and (d) show the crystallization process of the Ni-10%Si alloy. 

 

FIG. 6 (Color online) Crystallization process of Ni-10%Si. Blue balls denote liquid particles with q6 less than 0.35 
and yellow balls are identified as crystal particles whose q6 is larger than 0.35. 

 

FIG. 7 (Color online) Structure factor of liquid Ni-25%Si alloy at 1800 K. Solid lines are the calculated results and 
open circles are experimental measurements. 

 

FIG. 8 (Color online) Partial Radial distribution functions of Ni-10% and 25%Si (a) Ni-Ni pair and (b) Ni-Si pair. 
Dashed lines denote normal liquids at 1800 K, solid lines describe liquids at 1000 K, and open circles show results 
of crystalline or non-crystalline. 

 

FIG. 9 (Color online) Local order structure of liquid Ni-Si alloys. (a) sketches the local transitional and 
orientational order within the medium range, and (b) gives a typical cluster in calculation. 

 

FIG. 10 (Color online) Bond angle distribution of cluster. (a) Ni-10%Si, (b) Ni-25%Si. Red open circles are results 
considering the second shell and blue open circles are the results only in nearest neighbor distance. The yellow 
region plots the bond angle distribution of the crystalline structure. 

 

FIG. 11 (Color online) Maximum solid-like clusters of Ni-Si alloys as a function of temperature. 
























