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Abstract

Recent advances in the synthesis of hexagonal boron nitride (BN) based nanostructures, sim-

ilar to graphene, graphene nanoribbons, and nanotubes, have attracted significant interest into

characterization of these materials. While electronic and optical properties of BN based materials

have been widely studied, the thermal transport has not been thoroughly investigated. In this pa-

per, the thermal transport properties of these BN nanostructures are systematically studied using

equilibrium molecular dynamics with a Tersoff type empirical interatomic potential which is re-

parameterized to represent experimental structure and phonon dispersion of 2D hexagonal BN. Our

simulations show that BN nanostructures have considerably high thermal conductivities but are

still quite lower than carbon based counterparts. Qualitatively, however, the thermal conductivity

of carbon and BN nanoribbons display similar behavior with respect to the variation of width and

edge structure (zigzag and armchair). Additionally, thermal conductivities of (10,10) and (10,0)

nanotubes, both carbon and BN, are found to have very weak dependence on their chirality.

PACS numbers: 61.46.-w, 65.80.+n, 68.65.-k, 66.70.-f
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I. INTRODUCTION

Advances in nanoscale synthesis and processing going beyond carbon based chemistries

have lead to new and novel opportunities. The increasing control on dimension and length

scale raises hope to control and tune the physical properties of various materials in lower

dimensions and nanometer scales for new technological applications. For instance, carbon

based nanomaterials, in particular, buckyballs, nanotubes, graphene sheets and graphene

ribbons have been extensively studied and repeatedly reported as promising candidates for

next generation electronics1–8. The encouraging performance of carbon based honeycomb

structures has stimulated strong interest in isomorphic materials based on Boron Nitride

(BN) 9–22. Their outstanding physical properties, superb thermal and chemical stability23,

and intrinsic electrical insulation24,25, along with the independence of these properties from

the chirality, diameter and wall-wall interactions in tubes and the width in ribbons26,27 have

put these nanomaterials at the forefront of current nanoscience research.

Most of the experimental and theoretical studies focus on the mechanical28, electrical29–33

and optical properties34–38 of these materials, as well as some uncommon physical phenomena

such as inducible magnetization39 in two dimensional hexagonal BN (white graphene) with

defect engineering40,41, correlated motifs observed in multi-wall BN nanotubes (BNNTs)42,

and peculiar emergence of substantial charge density inside the tube rather than on the

tube upon electron doping of BNNTs13. Unlike carbon, limited work has been published

on the thermal transport properties43–49 of BN nanostructures despite their potential use

in nanoscale thermal management applications due to their remarkable thermal transport

properties comparable to carbon based nanostructures50–63.

The first principles calculations of thermal transport properties of nanostructures such

as nanoribbons require prohibitively large and complex model structures. The calculations

are usually performed with very narrow widths, which might lead to unreliable results due

the strong width dependence. Furthermore, determination of the relaxation time(s) requires

higher order derivatives to be evaluated from a first principles calculation in Boltzmann

Transport Equation (BTE) approach. On the other hand, classical equilibrium molecular

dynamic (MD) simulations with Green-Kubo theory presents a viable and very successful

approach, especially for determination of lattice thermal conductivity as a function of dimen-

sionality and length scales relevant to realistic nanostructured materials. The interaction
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potential is the key for accurate results in MD studies. For thermal transport, the main

requirement is to have an interaction potential particularly reproducing the phonon spectra

and associated group velocities in agreement with the experiment and first principles theory.

To the best of our knowledge there is no reliable potential satisfying this criteria.

For this study, as a first step, we develop a Tersoff type interaction potential parame-

ter set (IPP) with particular attention to reproduce structural, mechanical, and vibrational

properties of hexagonal BN. Then using this IPP set, the lattice thermal conductivity val-

ues of the BN based nanostructures shown in Fig. 1: white graphene (BNWG), BNNTs

with zigzag (10,0) and armchair (10,10) chirality, and white graphene ribbons having zigzag

and armchair edge structures, (z-BNNR and a-BNNR), were systematically determined us-

ing equilibrium MD simulations at various temperatures through Green-Kubo formalism.

This method has been successfully used in many systems64–67. Here, in order to present

a comparative analysis, computations were also performed for the equivalent carbon based

nanostructures (exactly the same method and structures) using again an accurate Tersoff

type IPP set for carbon68.

FIG. 1: (Color online) Schematic description of BN nanostructures, (a) zigzag BN nanoribbon

(z-BNNR), (b) armchair BN nanoribbon (a-BNNR), (c) (10,0) BN nanotube (BNNT), and (d)

(10,10) BN nanotube.
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II. METHODS

The transport coefficients can be calculated through MD by using the Green-Kubo rela-

tions derived from the fluctuation dissipation theorem69–71 and equivalently by an expression

akin to the Einstein diffusion relationships72–74. For the lattice thermal conductivity, κ, the

Einstein relation can be written as

κµµ =
1

V kBT 2
lim
t→∞

1

2t

〈

[Rµ(t)−Rµ(0)]
2
〉

(1)

where, T , V , and kB are the temperature, volume, Boltzmann constant, respectively and

Rµ is the time integration of heat current in direction µ. Ordinarily, Rµ for a single particle

is the total energy of the particle, ǫi, times its unwrapped coordinate, riµ, in the simulation

domain. The total Rµ of the system is calculated by a summation over all particle as given

in Eq. 2.

Rµ =
∑

i

riµǫi, (2)

that can be thought of as energy moment vector for the system. In application to molecular

dynamics, discrepancies arise regarding the equivalence of the Einstein relation and the

Green-Kubo approach75; nevertheless it is still possible to write an explicit functional form

for Rµ
76,77.

Molecular dynamics simulations in micro canonical ensemble are performed with a time

step of 1 fs that reliably converges Rµ. The systems first relaxed for 250 ps. Then, each

thermal conductivity data point is obtained from the average of six such simulations, all

lasting a minimum of 5 ns. In the case of the κ calculations, the slope, defined by the

time limit in Eq. 1, is obtained by fitting the diffusion like term to a linear function i.e.

y = slope × t. Moreover, π[(r + ∆
2
)2 − (r − ∆

2
)2 and (w × ∆)] are used as cross-sectional

areas of the tube and ribbon structures, respectively, where r is the BNNT radius, w is the

ribbon width and ∆, 0.335 nm, is the mean Van der Waals diameter for (B and N atoms)

of hexagonal boron nitride.
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The form Tersoff IPP78 used in this study can be written as

Vij = fC(rij) [fR(rij) + bijfA(rij)]

fC(r) =



















1 : r < R−D

1
2
−

1
2
sin

(

π
2
r−R
D

)

: R−D < r < R +D

0 : r > R +D

fR(r) = A exp (−λ1r)

fA(r) = −B exp (−λ2r)

bij =
(

1 + βnζnij
)− 1

2n

ζij =
∑

k 6=i,j

fC(rik)g(θijk) exp
[

λ3
3(rij − rik)

3
]

g(θ) =

(

1 +
c2

d2
−

c2

[d2 + (cos θ − h)2]

)

(3)

where fR is a two-body term, fA includes three-body interactions and fC is a cutoff term

to guarantee first nearest-neighbor interaction. bij is the bond angle term which depends

on the local coordination of atoms around atom i and the angle between atoms i, j, and

k (θijk). The summation in the formula are over all neighbors j and k of atom i within a

cutoff distance equal to R +D.

First principles calculations were performed with Vienna ab initio simulation package

(VASP)79,80 which is based on density functional theory81. Projector augmented wave82,83

pseudo potential formalism was imposed together with local density (LDA) and Perdew-

Burke-Ernzerhof (PBE)84 form of generalized gradient approximations (GGA). In the case

of the calculations for BNWG (BNNTs) 500 eV plane wave energy cut-off and 24×24×1

(1×1×12) Monckhorst-Pack k point grid were used in order to achieve required energy

convergence. Phonon dispersion relations were determined by using ab initio force constant

method as described in Parlinski et al.85.

III. RESULTS AND DISCUSSIONS

1. New Tersoff interaction potential parameters for BN

In order to accurately determine the lattice thermal conductivity of a material with molec-

ular dynamic simulations, it is critical that the IPP set produces an accurate acoustic phonon
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dispersion and corresponding group velocities86. With this objective in mind, we first fitted

a Tersoff type IPP set, listed in Table I, to structural, mechanical and dynamical properties

of hexagonal BN nanostructures. The resulting parameter set produces highly consistent

results when compared to both first principles and experimental data. For instance, the

variation of total energies of BNWG with unit cell area and the variation of total energies

of BNNTs with lattice constant along the nanotube axes, c, (ions are fully relaxed for each

c), shown in Fig. 2, have very good agreement with first-principles calculations performed

using both LDA and GGA. The calculated equilibrium lattice constant of hexagonal BN,

a0, 2.498 Å, closely matches to the experimental value, 2.500 Å15,18. Furthermore, the radial

strain energy (strain energy per atom: EBNNT −EBNWG) shows a close agreement with the

first-principles calculations87.

TABLE I: Tersoff type optimized interatomic potential parameters for hexagonal Boron Nitride

structures. These parameters are valid for all atoms interacting within first neighbor range as

depicted by this Tersoff potential shown in methods section.

A (eV) 1380 B (eV) 340.0

λ1 (Å−1) 3.568 λ2 (Å−1) 2.199

λ3 (Å−1) 0.000 n 0.72751

c 25000 β (10−7) 1.25724

d 4.3484 h -0.89000

R (Å) 1.950 D (Å) 0.050

The calculated vibrational properties of BNWG, especially longitudinal, transverse, and

out-of-plane acoustic branches (LA, TA and ZA), have excellent agreement with both first-

principles and experimental88 results, as seen in Fig. 3. Even though the out-of-plane optical

(ZO) branch slightly deviates from the standard at Γ and K, the rest of the calculated

frequencies for this mode along the high symmetry directions match the experimental values.

To note the only weakness of the IPP in describing the vibrational properties is in the

longitudinal and transverse optical branches (LO and TO). However, the effect of these

phonons on lattice thermal conductivity is less important due to their very low phonon

group velocities.
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FIG. 2: (Color online) (a) Variation of total energy of BNWG with lattice constant, a. Variation

of total energy of (b) (10,0) and (c) (10,10) BNNT with lattice constant along the tube axes,

c. (d) Strain energy versus BNNT diameter. Here, the data specified by OPS and LDA (GGA)

represent our results obtained with optimized Tersoff parameter set and first principles LDA (GGA)

approximation, and DFT represents the data taken from Ref. 87.

2. Boron Nitride Nanostructures

Using the corresponding “Einstein Equation” (see Methods section), the temperature de-

pendent lattice thermal conductivities of BNWG, BNNRs and BNNTs were calculated. For

all systems, the reported thermal conductivity, κ, values were obtained from the average of

six independent MD simulations (with different initial conditions, namely different Maxwell-

Boltzmann velocity distributions at the same temperature); and the standard error bars are

calculated from the standard deviation of these six equivalent but independent runs. Fig. 4

shows the variation of κ, in periodic armchair and zigzag directions, with temperature for
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FIG. 3: (Color online) Phonon dispersion of BNWG along the high symmetry reciprocal space

points (solid lines) and comparison with first principles (dashed lines) and experimental (doted,

Ref. 88) results.

BNWG modeled in a 40 nm×40 nm rectangular periodic simulation box. The box length

in z-direction is chosen considerably larger than the cut off length so that there is no in-

teraction between periodic images in z-direction. Our results for κ of BN based materials

are comparable with high thermal conductivity metals. Still, these values cannot reach to

the thermal conductivity values of similar carbon based structures. For instance, the room

temperature thermal conductivity of BNWG is approximately six times smaller than the

one obtained for graphene, see in Table II.

From the kinetic theory, it is well known that the thermal conductivity is related to specific

heat, phonon group velocities and phonon mean-free path. Therefore, further calculations

were done in order to clarify the effect of specific heat, group velocities and mass difference

on the κ of graphene and BNWG. First, the specific heats of graphene and BNWG were

calculated from energy fluctuations in MD72,89. They are nearly the same in 2%. However,

the group velocities, dw(q)
dq

, of acoustic phonon branches of BNWG, are much lower than that

of graphene. See Fig. 5 (a) and (b) for OPS and LDA calculations. As a consequence, the
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faster phonon modes of graphene, around Brillouin zone center Γ point, can be considered

as one of the main reason of the observed difference in κ, between GNR and BNWG, due to

their quadratic contribution to κ90. Different masses of B and N would also be expected to

decrease thermal conductivity by introducing additional mechanism for phonon scattering64.

To demonstrate this effect, two artificial model systems are generated, “graphene” in which

carbon-carbon interactions are defined as boron-nitrogen interactions in our potential and

a “BNWG” in which boron-nitrogen interactions are defined as carbon-carbon interactions

in Tersoff carbon potential68. First, we applied lattice dynamics to the model “graphene”,

and model “BNWG”, to compare with the phonon spectra and phonon group velocities

of the original ones. We obtained similar phonon group velocities for model “graphene”

(“BNWG”) and original BNWG (graphene). Furthermore, to see the resulting effect on κ,

MD simulations also performed for these model “graphene” and “BNWG” at room temper-

ature. The resulting κ of the model “graphene” system is ∼20% larger than that of BNWG.

On the other hand, the κ of model “BNWG” is ∼20% smaller than that of graphene. This

supports the statement made above on the mass difference leading to reduction in κ. To

quantitatively assess the influence of mean-free paths for BN and graphene requires addi-

tional calculations91,92 using higher order derivatives of potential energy surface, which are

out of the scope of the current study.

FIG. 4: (Color online) Temperature dependence of lattice thermal conductivities of BNWG through

armchair and zigzag directions.
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TABLE II: The room temperature lattice thermal conductivity values for BN nanostructures and

their exact carbon conjugates calculated from MD simulations. The results for graphene and GNRs

are taken from Ref. 93

Structure κ [W/mK] Structure κ [W/mK]

Graphene 2500 BNWG 400

z-GNR(∼12 nm) 1700 z-BNNR(∼12 nm) 350

z-GNR(∼20 nm) 2300 z-BNNR(∼20 nm) 380

a-GNR(∼12 nm) 1025 a-BNNR(∼12 nm) 260

a-GNR(∼20 nm) 1859 a-BNNR(∼20 nm) 360

CNT(10,0) 955 BNNT(10,0) 430

CNT(10,10) 940 BNNT(10,10) 465

FIG. 5: (Color online) Phonon group velocity of BNWG and its carbon based isomorph, graphene,

along Γ to K (black lines) and Γ to M (red lines) directions. Here, solid and dashed lines represents

BNWG and graphene, respectively.

The effects of the width and edge structure on lattice thermal conductivity of BNWG

were also investigated by considering both zigzag and armchair nanoribbon structures with
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varying widths, see Fig. 6 (a). Here, lengths of the structures were chosen around 250 nm

in order to avoid artificial phonon scattering due to the phonons re-entering the periodic

simulations box without getting dissipated93. In the case of the nanoribbon simulations, the

mass of edge atoms were increased by 1 amu to imitate hydrogen termination94. Our results

show that the ribbon width has strong influence on lattice thermal conductivity of both

z-BNNRs and a-BNNRs, similar to the previously reported graphene nanoribbon results93,

as depicted in Fig. 6. At a width value of 2.5 nm, the κ of z-BNNRs is considerably greater

than that of a-BNNRs. As the width increases, however, the κ of both edge forms of BNNR

steadily converge with z-BNNRs remaining slightly higher at 20 nm. These observations are

related to the higher number of edge scatterers in a-BNNRs compared to z-BNNRs on a unit

length basis, a significant effect especially for narrow nanoribbons93. The conductivity of z-

and a-BNNRs are four or six times smaller than that of graphene nanoribbons as listed in

Table II. However, the overall qualitative effect of edges is the same for both nanosystems.

Previous studies43,95 on BNNR’s using non-equilibrium Green’s functions method give much

higher results, 1700-3000 W/mK, for thermal conductivity. This difference with MD could

be emanating from the ballistic nature of Green’s functions calculations. In the case of

classical MD method the strong phonon scattering restrict such high values of κ.

FIG. 6: (Color online) The width dependence of room temperature lattice thermal conductivity in

a- and z- (a) BNNRs and (b) GNRs. The GNR results are adopted from Ref. 93.

Finally, two different types of BNNTs, zigzag and armchair, with 200 nm length were

systematically investigated by simulating in rectangular periodic simulation boxes. As seen

in Fig. 7, BNNTs have a chirality insensitive thermal conductivity as previously published

for CNTs96–98 which ranges from 400-450 W/mK at room temperature. Like the other

BN nanostructures, the thermal conductivities, while remarkably large, are still 50% less
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than that of CNTs. Whereas CNTs have significantly lower thermal conductivities when

compared to graphene, BNNTs and BNWG have similar values of thermal conductivity,

Table II. The difference between carbon and BN nanostructures, predicted for all systems

considered in this study, might again be attributed to the lower group velocities28 and

different mass fluctuations of BN nanostructures.

FIG. 7: (Color online) Temperature dependence of lattice thermal conductivities of BNNTs with

two different chiralities, (10,0) and (10,10).

IV. SUMMARY AND CONCLUDING REMARKS

In summary, we presented a detailed investigation of lattice thermal conductivity of Boron

Nitride based nanomaterials using molecular level theories. For this purpose, we developed

a new Tersoff type interaction potential parameter set that effectively represent the experi-

mental phonon dispersion for BN. Furthermore, in order to make a clear comparison between

BN and carbon based materials, lattice thermal conductivities of equivalent carbon based

nanostructures were also calculated. The predicted thermal conductivities of BNNTs and

BNWG are on the order of common high thermal conductivity bulk materials, excluding

diamond. However, all the BN based nanomaterials considered in this study have lower

thermal conductivity than their carbon analogues. We identified two possible reasons for

this disparity. First is the softer phonon modes, especially in the acoustic branches of BN
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based systems. Second is the mass difference of B and N. Despite this quantitative differ-

ence, qualitative aspects are very similar in BN and carbon structures. Both CNTs and

BNNTs exhibit thermal conductivities independent of considered chiralities. Moreover, as a

function of width, the thermal conductivity of GNR and BNNRs follow similar trends with

respect to two different edge structures. The only significant difference is in how the thermal

conductivity varies between planar and tubular topology in the same chemistry; graphene

has higher κ than CNT while BNWG has nearly the same κ with BNNT.
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