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We use Monte Carlo simulations to analyze electric-field control of Curie temperature TC for
carrier-mediated ferromagnetism in semiconductors. Gating employed to achieve electrostatic dop-
ing in optimized geometry of (Ga,Mn)As, a prototypical ferromagnetic semiconductor, reveals a
highly-tunable ferromagnetic order. We show the feasibility of ∆TC > 100 K, an order of magnitude
greater then the state-of-the-art measurements, at fields substantially smaller then the breakdown
values. Such controllable ferromagnetism may help elucidate the mechanism of carrier-mediated
magnetism in various semiconductors and offer versatile spintronic applications.

PACS numbers: 75.50.Pp, 75.30.Hx, 75.70.Ak

I. INTRODUCTION

Carrier-mediated magnetism in dilute magnetic semi-
conductors (DMS) offers a versatile control of the ex-
change interaction between carriers and magnetic impuri-
ties. The onset of ferromagnetism and the corresponding
change in the Curie temperature (TC) can be achieved
by increasing the carrier density using an applied electric
field, photo-excitations, or even heating.1–7

The use of electric field for a reversible electrostatic
doping in DMS is particularly suitable, since it does not
alter the level of disorder,8 while providing important
clues about the origin of magnetic ordering, including
the possibility of the impurity band formation and local-
ization effects,9–13 and offering additional opportunities
for spintronic devices.3 Moreover, the attainable electric
field14 can also strongly modify materials properties in
other systems such as high-temperature superconductors,
manganites, and single molecule devices.8,15

Typically, DMS are Mn-doped III-V or II-VI
materials,3,16,17 while most of the measurements of the
electric field effects were performed in two-dimensional
(2D) DMS structures: quantum wells (QWs) and thin
layers. The pioneering experiments probing the role of
electric field in (In,Mn)As were limited to low temper-
ature, TC ∼ 25 K, and a small variation ∆TC ∼ 1 K,
requiring a large gate voltage VG ∼ 100 V in a field effect
transistor (FET) geometry. However, the subsequent ad-
vances in (Ga,Mn)As have shown TC > 100 K, ∆TC > 10
K, and VG < 10 V (Ref.18–22) including controlling TC

even at room temperature in GaSb/Mn digital alloys.23

In this work, we focus on (Ga,Mn)As, an extensively
studied material,16,24 reported to have a significantly
higher TC ∼ 250 K for GaAs films with Mn δ-doping25

than in thin (Ga,Mn)As layers (TC < 200 K).26,27 Our
goal is to, using (Ga,Mn)As-based parameters, provide
theoretical guidance for optimization of 2D DMS struc-
tures, which simultaneously possess a high TC and allow
a high degree of control (large ∆TC/TC).

We use an applied electric field for charge/carrier redis-

tribution thus altering the carrier density in the magnetic
layer, instead of, as previously considered, providing a
source or a drain of carriers inside the QW. This is a
substantial difference with the prior experiments,13,18–22

since once the total charge inside the QW remains con-
stant, while changing the electric field, the effects of dis-
order on localization will not be substantially affected.

Previous studies of the effect of the electric field in
such structures28,29 employed the effective mass approxi-
mation combined with the mean-field approach,16,30 and
neglected any effect of the exchange interaction on car-
riers. The mean-field approach neglects thermal fluctu-
ations, and disorder (the latter by using Virtual Crys-
tal Approximation).31–33 For this reason, Monte Carlo
(MC) is often preferred over mean-field.34–37 MC was
used to discuss the influence of anisotropy of the ex-
change interaction in 2D model systems,38 as well as
to simulate realistic 2D systems.39,40 The latter calcula-
tions go beyond the RKKY approach, as the hole states
are calculated using actual Mn spins configurations gen-
erated in MC. Such an approach is rather demanding
computationally, which may limit its modeling capability.
Here, we propose a simpler method, which allows opti-
mizing DMS QW structures over a wide range of param-
eters (such as applied electric fields, positions of δ−layer
etc). To make this approach accessible with even modest
computer resources, the method does not include poten-
tial and magnetic disorder in the plane perpendicular to
growth direction.30

II. MODEL

In the usual RKKY scheme, the interaction between
the hole Fermi gas and the Mn 5/2 spins is treated as
a second order perturbation in the Kondo-like exchange
Hp−d = −β

∑

i Si ·s δ(r−Ri), where the localized spin Si

of the Mn ion at position Ri is assumed to be a classical
variable, and s is the spin operator of the carrier at posi-
tion r; β is the p-d interaction. However, the exchange-
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induced splittings in DMS systems can be large with re-
spect to the hole-gas Fermi energy, so that the above
RKKY scheme is not reliable in DMS. Our approach goes
beyond the usual scheme, since our unperturbed Hamil-
tonian H0 [Eq. (1)] contains the mean-field contribution
to the exchange interaction. Thus, the spectrum of H0

already exhibits the exchange splittings.
We introduce the mean-field contribution into H0 as

a z−dependent magnetization V eff
mag (z) of the Mn ions,41

on equal footing with the z-dependent potential describ-
ing the transverse electric field E. We study a thin
GaAs slab of width L, modeled by an infinite QW,39

and a δ-like (Ga,Mn)As layer of width w ≪ L, at a dis-
tance d off-center, inside the QW (inset in Fig. 1). Con-
trolled placement of the δ-layer have been demonstrated
experimentally.42 The model Hamiltonian is given by:

H0 = K + Uc + UH + UXC + eEz + V eff
mag (z) . (1)

Here, K is the kinetic part (we use the parabolic approx-
imation with heavy-hole effective masses),43 Uc and UH

are the QW confinement and Hartree potentials,44 and
−e is electron charge. UXC is an exchange-correlation
correction.45 The z-direction is perpendicular to inter-
faces, i.e., to the growth direction. First, by diago-
nalizing H0 and solving the Schrödinger equation self-
consistently, we obtain the spin-polarized hole eigenfunc-
tions, φn(z), and eigenenergies, εn,k, for states with a
wavevector k in a spin-polarized sub-band n. The area
density of holes in the QW, p2D, may be greater than
that of Mn ions: some of holes originate not from Mn,
but from doping in the barriers,25 thus p2D and Mn den-
sity are our independent input parameters.

Our calculations use a series of input values of the
Mn normalized magnetization 0 ≤ 〈M〉 ≤ 1 (in the δ
layer) given by the fraction m/10 of the saturation (i.e.,
〈M〉 = m/10), where m = 0, 1, . . . , 10. V eff

mag (z) is lin-
early dependent on 〈M〉:

V eff
mag(z) = −N0βxMnσ

5

2
〈M〉g (z) , (2)

where N0 is the cation density, N0β = −1.2 eV is the
exchange constant,16 xMn is Mn content, g(z) = 1 if z
lies inside the magnetic layer, and g(z) = 0 elsewhere.
V eff
mag represents either a barrier for carrier spins aligned

to the average magnetization (σ = +1/2), or a well for
anti-aligned spins (σ = −1/2).

In the second step of our scheme, we use φn and εn,k to
calculate magnetization-dependent corrections to energy,
which are bilinear in the Mn-ion spins:

Heff = −
∑

i6=j

[(C↑↑
ij +C↓↓

ij )S3
i S

3
j +(C↑↓

ij +C↓↑
ij )(S1

i S
1
j +S2

i S
2
j )],

(3)
where the indices 1, 2 and 3 refer to three orthogonal
axes, not necessarily the same as the x, y, and z direc-
tions, because we neglect spin-orbit coupling. The indices
i, j run over Mn ions. However, we assume that axis 3 is,

by means of an anisotropy of some origin, a favorable di-
rection for magnetization. The exchange coefficients are
given by:

Cµν
ij = −

∑

n∈µ

∑

n′∈ν

(

β

2Ã

)2

×

φ∗
n′ (zi)φn (zi)φ

∗
n (zj)φn′ (zj)χ

n,n′

(Rij) , (4)

where Ã stands for the QW area in the xy-plane, and
Rij = Ri − Rj. The summations on n and n′ are re-
stricted to sub-bands with the proper spin polarization,
and the superscripts µ and ν refer to the hole spin up or
down orientation (parallel or antiparallel with respect to

the average Mn magnetization). Specifically, C↑,↓
i,j and

C↓,↑
i,j , represent the spin-flip terms. χn,n′

(Rij) is the
real-space Fourier transform of the matrix element of the
Lindhard function,46

χn,n′

(Rij) =
∑

q

exp [−iq ·Rij ]χ
n,n′

(q ) , (5)

with

χn,n′

(q ) =
∑

k

θ (EF − εn,k) − θ (EF − εn′,k+q)

εn′,k+q − εn,k
. (6)

In Eqs. (5) and (6) k and q are in the 1st Brillouin zone, θ
is the Heaviside step function, and EF is the Fermi level.
Further details of the method are described elsewhere.44

It is instructive to rewrite Eq. (3) to show that it nat-
urally contains anisotropy:

Heff = −
∑

i6=j

JijSi · Sj −
∑

i6=j

AijS
3
i S

3
j , (7)

where Jij = (C↑↓
ij + C↓↑

ij ) and Aij = (C↑↑
ij + C↓↓

ij −C↑↓
ij −

C↓↑
ij ). The first term in Eq. (7) is a Heisenberg interac-

tion of two spins at sites i and j. The second term, an
Ising interaction, reflects an anisotropy intrinsic to our
model. As 〈M〉 → 0, Aij vanishes, since the QW sub-
bands become spin degenerate.44

We calculate Cµν
ij for each set of φn and εn,k corre-

sponding to one of the magnetization values m. These
results, tabulated as Cµν

ij (m), form the input to MC,
which is the third stage of our approach. Employing the
Metropolis algorithm,47 we perform simulations for the
classical spins Si randomly distributed over cation sites
with concentration xMn. The randomness refers to both
the site and to the initial (high-T ) Mn-spin orientation.
A small magnetic field B0 = 5 mT, is applied in the z-
direction imposing the growth direction as the easy axis
for the magnetization [axis 3 in Eq. (3)]. A stepwise, slow
cooling process is simulated, starting from T > TC , and
making sure that thermal equilibrium is reached at every
consecutive temperature T . At high T , we use Cµν

ij cor-

responding to 〈M〉 = m = 0. Every time 〈M〉 increases
to a higher fraction m/10 of the saturation value, the
program switches to the corresponding set of Cµν

ij (m).44

More details of the MC procedure can be found in the
Appendix.
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FIG. 1: (Color online) Temperature dependence of magneti-
zation for: E = −70 kV/cm (dash-dot-dot), E = −30 kV/cm
(dash), E = 0 (dot), E = +30 kV/cm (dash-dot), E = +70
kV/cm (solid). The magnetic layer of width w is displaced by
d = 0.1L from the QW center. The geometry is depicted in
the inset, the broken line showing the band profile for E > 0.

III. RESULTS AND DISCUSSION

A complete phase diagram of (Ga,Mn)As for the full
range of experimentally accessible values of p2D and xMn

is very complex.48–50 It contains not only metal-insulator
transitions, but also likely different types of magnetic
ordering, implying that a single model is unlikely suf-
ficient to provide a full description. Even a simplified
situation, in which only xMn changes, is expected to lead
to a nonmonotonic dependence of TC on xMn. For ex-
ample, a very low xMn would be insufficient to provide
a robust ferromagnetic ordering, while a very high xMn

would lead to strong Mn-Mn antiferromagnetic interac-
tions, again detrimental for controllable ferromagnetism
and high TC . We therefore focus on the metallic phase
of (Ga,Mn)As, consistent with parameters p2D and xMn

experimentally shown to yield relatively high TC and a
potential for highly controllable ferromagnetism.

The simulations are performed for a sample (Fig. 1)
containing a (Ga,Mn)As δ-like layer of width w =
8 Å (three adjacent monolayers) and Mn concentration
xMn = 25%,25 embedded in a GaAs QW of width L = 60
Å and area hole density p2D = 7.8 · 1012 cm−2. Periodic
boundary conditions are applied along the x, y-directions.
E field, applied along z, affects the charge distribution
and changes the TC . This effect is analyzed by placing
the magnetic layer at different displacements d, measured
from the center of the QW to the center of the δ-layer.
Figure 1 shows 〈M (T )〉 for different values of the electric
field E and for d = 0.1L. There is a sharp decrease of
〈M (T )〉 at TC for all values of E. Comparing with pre-
vious simulations in thicker DMS layers,44 this decrease
is a consequence of the magnetic layer being close to the
2D limit. The calculation of the magnetic susceptibility
(not shown) gives a clear determination of TC in the fer-

romagnetic samples. We observe that d > 0 leads to an
increase (decrease) of TC as the E-field pointing to the
right (left) increases, e.g., E = 70 kV/cm increases TC

by ∼ 50 K with respect to the E = −70 kV/cm value.
To better understand the effects of the electric field on

the transition temperature, TC(E), we note that the ex-
pression for Cµν

ij in Eq. (4) depends on the wave function
and thus, indirectly, on the volume carrier density, given
by

p3D (z) =
m∗

2π~2

occ
∑

n

(EF − En) |φn(z)|
2
, (8)

where En is the energy of the bottom of the sub-band n,
i.e., En = εn,0. Usually, an increase of the carrier density
leads to an increase of Cµν

ij .
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FIG. 2: (Color online) Carrier density distribution p3D(z)
inside the QW for E = 0 (dashed) and E = +200 kV/cm
(solid), and for various magnetizations 〈M〉 = 0, 0.1, . . . , 1.
The center of the magnetic δ-layer of width w (left and right
boundaries shown by vertical dash-dotted lines) is displaced
from the QW center by d = 0.1L.

To illustrate the trends in the electric-field controlled
ferromagnetism, we examine two different displacements
of the magnetic layer: d = 0.1L and d = 0.43L, in Fig. 2
and Fig. 3, respectively. With the latter value of d, the
right barrier starts exactly at the right boundary of the
δ-like layer. For each of these geometries, we show the
effect of the applied E-field on the carrier density distri-
bution, by choosing a specific value of E = 200 kV/cm.
In this case, for both d = 0.1L and d = 0.43L, we see
that the peak position of the carrier density for 〈M〉 = 0
does not coincide with the center of the magnetic layer.
Following a simple interpretation of the strength of mag-
netic ordering and thus TC ( determined by the vanishing
magnetization, i.e., 〈M〉 = 0 curve), we expect that TC

should be related to degree of overlap of the carrier den-
sity with the magnetic layer. With an increase of E above
200kV/cm, the overlap of the carrier density with the δ-
layer will decrease for d = 0.1L , while it will increase
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for d = 0.43L. The two sample geometries considered in
Figs. 2 and 3 are thus expected to yield opposite trends
in E for TC .
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FIG. 3: (Color online) Carrier density distribution shown for
d = 0.43L, with the remaining parameters same as in Fig. 2.

Two factors determine the carrier distribution for a
given displacement: the electric field E and the mean-
field potential V mag

eff . A positive field pushes the holes to
the right, shifting the hole distribution with respect to
the δ-layer, and thus E controls the strength of indirect
exchange. A proper choice of E > 0 will place the car-
riers in the vicinity of the layer at 〈M〉 = 0, so that
magnetic order appears at a temperature higher than
that for E = 0. The second factor influencing p3D(z)
is V mag

eff , which increases with 〈M〉. This trend can be
seen as an additional confinement for the majority-spin
holes, resulting in a stronger localization in the δ-layer.

It would be desirable to have a simple picture provid-
ing the dependence between the carrier density p3D and
TC , for example, by evaluating p3D (z) for 〈M〉 = 0 aver-
aged over the magnetic δ-layer, which is readily available
from the information provided in Figs. 2 and 3. However,
recalling that the exchange coefficients in Eq. (4) are not
just simply a function of carrier density, suggests that
such an interpretation may not be sufficiently accurate
and performing the MC simulations to elucidate various
trends in TC is indeed needed.

Figure 4 shows TC obtained from MC simulations with
several E values for various displacements d, including
a direct comparison for the two geometries in Figs. 2
and 3 (given by full circle and star curves, respectively).
Specifically, we see that the previously anticipated op-
posite trends, for d = 0.1L and d = 0.43L, on TC with
E > 200 kV/cm are approximately satisfied. For the
centered layer (d = 0), the application of an electric field
reduces TC , because E moves the carriers away from the
layer. However, for the other d’s, the E-field brings the
carriers into the δ-layer up to a certain intensity, when
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FIG. 4: (Color online) Dependence of the Curie temperature,
TC , on electric field for various off-center displacements d.

TC reaches a maximum. The E-field giving the maximum
TC , increases with d. Having explained the usefulness of
studying the variation of carrier density, we note again
that p3D alone can not be used to predict TC quanti-
tatively. For example, a comparison of the p3D values
averaged over the δ-layer for d = 0.1L and d = 0.43L at
E = 200 kV/cm on one hand (red lines for 〈M〉 = 0 in
Figs. 2 and 3), with the corresponding TC values in Fig. 4
on the other hand, shows different trends. Thus, as pre-
viously mentioned, our MC simulations are necessary to
determine TC .

The above results suggest the feasibility of highly-
tunable ferromagnetic ordering for an optimized d/L ra-
tio (in contrast, for d/L = 0.05 there is only a modest
change in TC , for a wide range of E). Specifically, for
d/L = 0.43 the corresponding change ∆TC > 100 K is
an order of magnitude larger than the previously mea-
sured maximum change in DMS.18–20 This large ∆TC

arises from two factors: First, the 〈M〉 = 0 hole density
in the δ layer, and consequently TC , are relatively small
for small E. Second, unlike for other displacements d,
application of large E for d = 0.43L does not result in
an ‘overshoot’ of hole density, because the right bound-
aries of the magnetic layer and of the QW coincide in
this case. This difference can be seen by comparing the
〈M〉 = 0 solid curves in Fig. 2 and Fig. 3. The absence
of ‘overshoot’ leads to the relatively high TC for high E.

The required fields in Fig. 4 are less than those for
dielectric breakdown of the gate insulator in FETs,
∼ MV/cm. Furthermore, with the recent gating ad-
vances achieved by incorporating an electrochemical cell
into the FETs,15,17,19 in a device known as the electric
double-layer transistor (EDLT), the breakdown voltages
can attain 10 MV/cm.14

The impossibility of having a ferromagnetic order
in 2D systems without an anisotropy was discussed
previously.38,51 On the other hand, the ferromagnetism
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exists in very thin (digital) layers of (Ga,Mn)As, there-
fore a model intended to explain magnetic behavior of
these systems has to include anisotropy [recall Eq. (7)].
However, the question about the effect of an anisotropy
persisting even above TC remains open. To explore this
possibility, we performed some simulations decreasing the
magnetic field, B0, from the standard value B0 = 5 mT
used in Figs. 1, 4, and 6. In Fig. 5, for B0 < 5 mT,
we obtain partial magnetization at T = 0, but ferro-
magnetism persists (dash-dot, triangles and dash-dot-dot
lines). Suppression of anisotropy, [Aij = 0 in Eq. (7)],
results in a very unusual 〈M (T )〉, where strong oscilla-
tions appear (dotted and solid lines). This implies that
the anisotropy Aij , inherent to our model, is crucial for
obtaining ferromagnetism. The influence of anisotropy
can be examined by comparing the Aij = 0 and Aij 6= 0
results obtained with the small, B0 = 5 mT, magnetic
field, corresponding to the the solid and dash-dot curves
in Fig. 5. From these findings we see that our MC
simulation is not suitable to treat the case of vanishing
anisotropy, although the absence of anisotropy leads to a
strange magnetic order, if any, as shown in Fig. 5 (solid
line). The difficulties when we eliminate both B0 and Aij

are related to the fact that magnetization fluctuations in
the MC process lead to some anisotropic order in the
magnetic dipole orientation, and this induces a magnetic
order in the stepwise slow cooling process.
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FIG. 5: (Color online) Temperature dependence of magneti-
zation for E = d = 0 and different external magnetic fields:
B0 = 0 (dash-dot-dot), B0 = 0.05 mT (triangles), B0 = 5 mT
(dash-dot). The dotted (for B0 = 0) and solid (for B0 = 5
mT) curves are for Aij = 0 in Eq. (7).

While our results are motivated by the use of
(Ga,Mn)As-based parameters16 and experiments on
magnetic QWs,18,25 they could also indicate trends
relevant for other DMS and optimized geometries by
varying the displacement d. A useful indication of
the E-field controlled magnetism is the highest rela-
tive change (increase) of TC obtained by the applica-
tion of the electric field (E ≥ 0) i.e., ∆TC/TC(0) ≡
[TC(E0) − TC(0)] /TC(0), where E0 is the optimal field
which yields the highest TC . The corresponding results,
including additional displacements complementing those

in Fig. 4, are given in Fig. 6. The sharp rise of TC with
E for large d is a consequence of the charge distribution,
which is occupying a region away from the δ-layer center,
when E = 0. As the E increases, it pushes the charge
distribution onto the δ-layer, resulting in a significant in-
crease of TC , until it reaches the highest TC at E0. Above
E0, some of the carriers leave the δ-layer and reside close
to the right QW boundary (cf. inset in Fig. 1). The
larger the displacement d, the higher the optimal field
E0, see dashed line in Fig. 6.
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FIG. 6: (Color online) Highest relative change of TC induced
by E for different d (solid line), and the corresponding optimal
E0 (dashed line). The connecting lines are only eye-guides.

IV. CONCLUSIONS

In this work we have used MC simulations to opti-
mize the placement of a thin magnetic Mn-layer in a
(Ga,As) QW in order to achieve large E-field controlled
changes of TC . While our findings predict an order of
magnitude higher ∆TC than the previously measured
values,18–20 we expect that even further improvements
are possible. For example, the required E-fields are sub-
stantially smaller than those attainable in recently em-
ployed EDLTs,15,17,20 and our calculated TC(E = 0) re-
main smaller than those reported in magnetic QWs.18–20

Beyond (Ga,Mn)As, similar gating studies could help
elucidate the mechanism responsible for magnetic order-
ing in other DMS systems.17 It would also be important
to consider magnetic quantum dots in which addition of
a single carrier can already have an important ramifica-
tions on magnetic ordering.52–59 Analogous to our con-
siderations of changing magnetization at a constant total
carrier density, in magnetic quantum dots it may also be
possible to realize gate-controlled change of magnetiza-
tion at a fixed number of carriers.60,61

Gating experiments could also offer enhanced func-
tionality for spintronic devices.3 The prediction of mag-
netic bipolar transistor62 has been recently demonstrated
based on (In,Mn)As,63 the first DMS in which gating was
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realized.2 An optimized gating in such devices could of-
fer large changes in the signal amplification, even without
the currently required strong magnetic fields.63
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Appendix: Calculation scheme

Our calculation scheme consists of three main steps:
(i) We perform a self-consistent calculation of the elec-
tronic structure (φn and εn,k) for 11 equidistant values
of the normalized magnetization (m = 0, 1, . . . , 10).
(ii) From the electronic structure we calculate coupling
coefficients Cµ,ν

i,j (which determine the exchange inte-

grals Ji,j and Ai,j). These coefficients are tabulated for
m = 0, 1, . . . , 10 as Cµ,ν

i,j (m).

(iii) We run the Monte Carlo simulation, starting at a
high temperature T well above TC . At this initial T
we use 〈M〉 = 0, i.e., the Cµ,ν

i,j (m = 0) table with ex-
change integrals. Next, we start reducing T . If, at any
value of T , 〈M〉 increases to be closer to 〈M〉 = 0.1 than
to 〈M〉 = 0 (i.e., closer to m = 1 than to m = 0),
then the program switches to the corresponding table
Cµ,ν

i,j (m = 1). This table is used until at an even
lower temperature, the magnetization increases to a value
closer to 〈M〉 = 0.2 (i.e., m = 2). At this point, the pro-
gram switches to the table Cµ,ν

i,j (m = 2), and so on.
This calculation scheme circumvents the need of calcu-

lating the electronic structure for each temperature con-
sidered in the MC simulation.

Read the input data for Monte Carlo Simulations
including exchange coupling Jij(M = 0)

For initial temperature, calculate total energy
of the system for random spins

Change temperature, except for the first iteration   

If 〈 M 〉 increases*, apply the corresponding table of Jij

Visit every Mn site i, and change spin

Accceptance test (Metropolis Algorithm)

Obtained the thermal equilibrium, perform
calculation of the thermodynamic averages

Taken as initial configuration 
for the new temperature End simulation

Calculate the energy change ∆E = Eold - Enew

Change to a new 
configuration

No change

* 〈 M 〉 must change by at least ∆M =0.1   

FIG. 7: Schematic representation of the algorithm used for
implementing the Monte Carlo simulation.
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