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There have been lots of interest in pyrochlore Iridates A2Ir2O7 where both strong spin-orbital
coupling and strong correlation are present. A recent LDA calculation1 suggests that the system
is likely in a novel three dimensional topological semi-metallic phase: a Weyl semi-metal. Such a
system has zero carrier density and arrives at the quantum limit even in a weak magnetic field. In
this paper we discuss two novel quantum effects of this system in a magnetic field: a pressure-induced
anomalous Hall effect and a magnetic field induced charge density wave at the pinned wavevector
connecting Weyl nodes with opposite chiralities. A general formula of the anomalous hall coefficients
in a Weyl semi-metal is also given. Both proposed effects can be probed by experiments in the near
future, and can be used to detect the Weyl semi-metal phase.

PACS numbers:

I. INTRODUCTION

Experimental realizations of two-dimensional massless
Dirac electrons in condensed matter systems have gener-
ated a lot of interest. These include the intrinsic two-
dimensional graphene system2, as well as the surface
of a three-dimensional topological insulator3–5. One of
the many exciting phenomena for these systems is their
anomalous response to an external magnetic field. For
example, the room-temperature integer quantum hall
effect6,7 has been observed in graphene system.

A minimal model for a two dimensional Dirac elec-
tronic system is H = vF (pxσx + pyσy), where ~p is mo-
mentum and ~σ are Pauli matrices. Clearly a mass term
mσz will generate an energy gap for the electronic struc-
ture. One can ask whether mass terms will appear in the
experimental systems mentioned above, in which case the
linear dispersive band touching points, the Dirac nodes,
will be destroyed. In these systems, it turns out that the
Dirac nodes are protected by extra physical symmetries
apart from the lattice translational symmetry. For ex-
ample, in the case of the surface states of a topological
insulator, it is protected by time-reversal symmetry.

Recently a remarkable theoretical work1 indicates that,
a novel three-dimensional relativistic electronic struc-
ture, the Weyl semi-metal phase, is likely to be realized
in pyrochlore Iridates A2Ir2O7 where A=Yttrium, or a
Lanthanide element. On one hand, similar to graphene,
the electronic dispersion of a Weyl semi-metal is charac-
terized by a set of linear-dispersive band-touching points
of two adjacent bands, the Weyl nodes. On the other
hand, there are important differences between the 3D
Weyl nodes and the 2D Dirac nodes in graphene, be-
cause the Weyl nodes are protected by the topology of
the band structure. One direct way to see this is to write
down the effective hamiltonian in the neighborhood of a
Weyl node: H = vF (pxσx+pyσy+pzσz). The three Pauli
matrices are used up and there is simply no local mass
term. Consequently, as long as there is no translational-

symmetry-breaking inter-valley mixings between differ-
ent Weyl nodes, the Weyl semi-metal phase is robust for
arbitrary perturbation.
The concept of Weyl fermions was firstly introduced in

high energy physics and has been used to describe neutri-
nos. The possible realizations of Weyl electronic struc-
tures in condensed matter systems and their supercon-
ducting analogs were discussed by various authors8–10.
In fact, the original attempt to realize Weyl fermions
in 3D lattice systems results in the famous fermion-
doubling theorem, which dictates the total number of
Weyl nodes must be even11. This is related to another
famous phenomena, the Adler-Bell-Jackiw anomaly (or
chiral anomaly)8. Weyl Fermions have its handiness or
chirality. Chiral anomaly states that a quantized space-
time electromagnetic field event would pump quantized
electric charge from a node with positive chirality to one
with negative chirality. Thus the number nodes of pos-
itive chirality must equal those with negative chirality;
totally one must have even number of nodes.
Because the Dirac spectrum is known to have anoma-

lous response to a magnetic field, a natural question to
ask is: what is the response of a Weyl semi-metal in a
magnetic field? Motivated by the fact that Weyl semi-
metal is a novel phase of matter whose experimental sig-
natures are of fundamental interest, and also by the re-
cent experiment efforts on the pyrochlore Iridates, we
study the effects of an external magnetic field on a Weyl
semi-metal.
Let us state the main results of this work. We find

two novel quantum effects of a Weyl semi-metal in a
magnetic field: a pressure-induced anomalous Hall ef-
fect and a magnetic field induced charge density wave at
the pinned wavevector that connects nodes with oppo-
site chiralities. A general formula of the anomalous hall
conductivity in a Weyl semi-metal is also given. We also
apply these results to the proposed Weyl phase in py-
rochlore Iridates and address the experimental relevant
questions in these specific systems.
Pyrochlore Iridates A2Ir2O7 have attracted a lot of
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attentions both experimentally and theoretically1,12–18.
Because of the feature of the Ir4+ ion, these systems
are in a novel regime where strong spin-orbital coupling,
strong correlation as well as geometric frustration are
present, and new physics may emerge. As temperature
is lowered, the A=Eu, Sm, Nd systems experience metal-
insulator phase transitions35 that are clearly associated
with a singularity in the magnetic susceptibility, suggest-
ing magnetic ordering14–16. Recent µSR measurement on
A=Eu system, where metal-insulator transition occurs at
120K, suggests large static ordering moment ∼ 1µB from
Ir4+17. Because of the lack of neutron scattering data,
the magnetic structure of the low temperature phases re-
mains unclear.
On the theoretical side, a calculation based on a mi-

croscopic model suggests that the insulating phase can
be a novel spin liquid without magnetic ordering12. A
more recent LDA+U calculation, however, shows that,
depending on strength of correlation, the system can be
in a novel 3D semi-metal phase associated with a “4-in,
4-out” anti-ferromagnetic order1. If the proposed Weyl
semi-metal phase is realized in stoichiometric clean py-
rochlore Iridates, chemical potential will be automati-
cally tuned to the Weyl nodes. One clear prediction was
made in Ref1 where authors show that there are topolog-
ically protected surface chiral Fermi-arc, which can be
detected in ARPES (angle-resolved photoemission spec-
troscopy) experiments. However, it is unclear whether
this 3D material is experimentally friendly in terms of
surface sensitive probes. Part of the goals of this paper
is to find the bulk signatures of the Weyl phase.

II. PRESSURE-INDUCED ANOMALOUS HALL

EFFECT

One way to view the Weyl node is that it is a monopole
of the Berry-curvature1,19,20. For example, let us con-
sider a simple half-filled 3D two-band model:

Hk =[2tx(cos kx − cos k0) +m(2− cos ky − cos kz)]σx

+ 2ty sin kyσy + 2tz sinkzσz , (1)

where σ is the spin of the electron. This model breaks
time-reversal symmetry and hosts two Weyl nodes in the

bulk Brillouin Zone(BZ) at ~P = ±(k0, 0, 0), related by
inversion symmetry (see Fig.1). If we fix kx, Hkx(ky , kz)
can be viewed as a 2D band structure, which is fully
gapped when kx 6= ±k0 and its Chern number Ckx , or
TKNN index21 is well-defined. It is easy to show that
Ckx = 1 when kx ∈ (−k0, k0) and Ckx = 0 otherwise. In
this sense the Weyl nodes can be viewed as integer quan-
tum hall plateau transition as kx is tuned. Because Ckx is
an integration of the Berry’s curvature, the jump of Ckx

at a Weyl node dictates that it is a magnetic monopole
of the Berry’s curvature, positively(negatively) charged if
its chirality, defined as the handiness of the momentum
axis in front of the σx,y,z matrices, is positive(negative).

FIG. 1: (color online) Weyl nodes in the two-band model
Eq.1. The Chern number for the 2D band structure C at a
given kx is jumping by 1 across the nodes. As a result, there
are surface chiral Fermi arcs. The arcs on the top and bottom
surfaces form a closed 2D Fermi surface.

FIG. 2: (color online) The nodes of the proposed Weyl metal
phase1 of A2Ir2O7 in its first BZ. Red larger dots and blue
smaller dots are of opposite chirality. The direction out or
paper plane is along [1,1,1] direction.

A direct consequence of these monopoles is that, on the
surface not perpendicular to kx direction, for instance,
the x − y surface, there must be a chiral Fermi surface
connecting the Weyl nodes in the surface BZ1 – a Fermi
“arc”.

The association of a Weyl node with the jump of the
Chern number indicates that the system may have a large
anomalous hall effect. (Anomalous hall effect associated
with monopoles in momentum space of ferromagnetic
systems was discussed by Fang et al19.) Indeed in the
two-band model Eq.(1), from the existence of the sur-
face modes, which correspond to one edge state for every
2π/(2k0) y − z layers, anomalous hall effect occurs with

σyz = e2

h 2k0. When the two nodes are moved to the
BZ boundary and annihilated, the system becomes an
quantized 3D anomalous hall state.

In the pyrochlore Iridates A2Ir2O7, however, the pro-
posed Weyl phase hosts 24 nodes1 (see Fig.2), all related
by the lattice cubic symmetry. Are there anomalous hall
effects in this phase?

In a general 3D crystal, anomalous hall effect is charac-
terized by a momentum space vector22 ~ν, the Chern vec-
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tor. The anomalous hall conductivity is given by ~ν via:

σij = e2

2πh ǫijkνk. Haldane20 shows that anomalous hall
conductivity of the ground state of a 3D electronic struc-
ture can be expressed as an integration of the Berry’s
curvature of the filled electronic states:

σij =
e2

~

1

ΩN

∑

~k,a

Fa
ijna(~k, µ), (2)

where N is the number of unit cells, each of which has
volume Ω. Fa

ij is the well-known U(1) Berry’s curvature
in band a: F a

ij = ∂iA
a
j − ∂jA

a
i where Aa

i = −i〈ua~k|∂ki |ua~k〉
and |ua~k〉 is the Bloch state. This means ~ν is completely

determined by the band structure and Fermi level. If the
3D system is fully gapped, one can show that ~ν must be
a reciprocal lattice vector. In this case, let the quantized

~ν = ~G; and the system can be viewed as a stacking of 2D

quantized anomalous hall layers along the ~G direction.
Here we provide a remarkably simple formula of the

anomalous Hall coefficient in a general Weyl semi-metal:

~νnode =
∑

i

(−)ξi ~Pi. (3)

Here ~νnode is the Chern vector of the ground state of a
Weyl semi-metal, where the chemical potential is at the

nodes. i labels all different nodes, ~Pi are their momen-
tum, and ξi are their chiralities. Note that here we do

not restrict ~Pi to be in the first Brillouin Zone. As a
result Eq.(3) cannot be used to determine ~ν completely;
instead it only determines the fractional part of ~ν un-
ambiguously because one can always add a fully filled
gapped band with Chern number.
The proof of this formula is quite straightforward start-

ing from Eq.(2). For simplicity, let us assume that there
are four Weyl nodes located in the 3D BZ, as shown in
Fig.3. Let us study νx first. Similar to what we men-
tioned in the two-band model, we cut the 3D BZ into
2D slices for various value of kx. Unless the cut goes
through the nodes, the 2D band structure Hkx(ky , kz) is
fully gapped, and the Chern number Ckx is well defined.

The total νx should be integration
∫ Gx

0 Ckxdkx. Because
the Weyl node is a monopole (anti-monopole), one easily

convinces oneself that every node at ~knode with nega-
tive(positive) chirality contributes Ckx = Θ(kx−knode,x)
(Ckx = −Θ(kx − knode,x)), where Θ is the step function.
After integration one proves Eq.(3) for x-direction, and
similarly for y, z-directions.
Plugging in all the 24 nodes’ momenta and chirali-

ties for the proposed Weyl phase in pyrochlore Iridates,
Eq.(3) gives vanishing anomalous hall effect ~ν = 0. There
is no surprise here because of the cubic symmetry of the
system. ~ν must vanish because it cannot choose a special
direction in momentum space.
What if the lattice symmetry is not cubic? This can

be realized, for example, by applying a uni-axial pres-
sure along the [1,1,1] direction. In this case the [1,1,1]
direction is special and symmetry consideration allows

FIG. 3: (color online) Schematic illustration of the proof of
the general formula Eq.(3).

nonzero ~ν ‖ [1, 1, 1]. In the following we show that this
indeed happens with |~ν| as a linear function of the pres-
sure enhancement P in the low P limit. We predict that a
pressure . 1GPa, which typically modifies the electronic
hopping integrals in the band structure by a few percent,
can induce a large anomalous hall effect, corresponding
to a few percent of integer quantum hall conductance per
atomic layer. This pressure-induced large anomalous hall

effect with its linear P dependence is an intrinsic signa-

ture a Weyl semi-metal phase when the original crystal
symmetry dictates zero anomalous hall effect, and can be
used to detect it in experiment.

The cubic symmetry of A2Ir2O7 is broken to trigonal
symmetry by a pressure along [1,1,1] direction. As a re-
sult the 24 nodes are no longer all related by symmetry.
The nodes will shift in momentum space and chemical po-
tential µ will no longer be at the node (referred to as self-
doping from now on). Because the summation of all filled
states in Eq.(2) can be separated into the summation of
all states below the Weyl nodes, and the summation due
to self-doping, the change of the Chern vector under a
pressure have two contributions δ~ν = δ~νnode + δ~νdoping,
where δ~νnode is due to the shift of nodes, and δ~νdoping is
due to self-doping of the nodes. We will show δ~νnode ∝ P
and δ~νdoping ∝ P 2 in the low P limit with µ ∝ P . As a
result, in the low P limit, δ~νnode dominates and δ~ν ∝ P .

We first discuss δ~νnode. Because the proof of Eq.(3)
still goes through for the contribution of ~ν from all the
states below the nodes, it can be used to compute δ~νnode.
It is then clear that δ~νnode ∝ P because the shifts of the
nodes generically will be a linear function of P .

To confirm this claim, we have modeled the effect of
pressure in the Weyl phase of A2Ir2O7 by multiplying the
hopping integrals along [1,1,1] direction by a factor 1+ P̃
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FIG. 4: (color online) Left panel: The P̃ modeling pressure
along Γ−L1 ([1,1,1]) direction vs Chern vector ~ν contributed
from the Dirac points shifts. (~ν ‖ [1, 1, 1], the projection of
~ν along [1, 1, 1] is shown.) Right panel: The ~ν contributed
from the self-doping happened on Dirac nodes around L2,3,4

points.

(P̃ > 0) in the low energy k · p theory described in Ref1:

H(q, Li) =(∆ +
q2z,i
2m1

−
q2⊥,i

2m2
)σz

+ (βqz,i + λq3⊥,i cos 3θ)σx + λq3⊥,i sin 3θσy
(4)

where qz,i, q⊥,i is defined locally around each L points
with qz,i along the Γ − Li direction. The three pair
of Dirac points around L points located at q2⊥ ∼
2m2∆, qz,i ∼ ∓q3⊥λ/β. By choosing ∆ = 0.18eV, β =
0.5eV, m1 = 0.5eV−1, m2 = 0.5eV−1, λ = 1eV , q di-
mensionless within (−π, π]3, and appropriate θ orienta-
tion, this hamiltonian roughly captures the locations and
energy scales of the Weyl nodes. To simulate the effect
of pressure, in Eq.4 we multiply each term having qz,1
(not qz,i) by a factor of 1 + P̃ corresponding to increase
of hopping integral along Γ−L1 direction. δ~νnode is com-
puted by Eq.(3). As shown in Fig 4 (a), even a small P̃

leads to a substantial change of δ~νnode ∝ P̃ ∝ P .
Next we consider δ~νdoping. Naively this would also

be a linear function of P , presuming for a given node

δ~νdoping ∼
∫ kF

0
~B(~k)k2dk ∼ kF , where ~k is momen-

tum measured from the node, Bi(~k) ≡ 1
2ǫijkFjk and

| ~B(~k)| ∼ 1
k2 since the node is a magnetic monopole.

Generically kF would be a linear function of P . How-
ever, a closer look shows that this linear term actu-
ally vanishes. The simplest way to see this is to con-
sider the low energy effective theory of a Weyl node:

H =
∑

i(~vi · ~k)σi − µ. One can introduce a formal
“time-reversal” anti-unitary transformation which sends
~k → −~k, and also flips all the signs of the Pauli matrices.
This leaves H invariant. Based on “time-reversal” sym-

metry, it is easy to show that ~B(−~k) = − ~B(~k) and thus
the linear kF term vanishes. A high order term in disper-
sion introduced by breaking this symmetry will generally

lead to a nonzero δ~νdoping.
Therefore we proved that δ~νdoping is completely due to

the deviation from the Dirac dispersion and δ~νdoping ∝
P 2 at the leading order. To confirm this claim, we have
also modeled self-doping in the k · p theory of A2Ir2O7.
After pressure in applied, the 24 nodes are split into

three clusters 6(close to ~L1)+(6+12) (close to ~L2,3,4).
The nodes within each cluster are related by trigonal
symmetry. Because k · p theory Eq.(4) only describes

physics around each ~Li point, there will be two unde-
termined relative chemical potentials between the three
clusters of nodes. For simplicity, we choose the cluster

of 6 nodes(close to ~L1) to be undoped, and the chemical
potential of the cluster of 12 nodes to be µ, while the
chemical potential of other cluster of 6 nodes is deter-
mined by charge neutrality. We plot δ~νdoping for various

value of P̃ in Fig. 4(b) and it is clear that δ~νdoping ∝ µ2

and thus ∝ P 2 in the low P limit. When µ is large
δ~νdoping is controlled by the non-universal high energy
band structure.
We can estimate the magnitude of the pressure-

induced anomalous hall conductivity. 1% change of
the hopping along [1,1,1] direction (P̃ = 0.01) induces
ν ∼ 0.01(2π)/a, namely σAH ∼ 4(Ω−1cm−1). However
if the uniaxial pressure is applied along [1,0,0] direction,
the cubic symmetry is broken down to tetragonal symme-
try and ~ν remains zero due to symmetry. The anomalous
hall effect induced by pressure along [1,1,1]-direction is a
rather stable (w.r.t disorders and temperature) signature
of the proposed Weyl semi-metal phase, and can be used
to detect it in A2Ir2O7.

III. FIELD INDUCED

CHARGE-DENSITY-WAVE AT PINNED

WAVEVECTOR

The physics discussed in the previous section is essen-
tially of single-particles and can be realized at a rather
high temperature. In this section we consider the cor-
relation physics. Without magnetic field a Weyl semi-
metal is a stable phase in the presence of correlation,
because power counting shows that a short-range interac-
tion is perturbatively irrelevant in the sense of renormal-
ization group. In the following we discuss the correlation-
induced instability of a Weyl semi-metal in a magnetic
field.
A well-known correlated effect of a 3D metal is the

CDW instability in a magnetic field23–25. The origin of
the instability can be understood easily: in a magnetic
field along z-direction, the kz is still a good quantum
number and 3D metal forms Landau bands. Because the
Landau degeneracy ∝ B, one expect physics similar to
nested Fermi surface occurs at 2kF –the CDW instability
along the field direction. Transport and magnetometry
experiments in metals with a small carrier density have
observed evidences of the CDW phases. For example
in graphite26–29, signatures of field-induced CDW such
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as transport singularity at Tc and non-Ohmic behaviors
have been observed. In Bismuth, hysteresis in magnetic
torque measurement has been speculated to be associated
with formation of CDW30,31. The CDW phase transition

temperature Tc was found ∼ e−
B∗
B in graphite26 (Tc ∼

1K for B ∼ 25Tesla), consistent with a BCS type of
instability.

Recently, exciting experimental progresses have been
made in graphite and Bismuth32,33, where plateaus of
transport measurement were found beyond the quantum
limit, defined to be the magnetic field strength at which
all electrons go into the lowest Landau band. Beyond
quantum limit the system should be featureless within
single-particle description. The features of transport sig-
nal far beyond quantum limit have been speculated to
be associated with 3D fractional quantum hall effect. To
realize quantum limit with the accessible magnetic field
strength, people have to work with metals with small
carrier density. However, even for Bismuth where carrier
density is already very low, quantum limit is ∼ 9Tesla.

Because the carrier density vanishes in the clean limit,
one important feature of the Weyl semi-metal is that it
reaches quantum limit even in a weak magnetic field.
Consequently, a Weyl semi-metal is an ideal platform to
study 3D correlated quantum hall physics. In the section
we study the CDW instability of the Weyl semi-metal.
Let us start from the two band model Eq.(1). Surpris-
ingly, unlike a usual 3D metal where CDW occurs along
the field direction, we find that in the Weyl semi-metal it

is pinned at the wavevector 2~k0 connecting the two nodes
and is independent of the field direction.

In Fig.5 we present the numerical mean-field calcula-
tion of the CDW gap for the two-band model Eq.(1) with
−tx = ty = tz = 0.05eV, m = 0.1eV, together with the
on-site and nearest neighbor repulsions U = V = 1.5eV.

Results are obtained on the lattice system with 65 sites
along both kx and kz directions and magnetic field depen-
dent Ny(= (lB/a)

2) along the y direction (kx and kz are
good quantum numbers), and shown in the logarithmic
form.

HI = U
∑

i,α6=β

ni,αni,β + V
∑

<i,j>,α,β

ni,αnj,β (5)

where α, β are the indices labeling spin, < i, j > repre-
sents nearest neighbor. In a magnetic field in the x − z
plane: B = B(sin θ, 0, cos θ), we choose Landau gauge
A(r) = By(− cos θ, 0, sin θ) in which both kx, kz are good
quantum numbers. After projecting into the Landau
bands crossing the Fermi surface,

H ′
I =
∑

q,k,k′,i1,2,3,4

Uq,(k,i1,i2),(k
′,i3,i4)γ

†
k+q,i1

γk,i2(γ
†
k′+q,i3

γk′,i4)
†,

(6)

where γk,i is the electron in the Landau band labeled by i.
Diagonalizing the matrix Uq,(k,i1,i2),(k

′,i3,i4) for a fixed q

gives the most negative eigenvalue Uq with its eigenvector
λk,i1,i2 . These lead to the mean field Hamiltonian

HMF =
∑

i

ǫk,iγ
†
k,iγk,i +∆q

∑

i1,i2

λ∗k,i1,i2γ
†
k,i2

γk+q,i1 + h.c.

(7)

where ∆q = Uq〈
∑

k,i1,i2
λk,i1,i2γ

†
k+q,i1

γk,i2〉. We then
perform a variational mean-field study to find the optimal
state to determine the CDW order wavevector and its gap
value.
The CDW is found to occur at ~Q = (2k0, 0, 0), inde-

pendent of the direction of the field. The fact that CDW
instability cannot occur along y or z direction can be un-
derstood by the following simple physical argument. Let
us consider a sample in slab geometry between z = ±z0.
There will be two Fermi arcs at the top and bottom sur-
faces. As shown in Fig.1, if we view the 3D slab as a 2D
sample with a huge unit cell along z-direction, it is clear
that only when the two Fermi arcs are combined together
is a full 2D Fermi surface formed. A CDW can be viewed
as layering of the 3D system. If a weak field drives CDW
instability along z-direction, it would make the top layer
isolated from the bottom layer. If it is true we would end
up with a 2D system with a Fermi arc (the concept of
Fermi surface is still valid in a weak field), which is not
allowed by Luttinger’s theorem. Similar argument works
for y-direction.
Let us now further elaborate this simple physical in-

tuition, and at the same time, show ~Q = 2~k0. For the
purpose of presentation, let us consider the most striking
case: B = (0, 0, B) along the z-direction. This field still
induces the CDW along x-direction. For simplicity, let
us also assume the Fermi velocity is isotropic around the
Weyl nodes. The analytical study of the general case with



6

FIG. 6: (color online) Landau band dispersion for the two-
band model with parameters mentioned in the text, when field
is along x and z directions respectively. Strength of magnetic
field is chosen with lB/a = 10

arbitrary field direction and Fermi velocity anisotropy is
discussed in details in appendix.
In order to understand this CDW pattern, let us con-

sider the low energy Landau bands. At low energy,

H =vFψ
†
R(~r)[(−i~∂ − ~k0 + e ~A(~r)) · (−σ1, σ2, σ3)]ψR(~r)

+ vFψ
†
L(~r)[(−i~∂ + ~k0 + e ~A(~r)) · (σ1, σ2, σ3)]ψL(~r)

(8)

where ~k0 = (k0, 0, 0). ψL,R are the electron fields close

to ±~k0 in continuum limit.
After choosing the Landau gauge ~A = (−By, 0, 0),

clearly kz term in Eq.(8) can be viewed as the mass
term in the 2D (kx, ky) Dirac quantum hall problem.
Following the well-known result of the energy eigen-
values of a 2D Dirac quantum hall system, we have
EL/R,n = ~vF sign(n)

√

2|n|eB/~+ k2z ; i.e., the same en-
ergy dispersion for L and R nodes when n 6= 0. How-
ever, we are focusing on the bands crossing Fermi level,
i.e., n = 0, at which the two branches are counter-
propagating: EL/R;0 = ∓~vFkz . The Landau bands for

the two-band model Eq.(1) when ~B ‖ ẑ, or x̂ are shown
in Fig.6.
It is well-known that this Landau level problem can

be mapped to a harmonic oscillator. The explicit depen-
dence of the Landau level wavefunction on y for given
kx, kz is easy to find out: ξL,0(y|kx, kz) =

(

0, φ0(y|kx +

k0, kz)
)

and ξR,0(y|kx, kz) =
(

φ0(y|kx−k0, kz), 0
)

, where

φ0(y|kx, kz) ∝ e−
eB
2~ (y−y0(kx))

2

and y0(kx) =
~kx

eB .
Clearly, for the same value of kx, the L mode and R

mode are spatially separated by ∆y = ~2k0

eB . In fact, this
spatial displacement is dictating the existence of the sur-
face metallic mode. To see this, one can consider a simple
reflection problem of the z = z0 surface (see Fig.7) while
keeping the system translation symmetric along x, y di-
rections. In this setup the R mode is moving along +z
direction; after hitting the surface it must be reflected
back to the L mode — the only mode moving along

FIG. 7: (color online)Schematic illustration of the Landau
wavefunction reflection problem at surface z = z0.

−z direction. Because kx is a good quantum number,
ξL,0(y|kx,−kz) must be connected with ξR,0(y|kx, kz) on
the surface! Because they are spatially separated in the
bulk, there must be surface modes connecting them.
In the following we show that this spatial displacement

also dictates that the CDW instability can only occur

at ~Q = 2~k0. In general, the CDW order parameter at

momentum ~Q can be written as ∆~Q =
∑

~k f~kγ
†
R,0(

~k +

~Q)γL,0(~k), where f~k is a profile factor that should be
determined energetically. Note that we must haveQz = 0
because only the matrix element between the L and R
modes at Qz = 0 can induce an energy gap. What is Qx?
Because the spatial displacement discussed above, only

when Qx ∼ 2k0 does the L,R modes overlap spatially.
At the mean-field level, the CDW order is coming from
the energy gain by decoupling the repulsive interaction:

Uγ†L,0γL,0γ
†
R,0γR,0 → −Uγ†L,0γR,0γ

†
R,0γL,0. For a short-

range repulsion, this interaction vanishes unless the sep-
aration between wavefunctions ξL/R,0 is smaller than the

magnetic length lB ≡
√

~

eB , indicating Qx = 2k0.

In appendix we study a generally direction of the
magnetic field. In this case we show the spatial sep-

aration of ξL/R,0 with momentum difference ~Q to be
~

eB | ~Q⊥ − 2~k0,⊥|, where ~Q⊥ is the component of ~Q nor-
mal to the direction of the field. For the interaction to
be effective, ~Q⊥ = 2~k0,⊥. In order to open up an energy

gap at Fermi surface, ~Q‖ = 2~k0,‖. These two conditions

dictate ~Q = 2~k0 with a general field direction.
The CDW phase in the two-band model itself is in-

teresting. The modulation of density along x-direction
can be viewed as spontaneous layering of the 3D homo-
geneous system into a stacking of 2D layers, where each
layer is a period of the CDW. Because the anomalous
hall conductivity cannot jump across the phase transi-

tion, and because ν = 2~k0 as discussed in previous sec-
tion, it is clear that each CDW layer is exactly ν = 1
integer quantum hall layer.
Now let us discuss this field induced CDW in the

proposed Weyl phase of A2Ir2O7, where 24 nodes are
present. Following our result of the simple two-band
model, in principle CDW of all the wave-vectors con-
necting nodes with opposite chirality have instabilities.
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FIG. 8: (color online) 24 nodes (same as Fig.2) in the Weyl
phase of A2Ir2O7 plotted in a different fashion, it is clear
that a wave-vector ~Q1 ‖ [1, 0, 0] (and the symmetry related
~Q2 ‖ [0, 1, 0], ~Q3 ‖ [0, 0, 1], which are not shown) connects 8
pairs of nodes.

The true ground state should be determined by energet-
ics. Here we find that there is a particularly likely CDW

wave-vector ~Q1 ‖ [1, 0, 0] direction, as shown in Fig.8,
which connects 8 pairs of nodes with opposite chirality.
This means a factor of 8 enhancement of the density of
state in the instability. Similarly there are two symme-

try related ~Q2,3 along [0, 1, 0] and [0, 0, 1] directions re-
spectively. We propose that in the ground state CDW

wavevector occurs at these ~Q’s. If CDW occurs only at
one wave-vector, it is a one-dimensional density wave. If
CDW of two or three wave-vectors coexist, the ground
state would be a two-dimensional or three-dimensional
crystal. To tell which phase is realized in A2Ir2O7, one
needs higher order terms of the free energy. We leave this
question as a topic of future experimental/theoretical in-
vestigation.

We remark on the Tc for the CDW phase transition.
Dimensional analysis of this BCS-type instability tells

us that Tc ∼ Λ exp(−α~vF
u·a

l2B
a2 ) = Λe−

B∗
B , where Λ is a

cut-off energy scale–typically the bandwidth of the Lan-
dau band, u is the effective Hubbard-U -type repulsion

energy scale, a is the lattice spacing, lB ≡
√

~

eB , and

α is a dimensionless number. Tc exponentially decays
when B ≪ B∗. In appendix we also consider the effect
of a screened Coulomb interaction, and the result can
be understood by replacing u here by an energy scale
introduced by the screening length. Instead of attempt-
ing to compute α and estimate u accurately, let us just
compare the Tc of A2Ir2O7 with that of graphite, where
experimentally Tc ∼ 1K for 25Tesla field. An estimate
based on the known band structures shows that ~vF

a3 is
comparable in the two systems. The effective u is hard
to estimate because of contributions from the tail of the
long-range repulsion, but the naive value u ∼ 5eV for
graphite maybe a factor of 3 ∼ 4 larger than that of
A2Ir2O7. However the factor of 8 enhancement of den-
sity of states in A2Ir2O7 eventually makes its Tc likely
to be higher than that of graphite (with the same field
strength). Overall our estimate indicates B∗ for A2Ir2O7

is smaller that of graphite by a factor of 2 ∼ 3, making
the CDW phase transition proposed here more accessible
by various experiment techniques.
Experimentally, transport measurement directly cou-

pled with the CDW phase transition. Singularities of
ρxx, ρxy at Tc are expected. Non-Ohmic behavior in elec-
tric transport is also a signature of a generic CDW34.
Moreover, thermodynamic measurements, especially the
magnetometry signal (torque measurement), should have
singularity at Tc. Both experiments can be used to de-
tect the proposed CDW phase transition. Finally we
remark on the effect of disorder. A charge disorder is
a “pair-breaking” defect for the CDW order parameter:
the bound state of a particle and a hole. As a result
one expects Tc to be reduced by disorder. In graphite
the reduction of Tc due to charge impurities has been fit-
ted by the pairing breaking formula of a BCS-type phase
transition28: ln( Tc

Tc0
) = Ψ(12 ) − Ψ(12 + ~

2πτkBTc
) where τ

is the scattering rate, and Ψ is the digamma function.
The reduction of Tc is effective only when τ < ~

kBTc0
.

In graphite it was found that an impurity density of
2 × 1016cm−3 reduces Tc by ∼ 30% at B = 20Tesla28.
This provides a rough estimate of the required quality of
the sample to observed the proposed CDW phase transi-
tion in A2Ir2O7.

IV. CONCLUDING REMARK

In this paper we study the responses of a general Weyl
semi-metal in a magnetic field. Two novel effects are pre-
dicted: a pressure-induced anomalous hall effect, and a
field-induced CDW at pinned wavevector, both are in-
trinsic signatures of the Weyl semi-metal phase. We also
applied these general results to the proposed Weyl phase
in pyrochlore Iridate.
The pressure-induced anomalous hall effect is a large

effect and stable towards temperature and disorder. Our
model calculation of the proposed Weyl phase in A2Ir2O7

shows 1% change of the band-structure due to a pressure
along [1,1,1] gives rise to in-plane anomalous hall conduc-
tivity σAH ∼ 4Ω−1/cm. Transport experiments in the
near future in these systems can be used to verify/falsify
the proposed Weyl phase. The predicted P -linear de-

pendence of anomalous hall conductivity, together with

the zero carrier density in the absence of pressure, is a

unique property of the Weyl semi-metal phase. Such a
tunable anomalous hall effect (from zero to large) may
be useful for applications in the future.
We estimate that the Tc of the CDW phase transition

is higher than that of graphite in the same field strength.
However, to experimentally observe the correlated CDW
phase, one still needs a clean sample in a strong mag-
netic field. Another possible complication specific for
the pyrochlore Iridates compounds, which we did not dis-
cuss here, is the possible field-induced magnetic structure
phase transition. For example, the LDA calculation1 es-
timates that the energy difference of different magnetic
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ordering patterns is ∼ 3meV per unit cell. It is possible
that a high magnetic field ∼ 20Tesla causes the com-
peting magnetic ordered phases to come into play. Our
proposed CDW phase transition, as an instability, should
be realized at least in the field strength before the pos-
sible magnetic order transition. From both experimental
and theoretical point of views, these alternative possibil-
ities of pyrochlore Iridates in a high magnetic field are
also very interesting and deserve further investigation.
YR and KYY are supported by the start-up fund at

Boston College. KYY is also partially supported by
DOE-DE-SC0002554, YML is supported by DOE grant
DE-FG02-99ER45747. We appreciate helpful discussion
with Ziqiang Wang and comments from Ashvin Vish-
wanath.

Appendix A: Analytical mean field calculation for

CDW instability, the general case

To focus on the low-energy physics around the two
Dirac cones located at ±k0 = (±k0, 0, 0) in the 3-D 1st

BZ, we introduce the field ψ(r) ∼ a−
3
2 cr in the continuum

limit where cr is the Fermion annihilation operator in the
lattice model with a being the lattice constant. The Dirac
Fermion at k0 coupled with U(1) electromagnetic gauge
field A through the minimal coupling is described by

H0 = vF

∫

d3rψ†(r)
(

− i~∇−~k0+eA(r)
)

·σ ψ(r) (A1)

where e = |e| and the electron charge is −e. Fermi veloc-
ity vF ∼ ta/~ where t is the hopping energy in the lattice
model. Without loss of generality, we consider a con-
stant magnetic field B = (Bx, 0, Bz) ≡ B(sin θ, 0, cos θ)
under Landau gauge: A(r) = (−Bzy, 0, Bxy) =
By(− cos θ, 0, sin θ). This problem in real space

H0(r) = vF
(

− i~∇− ~k0 + eA(r)
)

· σ (A2)

can be exactly solved since

(

H0(r)
)2

= (~vF )
2
[

(− i∂x − k0 − eBzy
~

)2 +

(− i∂z +
eBxy

~
)2
]

− (vF ~∂y)
2 + v2F e~ B · σ (A3)

is nothing but a Harmonic oscillator diagonalized by lad-

der operators b =
√

eB
2~ (y − y0) +

√

~

2eB∂y and b†. In

the Landau gauge the Hamiltonian (A2) is manifestly
invariant under translations along x̂ and ẑ directions.
Therefore the eigenstates with energy En(kx, kz) =

~vF sign(n)
√

2|n|eB/~+ [kz cos θ + (kx − k0) sin θ]2 are
labeled by momenta kx,z and Landau level index n =
0,±1,±2, · · · . It’s convenient to introduce the magnetic
length lB ≡

√

~/eB and the Hamiltonian (A2) can be
simplified as

H0 = ~vF e
− i θ

2σy

[

k|| −
√
2 b/lB

−
√
2 b†/lB −k||

]

e i
θ
2σy

where we define k|| ≡ kz cos θ+(kx−k0) sin θ. Apparently
the wavefunctions for Landau levels n 6= 0 are

ξn(y|kx, kz) = e− i θ
2σy ·





√
2|n|
lB

φ|n|−1(y|kx − k0, kz)
(

k|| − sign(n)
√

k2|| + 2|n|/l2B
)

φ|n|(y|kx − k0, kz)





Especially for n = 0 Landau level the energy and wave-
function of eigenstates are

E0(kx, kz) = −vF~
[

kz cos θ + (kx − k0) sin θ
]

,

ξ0(y|kx, kz) = (− sin θ
2 , cos

θ
2 )

Tφ0(y|kx − k0, kz).(A4)

where

φn(y|kx − k0, kz) ≡ (A5)

( eBπ~ )
1
4

1√
n!

(
√

eB
2~ (y − y0)−

√

~

2eB∂y

)n

e−
eB
2~

(y−y0)
2

,

y0 ≡ ~

eB

[

(kx − k0) cos θ − kz sin θ
]

.

Notice that the energy En(kx, kz) only dis-
perses along the direction of the magnetic
field, i.e. ∂En(kx, kz)/∂k⊥ = 0 with k⊥ ≡
cos θ(kx − k0) − sin θkz . This is the Landau degen-
eracy of energy levels under a magnetic field.

Now consider two branches Dirac Fermions (left-
moving branch ψL and right-moving ψR) at ±k0 with
opposite chirality (i.e. the sign of vxvyvz). The electron
field is expressed as

ψ(r) ∼ ∑

k≃−k0
e ik·rψL,k +

∑

k≃+k0
e ik·rψR,k

= 1
Ω

∑

kz
e ikzz

∑

n

(

∑

kx≃−k0
e ikxxξLn (y|kx, kz)γLn (kx, kz)

+
∑

kx≃+k0
e ikxxξRn (y|kx, kz)γRn (kx, kz)

)

where γL,R
n (kx, kz) are the annihilation operators for the

eigenmodes in the n-th Landau bands with momenta
kx, kz. Under a magnetic field both branches have a huge
Landau degeneracy which could easily cause Fermi sur-
face nesting and hence the charge-density-wave (CDW)
instability with a nesting vector ±2k0. In other words,
an infinitely small interaction (e.g. on-site Hubbard-type
interaction) might drive the system into a CDW phase.
For simplicity we consider the following on-site Hubbard-
type repulsive interaction

VH =
1

2

∑

α,β

∫

d3r uαβ
[

ψ†
α(r)ψα(r)

][

ψ†
β(r)ψβ(r)

]

(A6)

where α, β are band/spin indices. In the contin-
uum model uαβ ∼ Uαβa

3 where Uαβ are the on-
site Hubbard repulsion energy in the lattice model.
Meanwhile, to concentrate on the low-energy physics
we restrict our study to the n = 0 Landau band

EL,R
0 (kx, kz) = ±vF~

[

kz cos θ+(kx±k0) sin θ
]

with wave-

functions ξL,R(y|kx, kz). But notice in different models
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the two Dirac cones can be on the same orbits or not:
in other words they could have different band indices (at
least in the low-energy limit).
In general by projecting the interaction (A6) into the

n = 0 Landau level we have the following terms that
contribute to the ±2k0 scattering

VCDW = − 1
Ω

∑

kx,z,k′
k,z
Vkx,z|k′

x,z
γL0

†
(kx − k0, kz)

γR(kx + k0, kz)γ
R
0

†
(k′x + k0, k

′
z)γ

L(k′x − k0, k
′
z) (A7)

where Ω is the sample size in x̂-o-ẑ plane. The Fourier
transformation is defined as

ψ(r) =
1√
Ω

∑

k

e ik·rψk

The CDW order parameter is

∆kx,z ≡ 1
Ω

∑

k′
x,k

′
z
Vkx,z|k′

x,z
· (A8)

〈γR0
†
(k′x + k0, k

′
z)γ

L(k′x − k0, k
′
z)〉

Notice that here kx,z and k′x,z are all small momenta
upper-bounded by an ultraviolet cutoff Λ < 2k0. The
bare coupling constants Vkx,z |k′

x,z
are calculated by

Vkx,z |k′
x,z

≡
∑

αβ uαβ
∫

dy · (A9)
{

ξLα
∗
(y|kx − k0, kz)ξ

L
α (y|k′x − k0, k

′
z) ·

ξRβ
∗
(y|k′x + k0, k

′
z)ξ

R
β (y|kx + k0, kz)(1− δkx,k′

x
δkz,k′

z
)

−ξLα
∗
(y|kx − k0, kz)ξ

R
α (y|kx + k0, kz) ·

ξRβ
∗
(y|k′x + k0, kz)ξ

L
β (y|k′x − k0, k

′
z)
}

In the 1st term the q = k−k′ = 0 component is canceled
by contributions uniform positive charge background (to
keep the total charge neutrality).

1. Effects of Fermi velocity anisotropy

Now let’s consider a more general case, i.e. a Dirac
cone at k0 with anisotropic Fermi velocities vm, m =
x, y, z. In this case we define vF = vy and rescale the
coordinates by x̃ = vF

vx
x, ỹ = y and z̃ = vF

vz
z and the

Hamiltonian

H0 =
∑

m=x,y,z

vm
(

− i~∇− ~k0 + eA(r)
)

m
· σm

has the form of (A2) in the new coordinate system. But
in the Landau gauge, the vector potential in the rescaled
coordinate system becomes Ã(r′) = ỹ(− vx

vy
Bz, 0,

vz
vy
Bx),

i.e. the effective magnetic field in rescaled coordinate sys-
tem is B̃ = ( vzvyBx, 0,

vx
vy
Bz) ≡ B̃(sin θ̃, 0, cos θ̃). Mean-

while the momentum transforms as k̃ = (vxvy kx, ky ,
vz
vy
kz).

On the other hand, to keep the action invariant, we need

to rescale the filed ψ̃(r′) =
√

| vxvzv2
y
|ψ(r) and the rescaled

interaction coupling constants become ũ = u
v2
y

|vxvz| .

And all conclusions discussed earlier can be adopted by
replacing {r,k,k0, B, θ, u} with {r̃, k̃, k̃0, B̃, θ̃, ũ}. In the
following calculations we shall ignore the ˜notation and
assume all quantities are rescaled ones unless specifically
mentioned.

2. Four-band model

For reason that will become clear soon, it is useful to
study another tight-binding realizing two Weyl nodes:

H =vF (sin~k · ~στ3 − k0σ
1τ0)

−m[3− (cos kx + cos ky + cos kz)]σ
0τ1 (A10)

where σ0, τ0 both are the identity 2 by 2 matrix.
In this case the two Dirac cones come from different

orbits and their n = 0 Landau bands have no overlap
with each other in the low-energy limit. We focus on
the simplest case in which they have opposite Fermi ve-
locities ±vx,y,z. The non-interacting Hamiltonian for 4-
component Fermion field ψ(r) = (ψR(r), ψL(r)) are

H4b(r) = vF

[

(

− i~∇+ eA(r)
)

τ3 − ~k0τ
0
]

· σ (A11)

After considering the anisotropy the Fermi velocity we
find that the two Dirac cones have the same rescaled
magnetic field i.e. θ̃L = θ̃R ≡ θ. It’s easy to find that

cos θ = sign(vxvyvz)
Bz/vz√

(Bx/vx)2+(Bz/vz)2
,

sin θ = sign(vxvyvz)
Bx/vx√

(Bx/vx)2+(Bz/vz)2
.

and the rescaled magnitude of magnetic field is B =
√

(Bxvz)2 + (Bzvx)2/|vy|. The wavefunctions of n = 0
Landau level eigenstates are

ξL(y|kx, kz) ≡ (0, 0,− sin θ
2 , cos

θ
2 )

Tφ0(y|kx + k0, kz),

ξR(y|kx, kz) ≡ (− sin θ
2 , cos

θ
2 , 0, 0)

Tφ0(y|kx − k0, kz).

where wavefunction φ0(y|kx, kz) is a Gaussian
wavepacket centered at

y0 = l2B(cos θk̃x − sin θk̃z) =
~

e
·

Bz

v2
z
kx − Bx

v2
x
kz

(Bz

vz
)2 + (Bx

vx
)2

(A12)

Therefore the 2nd term in (A9) vanishes and there are
CDW instabilities at momentum Q = 2k0. In the sim-
plest case when uαβ ≡ u we have

Vkx,z |k′
x,z

=
u√
2πlB

e−
1
2 l

2
B

(

(k̃x−k̃′
x) cos θ−(k̃z−k̃′

z) sin θ
)2

(A13)
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In the following we study the mean-field theory of
CDW in such a four-band system. First we consider the
case with isotropic Fermi velocities:

HMF =
∑

|kx,z|<Λ

(

γLk
γRk

)† [
~vFk|| −∆k

−∆∗
k −~vFk||

](

γLk
γRk

)

(A14)

where we denote γL,R
k ≡ γL,R

0 (kx ∓ k0, kz) and k|| ≡
kx sin θ + kz cos θ. The self-consistent conditions for the
order parameters are

∆k =
1

Ω

∑

|k′
x,z|<Λ

Vkx,z |k′
x,z

∆k′

2Ek′

(

1− 2f(Ek′)
)

(A15)

where Ek =
√

(~vF k||)2 + |∆k|2 are the eigenvalues of

mean-field Hamiltonian (A14) and f(ǫ) =
[

1+exp(βǫ)
]−1

is the Fermi distribution function. Choosing a new co-
ordinate system k|| and k⊥ = kx cos θ − kz sin θ, we can
see that (A13) would decay exponentially with (|k⊥ −
k′⊥|lB)2. The magnetic length has the order of magnitude

∼ 257√
B(T )

Å, which is about a hundred times larger than

the lattice constants. As a result we can safely ignore the
momentum dependence of order parameter, i.e. ∆k ≈ ∆
to a very good approximation as long as the ultravio-
let cutoff Λ ≫ 1/lB. Plugging (A14) into self-consistent
equation (A15) and performing the k⊥ integration we
have

2 =
u

(2πlB)2

∫

|k|||<Λ

dk||
tanh(β

√

|∆|2 + (~vF k||)2)
√

|∆|2 + (~vFk||)2

(A16)
At zero temperature the order parameter is determined
by

log
[

√

1 + (
~vFΛ

∆
)2 +

~vFΛ

∆

]

= (2πlB)
2
~vF /u≫ 1

where we choose a proper gauge so that ∆k = |∆k|. This
indicate the critical temperature or the CDW energy gap
is

∆ ∼ kBTc ∼ 2~vFΛe
− (2πlB )2~vF

u ∼ 2t e−# t
U (

2πlB
a )2

where t and U are the hopping and interaction energy
scale in the lattice model. # is a constant of order 1.

Considering the anisotropy of Fermi velocities, we get
the following estimation of Tc or ∆:

∆ ∼ kBTc ∼ 2t e−
(2π~)2

eu

[

(Bx
vx

)2+(Bz
vz

)2
]−1/2

(A17)

Apparently aligning the magnetic field along the di-
rection with a smaller Fermi velocity would result in a
higher critical temperature Tc.

3. Two-band model

Now let us come back to the two-band model in the
main text Eq.(1). In this case the two Dirac components
can be viewed coming from the spin index.
In the simplest case where the two Dirac cone has

opposite Fermi velocities (therefore θ′L = θ′R ≡ θ for
rescaled magnetic field B′

L,R as in the four-band case),
we have

ξL/R(y|kx, kz) ≡ (− sin
θ

2
, cos

θ

2
)Tφ0(y|kx ± k0, kz)

(A18)
Clearly since ξL(y|kx − k0, kz) = ξR(y|kx + k0, kz) =
(− sin θ

2 , cos
θ
2 )

Tφ0(y|kx, kz) and the two terms in (A9)
exactly cancel each other. So we don’t have CDW insta-
bility in this case.
Let’s consider a little more complicated case, which is

numerically studied in a two-band tight-binding model
where the two Dirac cones share the same vy,z but op-

posite vx. In this case after rescaling we have B̃L =
(B̃x, 0, B̃z) and B̃R = (B̃x, 0,−B̃z) and thus θ̃L =

θ, θ̃R = π − θ. The wavefunctions for the two branches
read

ξL(y|kx, kz) ≡ (− sin θ
2 , cos

θ
2 )

Tφ0(y|kx − k0, kz),

ξR(y|kx, kz) ≡ (− cos θ
2 , sin

θ
2 )

Tφ0(y|kx + k0, kz).

As a result the 2nd term in (A9) contributes ∼
(2 sin θ

2 cos
θ
2 )

2 = sin2 θ and in the simplest case with
uαβ ≡ u (corresponding to only having on-site U) we
have

Vkx,z |k′
x,z

=
u cos2 θ√
2πlB

e−
1
2 l

2
B

(

(k̃x−k̃′
x) cos θ−(k̃z−k̃′

z) sin θ
)2

(A19)
Following derivations are completely similar with the
four-band case and in the end we have

∆ ∼ kBTc ∼ 2t e−
(2πlB )2~vF

u cos2 θ ∼ 2t e
− (2π~vz)2

euB2
z

√

(Bx
vx

)2+(Bz
vz

)2

Clearly when magnetic field is along x̂-axis i.e. Bz =
0 there are no CDW orders even at zero temperature.
But this is because two band model with only on-site
U ( uαβ ≡ u ) is sick in this limit. After turning on
a nearest neighbor repulsion V , as shown in the main
text, or considering the four-band model as computed in
previous section, field along any direction generate CDW
gap.

4. Effects of long-range Coulomb interaction

To compare with on-site Hubbard-type repulsive inter-
action discussed earlier, here let’s consider a long-range
Coulomb interaction

VC =

∫

d3r1 d3r2Vc(|r1 − r2|)
[

ψ†
α(r1)ψα(r1)

][

ψ†
β(r2)ψβ(r2)

]
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where ǫ is the dielectric constant in the material. With-
out loss of generality, we start from a screened Coulomb
interaction

Vc(|r1 − r2|) =
e2 exp(−ks|r1 − r2|)

4πǫ|r1 − r2|

where 1/ks is the typical screening length. The bare
long-range Coulomb interaction corresponds to the case
in which ks = 0.
Notice that

∫

dx
∫

dz e i (kxx+kzz)e−ks

√
x2+y2+z2√

x2+y2+z2

= 2π√
k2+k2

s

e−y
√

k2+k2
s , k ≡

√

k2x + k2z .

so the coupling constants in (A7) for Coulomb interaction
are

Vkx,z|k′
x,z

= e2

2ǫ

∑

αβ

∫

dy1
∫

dy2 · (A20)

{

e
−|y1−y2|

√
δk2+k2

s√
δk2+k2

s

ξLα
∗
(y1|kx − k0, kz)ξ

L
α (y1|k′x − k0, k

′
z) ·

ξRβ
∗
(y2|k′x + k0, k

′
z)ξ

R
β (y2|kx + k0, kz)(1 − δkx,k′

x
δkz ,k′

z
)

− e
−
√

4k2
0
+k2

s |y1−y2|√
4k2

0+k2
s

ξLα
∗
(y1|kx − k0, kz)ξ

R
α (y1|kx + k0, kz) ·

ξRβ
∗
(y2|k′x + k0, kz)ξ

L
β (y2|k′x − k0, k

′
z)
}

where we denote δk ≡
√

(kx − k′x)
2 + (kz − k′z)

2. Again
total charge neutrality removes the q = k− k′ = 0 com-
ponent in the 1st term. Like discussed earlier in the
four-band case the 2nd term vanishes, while both terms
contribute in the two-band case with opposite vx for two
Dirac cones.

By defining k2⊥l
2 = |vxvz |

|vy|
~

e

(Bz
v2z

kx−Bx
v2x

kz)
2

[

(Bz
vz

)2+(Bx
vx

)2
]3/2 we can

write the coupling constants in this case as:
(I) For a four-band model with opposite Fermi veloci-

ties ±vx,y,z at two Dirac cones

V 4b
kx,z|k′

x,z
=

e2Erfc(
lB

√
δk2+k2

s√
2

)

2ǫ
√

δk2+k2
s

e
l2B(δk2+k2

s)−(lδk⊥)2

2

(II) For a two-band model with opposite vx but the
same vy,z at two Dirac cones

V 2b
kx,z |k′

x,z
= V 4b

kx,z |k′
x,z

− e2 sin2 θ

2ǫ
√

4k2
0+k2

s

e
l2B(4k2

0+k2
s)−(lδk⊥)2

2 ·

Erfc(lB
√

2k20 + k2s/2) ≈ V 4b
kx,z |k′

x,z

where Erfc(z) ≡ 2√
π

∫ +∞
z e−t2dt is the complementary

error function. The 2nd term is ignored since we assume
k0lB ≫ 1. Notice that the singularity in V 4b

kx,z |k′
x,z

when

δkx,z = 0 is removed by the screening of bare Coulomb
interaction.

In this case of screened Coulomb interaction, the self-
consistent gap equation (A15) turns out to be

4ǫ∆k

e2 =
∫

|k′|<Λ

dk′
⊥dk′

||
(2π)2

∆k′√
|∆k′ |2+(~vF k′

||)
2
· (A21)

e

l2B(|k||−k′
|||

2+k2
s)

2 Erfc(
lB

√
|k−k′|2+k2

s√
2

)√
|k−k′|2+k2

s

tanh(

√
|∆k′ |2+(~vF k′

||)
2

2kBT ).

Notice that |∆k| → 0 as the temperature approaches Tc.
Although the above gap equation cannot be solved an-
alytically, using the asymptotic behavior of complemen-
tary error function

Erfc(x) ∼ e−x2

x
√
π
, x≫ 1. (A22)

we can figure out the asymptotic behavior of critical tem-
perature as

Tc ∼ ~vFΛe
−(c1+c2k

2
sl

2
B)ǫ~vF/e2 (A23)

where c1,2 are constants of order 1. In the case of
bare (unscreened) Coulomb interaction, the CDW crit-
ical temperature behaves as

Tc ∼ t e−#ǫ~vF /e2 (A24)

for both two-band and four-band models, where t denotes
the band width. This result can be easily understood by
dimensional analysis. An unscreened Coulomb interac-
tion does not give new length scales, and the dimension-
less exponent in a BCS-type formula must be ∼ ǫ~vF

e2 .
This is in accordance with previous studies in a different
formulation23 and suggests that Tc won’t change with the
magnetic field in the case of bare long-range Coulomb
interaction, which is inconsistent with the experimental
observation in graphite system.
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