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The magnetically ordered phases and spin dynamics of magnetoelectric LiNiPO4 have been studied
in fields up to 17.3 T along the c axis. Using neutron diffraction, we show that a previously proposed
linearly polarized incommensurate (IC) structure exists only for temperatures just below the Néel
temperature TN. The ordered IC structure at the lowest temperatures is shown instead to be an
elliptically polarized canted spiral for fields larger than 12 T. The transition between the two IC
phases is of second order and takes place about 2 K below TN. For µ0H > 16 T and temperatures
below 10 K, the spiral structure is found to lock in to a period of five crystallographic unit cells
along the b axis. Based on the neutron diffraction data, combined with detailed magnetization
measurements along all three crystallographic axes, we establish the magnetic phase diagrams for
fields up to 17.3 T along c and for fields up to 16 T along a and b. The spin excitations in the high-
field IC spiral phase have been studied in detail by inelastic neutron scattering. A mean-field analysis
shows that the spin Hamiltonian derived previously from the low-temperature spin waves at zero
field predicts the transition between the linear and elliptical polarization of the IC structure, and
that a generalization of the spin-wave theory, assuming the random-phase-approximation, accounts
for the inelastic scattering data obtained in the commensurable uniform phase at fields below 12 T
as well as those obtained in the high-field IC spiral phase.

PACS numbers:

I. INTRODUCTION

Materials with coexisting ferroic order parameters –
the so-called multiferroics – have received much atten-
tion in recent years.1,2 Some of these multiferroics ex-
hibit a magneto-electric (ME) coupling, where an ap-
plied magnetic field induces an electric polarization and
vice versa.3 In some of these cases the magnetic ordering
temperature and the onset temperature of the ME ef-
fect are identical and ferroelectricity is generated by the
long range magnetic order being perturbed by the mag-
netic field.4–7 The lithium-ortho-phosphates LiMPO4 (M
= Mn, Co, Fe or Ni) are isostructural compounds that
all exhibit a strong ME effect in their low-temperature
commensurate (C) antiferromagnetic (AFM) phases.8–10

LiNiPO4 stands out among the lithium-ortho-phosphates
by exhibiting incommensurate (IC) magnetism, suggest-
ing the presence of competing magnetic interactions. This
expectation was confirmed directly by inelastic neutron
scattering in Ref. 11.
The LiNiPO4 compound has orthorhombic symmetry

with space group Pnma (no. 62) and lattice parameters
a = 10.02 Å, b = 5.83 Å and c = 4.66 Å.12 There are four
magnetic Ni2+-ions in each unit cell with spin S = 1. At
zero magnetic field the system displays long-range AFM
order at temperatures below TN = 21.7 K,13 while short-
range IC magnetic order exists in the temperature range

TN < T < 40 K.14 Between TN and TNC = 20.8 K,
LiNiPO4 exhibits spontaneous IC magnetic order with
ordering wave vector kic = (0, kic, 0).

7,14–16 Below TNC,
the AFM structure is commensurate with the lattice in
the sense that the magnetic and crystallographic unit
cells are identical. In this phase, the ordered moments
are almost parallel to the crystallographic c axis with a
slight canting along the a axis,7,13 as shown schemati-
cally in Fig. 1. The small canting is responsible for the
ME effect observed in the commensurate phase when a
field is applied along the a or c axes,8,9,14 according to
the model developed in Ref. 7. A magnetic field applied
along the c axis induces a first order C to IC phase transi-
tion at a field strength µ0H varying between 12 and 13.5
T depending on temperature.7 In Ref. 7, the high-field
IC structure at low temperatures, like the zero-field IC
structure observed between TN and TNC, was suggested
to be linearly polarized, but it was also pointed out that
the data did not exclude an elliptical polarization. The
matter was left unresolved, since no direct evidence for a
spiral structure was observed.

The low-temperature C–IC phase transition is the first
out of the five magnetic-field induced transitions ob-
served by Khrustalyov et al.17 as peaks in the differen-
tial magnetic susceptibility dM/dH derived from mag-
netization measurements in pulse magnetic fields extend-
ing up to 27 T along the c axis. A second transition at
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FIG. 1: (Color online) The zero-field commensurate magnetic
structure of LiNiPO4 observed below TNC. The magnetic unit
cell is shifted (−0.25,−0.25, 0) with respect to the structural
unit cell. The magnetic ion positions are numbered 1−4 (after
Ref. 7).

µ0H ≈ 16 T gives rise to a much smaller peak in dM/dH
than the C–IC transition.

In this paper, we present neutron-diffraction studies as
a function of temperature and magnetic fields up to 17.3
T clarifying the structures of the IC magnetic phases of
LiNiPO4. The high field, low-temperature IC magnetic
structure is shown to be a canted, elliptical spiral with
the spin-components rotating in the crystallographic ac
plane. This structure undergoes a temperature-driven
transition to a canted, linearly polarized structure, where
all moments are nearly parallel or antiparallel to the c
axis. At fields larger than 16 T and temperatures be-
low 10 K, the low-temperature IC spiral conforms to a
commensurate quintupling of the crystallographic unit
cell along the b axis corresponding to an ordering wave
vector (0, 1

5
, 0). To assist the neutron diffraction deter-

mination of the phase boundaries for fields along c, we
have performed detailed magnetization measurements up
to 16 T. The combined data are used to present the full
(µ0H,T )-phase diagram for fields up to 17.3 T. Magne-
tization measurements for fields up to 16 T along the a
and b axes have been used to establish the corresponding
(µ0H,T )-phase diagrams.

Furthermore, we have studied the low-temperature
spin excitation spectrum in the spiral IC phase as well as
field and temperature dependent properties of the spin
excitations in the commensurate low-temperature phase
by inelastic neutron scattering. The data are analyzed
within the random-phase approximation (RPA) in terms
of the spin Hamiltonian established in Ref. 11. The mean-
field (MF) predictions derived from the same spin Hamil-
tonian are compared with the experimental results for
the zero-field susceptibilities, the phase diagram and the
magnetic structures.

The paper is organized as follows: In the next section,
an account for the irreducible representations of the mag-
netic structures in LiNiPO4 is given. This is succeeded

by a description of the experimental determination of the
magnetic phases in Sec. III, and a presentation of neu-
tron diffraction data from experiments at RITA-II (III B)
and FLEX/V2 (III C) spectrometers. In Sec. III D, the
bulk magnetization data are presented along with com-
plete (µ0H,T ) phase diagrams for fields along all three
crystallographic directions. The structural part of the pa-
per is followed by a description of the MF model and the
RPA in Sec. IV A. In Sec. IV B, we present experimental
results for the spin-wave excitations in the high-field IC
spiral phase obtained at RITA-II. These results are com-
pared with the predictions of the RPA model. Concluding
remarks are given in Sec. V.

II. MAGNETIC STRUCTURES IN LiNiPO4

The four magnetic ions in LiNiPO4 are situated at
r1 = (0.275, 0.25, 0.98), r2 = (0.775, 0.25, 0.52), r3 =
(0.725, 0.75, 0.02) and r4 = (0.225, 0.75, 0.48) in the or-
thorhombic unit cell (see Fig. 1). A thorough analy-
sis of the irreducible representations18 of the magnetic
structures in LiNiPO4 has been performed in Ref. 15.
In the uniform case, i.e. when the magnetic and the
crystallographic unit cells are identical, any magnetic
structure is described by a linear combination of the
twelve basis structures presented in Fig. 2. This ba-
sis is divided into four symmetry classes (A, C, G,
and F) for each Cartesian component of the moments.
In the IC phases, where the ordering wave vector is
kic = (0, kic, 0), the same basis applies except that it
includes a phase factor β = eiπkic due to the modu-
lation of the moments. The Fourier transforms of the
spin components may be divided into the four symme-
try classes Aα = (+,−,−β,+β), Gα = (+,−,+β,−β),
Cα = (+,+,−β,−β) and Fα = (+,+,+β,+β), where
the brackets show the relative phase factors of the α com-
ponent of the spins on the sites (r1, r2, r3, r4) in one unit
cell. α is equal to x, y, or z, where these axes are along,
respectively, the a, b, and c axes of the lattice.

FIG. 2: (Color online) Four of the twelve commensurate irre-
ducible basis structures related to the three AFM symmetry
classes (A, G and C) and the ferromagnetic class (F ). Only
one of the three possible polarizations (x, y, z) is shown for
each one of the four different classes.
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These basis structures span the space of possible IC
magnetic structures in LiNiPO4, when the ordering wave
vector kic is along the b axis. The symmetry operations
of the space group Pnma that leave kic invariant (ex-
cluding lattice translations), constitute the little group
Gk

ic
= {1, 2′y,m

′

xy,m
′

yz}. There are four one-dimensional
irreducible representations, Γ1 − Γ4, of this little group.
The twelve IC basis structures are divided into corre-
sponding subsets according to how they transform under
the symmetries of Gk

ic
. These subsets are

Γ1 : {Ax, Gy, Cz} Γ2 : {Gx, Ay, Fz}
Γ3 : {Cx, Fy, Az} Γ4 : {Fx, Cy, Gz}. (1)

If a magnetic IC structure is found to involve a com-
ponent from one of the irreducible representations (for
instance Cz), it is more or less inevitable that it also
involves the two other components (Ax and Gy).

III. MAGNETIC PHASES OF LINIPO4 AT

HIGH MAGNETIC FIELDS

A. Experimental Details

Two high-quality single crystals measuring 5 × 5 × 9
mm3 (0.4 g) and 2 × 2 × 3 mm3 (0.02 g), respectively,
were used in the experiments. Both elastic and inelastic
neutron scattering experiments were performed on the
RITA-II triple-axis spectrometer at the Paul Scherrer In-
stitute (SINQ, PSI) using the larger crystal oriented on
an aluminum sample holder with the c axis vertical in a
14.9 T Oxford cryomagnet. No collimation was used. For
inelastic scattering, varying incoming neutron energy was
used with fixed neutron momentum transfer Q and fixed
final neutron energy of 5 meV. A Be-filter was placed be-
fore the analyzer to remove higher order neutrons. RITA-
II has a seven blade pyrolytic graphite (PG) analyzer
providing high q-resolution, when measuring the disper-
sion along (0, q, 0). When measuring the dispersions along
(q, 1, 0) and (q, 1 + kic, 0), the intensity from only the
three central blades was collected. The diffraction stud-
ies were performed with 4.04 Å (5 meV) neutrons using
only the central blade. On the V2/FLEX triple-axis spec-
trometer at Helmholtz Zentrum Berlin neutron diffrac-
tion was performed for magnetic fields up to µ0H = 17.3
T. The smaller crystal was placed with the c axis verti-
cal in an aluminum sample holder clamping it between
two Dysprosium booster pieces, which add 2.5 T to the
field provided by a 14.8 T Oxford cryomagnet. We used
4.04 Å neutrons, a flat PG analyzer and 60′ collima-
tion between monochromator and sample, sample and
analyzer as well as between the analyzer and the detec-
tor. A CRYOGENIC cryogen free measurement system
(CFMS) at Risø DTU was used to perform vibrating sam-
ple magnetization (VSM) measurements. Magnetic fields
0 ≤ µ0H ≤ 16 T were applied along all three principal
axes for temperatures 2 < T < 300 K. Susceptibilities

TABLE I: Squared structure (F ) and polarization (P ) factors
for the three IC peaks used to establish the spiral structure in
terms of the irreducible representations. The structure factors
are normalized to unit spin lengths of the components. We
have used kic = 0.18 rlu, but note that small changes of kic
have no effect on our conclusions.

F 2
C F 2

A F 2
G F 2

F P 2
x P 2

y P 2
z

(0, 1 + kic, 0) 16 0 0 0 1 0 1
(1, kic, 0) 0 15.6 0.4 0 0.09 0.91 1

(1, 2 + kic, 0) 0 15.6 0.4 0 0.93 0.07 1

are measured at µ0H = 1 T, which lies within the linear
regime of magnetization vs. field.

B. The transition between IC structures with

different polarizations

The previously determined high-field IC structure with
ordering wave vector (0, kic, 0) had basically Cz symme-
try with a small Ax canting plus small uniform Fz and
Gx components induced by the field.7,15 It was argued
that the IC structure was this canted structure with the
moments polarized linearly nearly along z, but that it
could also be a spiral with spins rotating in the ac-plane.
To examine if this is the case, we have used the RITA-
II spectrometer to measure the temperature dependence
of three magnetic IC peaks (0, 1 + kic, 0), (1, kic, 0) and
(1, 2 + kic, 0) at 14.7 T.
The sensitivity of neutron scattering to magnetic struc-

tures is a consequence of a scattering cross-section which,
for a collinear structural component, is proportional to
|FR(Q)|2|P (Q)|2, where the structure (F ) and polariza-
tion (P ) factors are given by

FR(Q) =
∑

d

mR
d e

iQ·rd , P(Q) = Q̂× (ê× Q̂). (2)

Here mR
d is the magnetic moment of the ion at site

d = 1, . . . , 4 in the symmetry class R, Q̂ is the unit
vector along the neutron momentum transfer and ê is
the unit vector along mR

d . For each of the three peaks,
Table I lists |FR(Q)|2 (normalized to unit magnetic mo-
ment) and |P (Q) |2 for R = C, A, G, F and all spin
directions ê parallel to x, y or z. The numbers repre-
sent the sensitivity of each peak to the different basis
structure components. As presented in Fig. 3 a), the ex-
tension of the neutron diffraction experiments has now
shown that there is intensity in the (1, kic, 0) reflection.
This reflection derives mainly from an Ay or an Az com-
ponent according to Table I. The intensity disappears
below and not at TN ≈ 20.8 K indicating the presence
of a second magnetic phase transition at about 17.7 K.
Referring to Eq. (1) it is seen that the order parame-
ter between 17.7 K and TN belongs to the irreducible Γ1
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FIG. 3: (Color online) a)-b) Neutron-diffraction scans through the (1, kic, 0) and the (1, 2 + kic, 0) peaks at 14.7 T applied
along the c axis at temperatures close to the transition at 17.7 K. The two peaks reflect, respectively, the Az (neglecting Ay as
discussed in the text) and the weighted sum of the Az and Ax components of the spiral structure. The Az component disappears
above 17.7 K while the Ax component persists. c) Integrated intensities of (0, 1+kic, 0), (1, kic, 0) and (1, 2+kic, 0) as functions
of temperature at 14.7 T applied along the c axis. The integrated intensity from the (1, kic, 0) and the (1, 2+ kic, 0) peaks have
been multiplied by a factor of 140 and 170, respectively. The onset of an additional order parameter below 17.7 K is evident.

representation, whereas the new order parameter appear-
ing below 17.7 K has the symmetry of the Γ2 or the Γ3

representation depending on whether the (1, kic, 0) peak
is due to, respectively, an Ay or an Az component. The
temperature dependence of the strong peak intensity at
(0, 1 + kic, 0) is depicted in Fig. 3 c), and Table I shows
that the two components Cz and Cx are weighted equally
and are the only ones appearing in this scan. The abrupt
increase shown by the (0, 1+kic, 0) peak intensity at 17.7
K for decreasing temperatures allows a clear choice be-
tween the two possibilities for the new order parameter.
A Γ3 order parameter, which contains a Cx component,
contributes directly to the (0, 1 + kic, 0) peak, whereas
the possibility of a Γ2 order parameter can be dismissed
since it has no direct effect on this scan. The behavior of
the (1, 2 + kic, 0) intensity as a function of temperature
shown in Fig. 3 b) and c) is consistent with this result.
This peak intensity reflects the Ax and Az components,
and for increasing temperatures it shows a rapid drop
at 17.7 K indicating a vanishing Az component. The in-
tensity, which remains above 17.7 K, is due to the Ax

component being non-zero up to TN. Table I shows that
both the (1, kic, 0) and the (1, 2+kic, 0) peak may contain
contributions from the possible G components. However,
since none of the peaks which are dominated by the G
components have been seen, they may safely be neglected
here, where their contributions are weighted with an in-
tensity factor of 1/40 compared with the A components.
Generally, a helical/cycloidal ordering is energetically
more favorable than a linearly polarized square wave of
fully polarized spins in the T = 0 limit, as long as the
anisotropy within the plan of the ordered moments is
weak. In the present case the system may approach a cir-
cular polarization of the moments by either combining
the Cz component with a Cx or with a Cy component.
The unique identification above, that the new order pa-
rameter below 17.7 K belongs to the Γ3 representation,
shows that the system chooses the first one of the two
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FIG. 4: (Color online) (µ0H,T ) phase diagram of LiNiPO4

for magnetic fields applied along the c axis. The black circles
mark the C–IC phase boundary as found using magnetization
data, supported by neutron diffraction data taken from Ref.
7 (stars). The diamonds mark the lock-in phase boundaries
found using V2/FLEX data. The squares mark the boundary
of the IC spiral phase found at RITA-II (below 15 T) and
V2/FLEX (above 15 T), while the two right-pointing trian-
gles indicate the phase boundary detected by VSM measure-
ments. The ordering temperatures of the linearly polarized IC
phase are taken from Ref. 7 (up-pointing triangles) and are
supported by a measurement from V2/FLEX (down-pointing
triangle). The errors on the VSM measurements are much
smaller than the markers, while the error bars on the neutron-
diffraction measurements are comparable to the marker size
if not explicitly given. ICc denotes the IC structure linearly
polarized mainly along c, while ICac denotes the IC spiral in
the ac-plane. C denotes the commensurate AFM phase and
1/5-C denotes the commensurate lock-in spiral phase.
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FIG. 5: (Color online) The IC modulation kic as a function of field at 2 K (a) and as a function of temperature at 17.3 T
applied along the c axis (b). The statistical errors are smaller than the markers. c) The temperature dependence of the sum of
integrated intensities from the symmetry related peaks (0, 1± kic, 0) measured at 17.3 T applied along the c axis.

possibilities. This choice is consistent with the fact that
the anisotropy parameters derived from the spin-wave
analysis [see Eq. (5) below] identifies the ac plane to be
the easy one. Experimentally, it is difficult to measure
the Cy component directly but the analysis above, where
the irreducible representations, or symmetry arguments,
are utilized in the interpretation of the experiments indi-
cates that Γ4, and thereby the Cy component, has to be
zero. This result is also valid at the lower temperatures
not included in Fig. 3, since the (1, kic, 0) peak indicating
a non-zero Γ3 component is observed all the way down
to 2 K.

We conclude that the system shows two continuous
phase transitions at decreasing temperatures in the pres-
ence of a c-axis field larger than 13.5 T. The ordered
state just below TN is described by an IC order param-
eter belonging to the irreducible representation Γ1, with
the dominating component Cz being slightly mixed with
Ax. At about 17.7 K there is a new second-order phase
transition, where the additional order parameter belongs
to the Γ3 representation and may be described as being
the Cx component slightly mixed with the Az compo-
nent. The diffraction experiments do not allow a deter-
mination of the phases of the two order parameters, but
the only relevant possibility is that the phases of the two
components differ by 90◦, since an elliptical polarization
minimizes the variation of the lengths of the ordered mo-
ments. This interpretation of the observations shown in
Fig. 3 is in full agreement with the predictions of the
MF-calculations presented below. The phase boundary
between the linearly and elliptically polarized IC phases
has been determined up to a field of 17.3 T. The two IC
structures are illustrated in Fig. 6 a) and c), and the ob-
served phase boundaries are shown in the phase diagram
in Fig. 4.

C. The high field IC–C transition

At the V2/FLEX triple axis spectrometer we measured
the IC modulation kic for fields along c in the range

13 T < µ0H < 17.3 T and for temperatures up to TN. To
obtain an accurate value of kic, both symmetry related
peaks (0, 1± kic, 0) were measured – optimizing the sam-
ple rotation and the scattering angle thoroughly – and
obtaining kic as the average modulation of the two peaks.
The modulation as a function of magnetic field at 2 K and
as a function of temperature at 17.3 T is shown in Fig.
5. It is seen that the modulation stabilizes at kic =

1
5
at

2 K for µ0H > 16 T marking a magnetic quintupling of
the unit cell. At 17.3 T, the quintupling persists up to 10
K. The average measured value of the modulation in this
phase is kic = 0.200(1). The accuracy of the determined
value of kic is comparable to the obtainable instrumental
precision. In addition, kic was measured as a function of
field at 5 K and as a function of temperature at 16.8 T.

The (1, kic, 0) peak reflecting the Az component is still
observed above 16 T at 2 K (not shown), which indi-
cates that the magnetic structure stays as an elliptical
spiral at the transition from the IC phase to the high-
field commensurate phase. The lock-in transition identi-
fied here explains the µ0H ≃ 16 T transition observed by
Khrustalyov et al.,17 and the weakness of the signal they
observed at this transition is consistent with that the
lock-in only causes minor modifications of the magnetic
structure. The commensurate magnetic spiral structure
is shown in Fig. 6(b). The phase boundary between the
IC spiral phase and the high-field commensurate spiral
phase is included in the phase diagram shown in Fig. 4.

D. Phase boundaries determined from bulk

magnetization measurements

Figure 7 shows the magnetization at 5 K as a func-
tion of applied field along all three crystallographic axes.
The magnetization is almost linear along the a and b
axes. Along the c axis the magnetic susceptibility is much
smaller until the system enters the IC canted spiral phase
at 12.2 T, where there is a fivefold increase of the mag-
netization. The transition is first order and hysteretic.
We define the C–IC phase boundary in field scans as
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FIG. 6: (Color online) The three magnetic IC structures
shown by stacking six unit cells along b. Only the four mag-
netic Ni2+ ions are shown in each unit cell. a) Magnetic IC
spiral at 2 K and µ0H = 13 T applied along c. The circles
around the lower left ion marks the rotation plane of the spins
and the black line marks the spiral itself. b) Lock-in commen-
surable spiral µ0H > 16 T and T < 10 K. The 1/5 modula-
tion is evident by comparing the 1st and the 6th unit cell. c)
Linearly polarized IC structure; the line marks the sinusoidal
modulation. In the phase diagram for fields along c, shown in
Fig. 4, the three structures are denoted as ICac, 1/5-C and
ICc, respectively.

the field at which the differential magnetization dM/dH,
measured for increasing fields, exhibits a maximum.

The IC–C phase boundary for fields applied along the
c axis was determined by performing a series of VSM
measurements at constant field while varying tempera-
ture and vice versa. Figure 8 shows the magnetization
as a function of temperature at µ0H = 12.5 T. Below
TN when the system is in the canted linearly polarized
IC phase, the magnetization is gradually decreasing with
decreasing temperatures. This is followed by a sudden
drop in magnetization when entering the C phase at 17
K. At 9 K the magnetization increases rapidly upon en-
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FIG. 7: (Color online) Magnetic field dependence of the mag-
netization measured along all three crystallographic axes at 5
K and for increasing fields. The inset zooms in on the hysteric
C–IC transition observed for fields along c.
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FIG. 8: (Color online) The temperature dependence of the
magnetization at 12.5 T applied along the c axis.. The in-
sets show the differential magnetization upon cooling with an
additional focus on the kink at TN.

try into canted spiral phase. The first-order nature of the
transitions in and out of the C phase is evident from the
significant hysteresis. We define the phase boundaries in
temperature scans to be the points of maximal or mini-
mal differential magnetization upon cooling.

The transition from the structure with linearly polar-
ized moments to the canted IC spiral can be seen directly
in the VSM measurements. Figure 9 shows the temper-
ature dependence of the magnetization at µ0H = 16 T,
measured upon cooling, in which two distinct kinks are
evident: One at the ordering temperature TN, where IC
magnetic order sets in, and one at T = 17.3 K, where the
spins start to develop a Cx component. The differential
magnetization shows two distinct peaks, indicating the
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FIG. 9: Magnetization measured while cooling at a field of
µ0H = 16 T applied along the c axis. Two kinks are evi-
dent. The inset shows the derivative, where two transitions
are marked by dashed lines.

two second order phase transitions from the paramag-
netic phase to the linear IC structure (TN) and from the
linear to the spiral IC structure. Combining our neutron
diffraction and magnetization measurements with neu-
tron diffraction results from Ref. 7, we present a complete
phase diagram of LiNiPO4 for c-axis fields µ0H < 17.3
T in Fig. 4.
The phase diagrams for fields along the a and b axes

have also been determined. The field leads to minor de-
creases in TN and TNC, but no other phase transitions
than the paramagnetic–IC and the IC–C transitions were
detected. Figure 10 shows the phase diagram obtained
from magnetization measurements, when the field is ap-
plied along the b axis. The inset shows, that there is a
small kink in the differential magnetization at TN fol-
lowed by a large peak at TNC, where the system be-
comes commensurate. The phase diagram for fields ap-
plied along the a axis is identical within errors to that
for fields along b.

IV. MODEL CALCULATIONS

A. The mean-field model and the RPA

The Ni ions in LiNiPO4 constitute an S = 1 system,
where the orbital perturbation gives rise to a slight in-
crease of the effective g-factor and an effective anisotropy
field acting on the spins. According to experiments the
saturated ordered moment is about 2.2 µB/Ni-ion in the
limit of zero temperature,7 and the Hamiltonian is as-
sumed to be

H =
1

2

∑

ij

J(ij)Si ·Sj+HDM+
∑

α,i

DαS
2
αi−gµB

∑

i

H·Si

(3)
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FIG. 10: (Color online) (µ0H,T ) phase diagram determined
from bulk magnetization measurements for fields applied
along the b axis. The insets shows the magnetization and the
differential magnetization at 16 T, where the transitions at
TN and TNC are marked. ICc denotes the IC structure lin-
early polarized mainly along c.

with g = 2.2. The possible occurrence of anisotropic ex-
change terms is considered to be dominantly due to the
Dzyaloshinsky–Moriya (DM) mechanism. Assuming only
nearest neighbors to contribute, the DM interaction al-
lowed by symmetry is11,15

HDM = D14

∑

ij∈n.n.

[Sz(1i)Sx(4j)− Sx(1i)Sz(4j)

+ Sz(3i)Sx(2j)− Sx(3i)Sz(2j)] , (4)

where, e.g., Sz(1i) only contributes to the sum if the ith
site belongs to sublattice 1. The exchange constants and
the single-ion anisotropy constants, Dx and Dy, were all
deduced from the low-temperature spin waves in Ref. 11.
We have repeated the spin-wave analysis using the more
general RPA method presented in Ref. 19. The actual
procedure used here is the same as used in the RPA anal-
yses of the magnetic excitations in the two systems HoF3

and PrNiSn,20,21 which belong to the same space group as
LiNiPO4. The MF/RPA theory is obtained to zero order
in the high-density 1/z expansion, and the corrections
appearing in the first order of 1/z are discussed in Ref.
22 for the case of HoF3. The energies and scattering in-
tensities of the spin waves in LiNiPO4, and the exchange
constants derived here, agree with the results determined
previously when applying the linear spin-wave theory,11

except that the values of the anisotropy constants are
slightly modified into (in units of meV):

Dx = 0.413, Dy = 1.423, D14 = ±0.32 (5)

(Dz = 0). This shows that the c axis is the pre-
ferred direction for the spins, and that the b axis is
the hardest. The DM anisotropy has no effect on the
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FIG. 11: (Color online) The calculated susceptibility com-
ponents (solid lines), divided by µ0, are compared with the
experimental results obtained from our magnetization mea-
surements after being corrected for a trace of paramagnetic
impurities. The experimental results are consistent with those
obtained by Kharchenko et al.23

spin waves to leading order,11,15 and D14 is not deter-
mined from the spin waves but from the experimental
value of |θ| = 7.8◦ ± 2.6◦,7 where θ is the canting an-
gle the ordered moments are making with the c axis in
the zero field and temperature limit. The canting may
just as well be reproduced, if the DM term is replaced by
the single-ion anisotropy term ±B1

2(SzSx+SxSz)/2 with
B1

2 ≈ 2.5 meV. However, we find that this large single-ion
anisotropy has unfavorable effects on the spin-wave ener-
gies, and that the amplitudes of the higher harmonics of
the moments in the IC phase become much larger than
observed. Although the DM anisotropy derived here is
surprisingly large (about one third of the corresponding
exchange interaction), it is likely that this is the domi-
nating interaction determining the canting. The canting
angle has a definite sign, depending on the sublattice con-
sidered, but this is difficult to detect experimentally, and
the sign of D14 is left unspecified.
The susceptibility components have been calculated

within the MF approximation and are compared with
our experimental results in Fig. 11. In order to get these
results we have introduced one more exchange constant
in the model in addition to the five constants given in

TABLE II: The exchange parameters (in units of meV) de-
rived from the experimental dispersion relations. The first row
shows the number of neighbors (Z) and the second one the
distances d between the ions.

Jbc J ′

b J ′

c Jab Jac Jc
b

Z 4 2 2 2 + 2 2 + 2 4
d (Å) 3.77 4.66 5.83 5.46/5.60 5.36/6.25 7.46
J(ij) 1.002 1.13 0.40 0.321 −0.112 −0.23

Table I in Ref. 11. The exchange coupling Jc
b between an

ion at ri and its four diagonal neighbors belonging to the
same sublattice, at ri ± b ± c, is assumed to be ferro-
magnetic with the value −0.23 meV. This has been done
without changing J(q) along the directions of q where
the spin waves have been measured, by replacing Jb and
Jc with, respectively, J ′

b = Jb − 2Jc
b = 1.13 meV and

J ′

c = Jc − 2Jc
b = 0.4 meV. The six exchange parameters

used in the present calculations are given in Table II.
The transition temperature predicted by the MF model
is about 32 K, i.e. 10 K above the experimental one. The
exchange parameters determined from the spin waves in
the zero temperature limit are close to be the true ones,
and in terms of these exchange parameters the MF es-
timate of TN is expected to be of the order of 10-30%
higher than the true ordering temperature. Hence, it is
plausible that most of the discrepancies in Fig. 11 are due
to the MF approximation. Outside the critical regime the
MF-model accounts reasonably well for the experimental
results, which means that the values for JF (0) and the
anisotropy constants Dx and Dy derived from the spin
waves are trustworthy.

The RPA theory reproduces all the linear spin-wave
theory results derived in Ref. 11 in the zero field and tem-
perature limit. The present numerical method is straight-
forwardly generalized to account for the different compli-
cations – the canting of the spins due to D14 and the in-
troduction of non-zero values of temperature and fields.
In Fig. 12 is shown a comparison between theory and ex-
periments when applying a field at 2 K, whereas Fig. 13
focuses on the temperature effects at zero field. Except
that the MF/RPA theory may not be trusted close to
TN, the comparisons shown in the two figures are quite
satisfactory.

The exchange parameters at zero wave vector are de-
rived to be (in meV) JF (0) = 6.98, JC(0) = −3.60,
JA(0) = 5.31, and JG(0) = −0.14 for the four different
symmetry configurations. These numbers show that the
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FIG. 12: Spin waves at 2 K. The left figure shows the cal-
culated dispersion relation along (0, K, 0) at a field of 13 T
applied along the a direction compared with the experimental
results. The spin-wave energy gap at (0, 1, 0) as a function of
a field applied along the c axis is compared with experiments
performed by Strauss et al.24 in the right figure.
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FIG. 13: (Color online) Spin waves at zero field. The figure to
the left shows the RPA dispersion relation along (0,K, 0) as
a function of temperature in comparison with experimental
results. To the right is shown a comparison between observa-
tions and calculations of the spin-wave energy gap at (0, 1, 0)
as a function of temperature.

C configuration is the most favorable one, whereas the
exchange interaction strongly opposes the A and F con-
figurations. This is the situation at zero wave vector, but
this is not changed much in the IC phase (kic is small).
The c axis is the easy axis, and accordingly the ordered
phase just below TN is dominantly determined by the Cz

configuration. That it is Ax rather than Gy which is ac-
companying the Cz component, is not explained alone
by the circumstance that the y (b) axis is the hard axis,
but is due to the relatively large DM anisotropy favoring
Ax. It is worth to point out that any first-order DM in-
teraction between a y component of a spin and a z or x
component of a neighboring spin cancels by symmetry.15

This means that the Gy component may only be coupled
with the (Cz , Ax) components due to orbital modifica-
tions of the exchange integrals that are of second-order
in the spin-orbit coupling. Furthermore, the possible cou-
plings between Gy and the two other IC components are
forced to vanish by symmetry in the limit of kic → 0.
The energy minimum in the spin wave dispersion along

(0,K, 0) is very shallow (see Figs. 12 and 13) showing that
the difference between JC(kic) and JC(0) is minute. The
extra lock-in energy gained by the system at zero wave
vector, where the lengths of the moments are no longer
varying, is able to compensate for this energy difference
already 1 K below TN, by which temperature TNC the
IC phase is being replaced by the corresponding uniform
C phase. In the zero temperature limit, the MF model
predicts the first order IC–C transition to occur at about
the same c axis field, µ0H ≈ 13 T, as observed, and also
that the structure in the IC phase is elliptically polarized
by combining components from two one-dimensional ir-
reducible representations, (Cz , Ax) and, 90

◦ out-of-phase
and with a slightly smaller amplitude, (Cx, Az). In this
way the IC structure is able to maintain a nearly con-
stant length of the ordered moments by a slight cost in
anisotropy energy (notice that the anisotropy within the
ac plane is rather weak), which makes it competitive with
the C structure. When the temperature is increased, at a

constant c-axis field, the anisotropy within the ac plane
implies that the (Cx, Az) moment decreases faster than
the main component, and the MF-model predicts that
it vanishes 2-3 K below TN in agreement with the ex-
perimental phase diagram. There have been some pre-
liminary investigations of the higher harmonics in the IC
phase,24 and the intensity due to the third harmonic of
the Cz component is observed to be about 10−3 times
the peak intensity due to the first harmonic in the zero
temperature limit. Once again this is in qualitative agree-
ment with the results derived from the MF model. At
least, the possibility that the linearly polarized structure
should be the stable one at zero temperature can be ex-
cluded, since the observed intensity ratio is much smaller
than the value of ∼1/9 expected for a linearly polarized
squared-up structure.
The energies involved in the gradual changes of kic and

in the lock-in transition to the commensurate 1/5-phase
are too small to be modeled by the present MF calcula-
tions. However, the model does predict the presence of
two additional transitions, one at a c-axis field of about
18 T and another one at about 20 T in the zero tem-
perature limit. We anticipate that these two transitions
are just those observed by Khrustalyov et al.17 at 20 and
21 T (numbered 4 and 5 in their Fig. 1). If this is true,
the model calculations show that the one at 20 T is due
to a continuous but very rapid change of the higher har-
monics (the most pronounced changes are shown by the
zeroth and second harmonics of the Cz and Cx compo-
nents), whereas the second transition is due to smaller
but abrupt modifications of all the higher harmonics.

B. Spin dynamics in the high-field IC spiral phase

The spin waves have been studied experimentally in
the high-field IC spiral phase. The incommensurable or-
dering implies that the excitation spectrum should con-
tain a Goldstone mode reflecting that an overall phase
shift of the spiral does not cost any energy. To investigate
this phenomenon we have performed a number of inelas-
tic neutron scattering experiments around the magnetic
Bragg peak at low energies (above ∼0.4 meV). These
results are compared with the RPA predictions derived
from the MF-model in Figs. 14 and 15.
The numerical RPA method discussed above is

straightforwardly generalized to the case, where the mag-
netic unit cells contains any integer multiple of 4 spins.19

The numerical method presupposes a commensurable or-
dered structure, but the results may still be valid for
describing an incommensurate system, if the commensu-
rable period assumed in the calculations is sufficiently
long. The most significant effect of the assumption of
commensurability is that the excitations are going to ex-
hibit a non-zero energy gap at the ordering wave vector
instead of the soft-mode behavior expected in the incom-
mensurable case. In the calculations shown in the two
figures, 14 and 15, we have assumed an ordered magnetic
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FIG. 14: (Color online) The low energy spin-wave dispersions
measured along (0, K, 0) in the IC-phase at 2 K and in a 13 T
field applied along the c axis. The circles and squares in the
upper figure show the experimental results. The solid lines are
the predictions of the RPA in the case of kic = 1/7, whereas
the dashed straight lines indicate the Goldstone modes ex-
pected for an incommensurate structure. The two figures be-
low are the corresponding logarithmic contour plots of the
scattering intensities along (0,K, 0). The experimental results
are shown to the right to be compared with the calculated re-
sults shown in the left figure.

structure with a period of 7 crystallographic unit cells
along the b axis, which in the model leads to an energy
gap of about 0.25 meV at the ordering wave vector. Out-
side the close neighborhood of the magnetic Bragg points
at (0, 1 ± kic, 0), the assumption of commensurability is
unimportant and the RPA predictions are found to be
in nearly complete agreement with the experimental re-
sults, both with respect to the energies and the scattering
intensities of the magnetic excitations. The most impor-
tant energy gap induced by the IC ordering is the one at
(0, 1, 0), but also the presence of the smaller, higher-order
one calculated at about (0, 1±0.3, 0) has been verified by
a direct observation of a two-peak scattering structure in
a constant q scan at (0, 1.3, 0).

We have made attempts to look for inelastic scattering
peaks also outside the (q, ω) regime covered by Figs. 14
and 15 with no success. This is, once more, consistent
with the RPA calculations, since they indicate that the
magnetic peaks become very weak, in practice invisible,
at the higher energies.

0.0 0.1 0.2 0.3 0.4 0.5
Wave vector (H, 1, 0) [rlu]

0.0 0.2 0.4 0.6
Wave vector (H, 1+kin, 0) [rlu]

0

1

2

3

4

E
ne

rg
y 

(m
eV

)

IC−phase µ0H = 13 T

FIG. 15: (Color online) Spin-wave dispersions in the IC-phase
at 2 K and 13 T along (H, 1+kic, 0) and (H, 1, 0). The symbols
are the same as used in Fig. 14.

V. CONCLUSIONS

We have used neutron diffraction to identify two new
magnetic phases in LiNiPO4, induced by the application
of magnetic fields larger than 12 T along the c axis. In
the process, we have clarified the magnetic phase dia-
gram for fields up to 17.3 T along c, and, from magne-
tization measurements, the phase diagrams for fields up
to 16 T along a and b. For fields along c, the IC modu-
lation vector (0, kic, 0) was shown to stabilize at a com-
mensurate value (0, 1

5
, 0) for fields larger than 16 T below

10 K. We presented an irreducible-representation analy-
sis of our neutron-diffraction data, which is consistent
with a temperature-driven continuous phase transition
from a low-temperature, elliptically polarized, canted IC
spiral to a high-temperature, linearly polarized, canted
IC structure. This phase transition was also resolved in
our bulk magnetization data, and the transition tempera-
tures derived from magnetization and neutron-diffraction
data were found to agree within experimental error.

The mechanism proposed in Ref. 7 for the ME effect
in LiNiPO4 gives rise to an electric polarization in the C
phase, when applying a field along the a or the c axis,
but not in the IC phases. These predictions are consistent
with observations in the C and low-field IC phases.8,9,14

The combination of the Γ1 and Γ3 order parameters in
the high-field IC phase may lead to additional ME effects,
but since the main (C,A) components of the spiral are
all perpendicular to the ordering wave vector,25 the ME
effects related to the spiraling ordering are expected to
cancel out.

The MF model presented here is determined from the
analysis in Ref. 11 of the spin waves observed at 2 K
and zero field. The excellent account of the spin waves
obtained under these conditions has here been extended
so to comprise the spin waves observed at non-zero val-
ues of temperatures and fields in the uniformly ordered
C-phase. In the IC-phase at low temperatures and high
fields, we have observed well-defined magnetic excitations
at energies below 3-4 meV, which carry substantial inten-
sity only for wave vectors in the vicinity of the incommen-
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surate ordering vectors. All of these observations are in
firm agreement with the RPA predictions. In spite of the
limited validity of the MF approach close to a second-
order phase transition, the present MF model predicts
a phase diagram in good agreement with our observa-
tions. Most importantly, the MF-predictions have been a
valuable guidance in the determination of the magnetic
structures in the different phases. In spite of its success,
the MF model also shows some failures. The calculated
and observed intensity ratios between different compo-
nents and harmonics are found to differ in a number of
cases. Some of these discrepancies might be due to the
MF approximation itself, but there are systematic fea-
tures indicating that the model needs to be improved, i.e.
that the anisotropic modifications of the exchange inter-
actions, appearing in the second order of the spin-orbit
coupling, may be of some importance. This conclusion is
substantiated by the large value of the leading-order DM
interaction derived in the present analysis.
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