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#### Abstract

We study topological insulators characterized by the integer topological invariant $\mathbb{Z}$, in even and odd spacial dimensions. These are well understood in case when there are no interactions. We extend the earlier work on this subject to construct their topological invariants in terms of their Green's functions. In this form, they can be used even if there are interactions. Specializing to one and two spacial dimensions, we further show that if two topologically distinct topological insulators border each other, the difference of their topological invariants is equal to the difference between the number of zero energy boundary excitations and the number of zeroes of the Green's function at the boundary. In the absence of interactions Green's functions have no zeroes thus there are always edge states at the boundary, as is well known. In the presence of interactions, in principle Green's functions could have zeroes. In that case, there could be no edge states at the boundary of two topological insulators with different topological invariants. This may provide an alternative explanation to the recent results on one dimensional interacting topological insulators.


PACS numbers: 73.43.-f, 73.20.-i

## I. INTRODUCTION

The original proposals establishing existence of topological insulators with the $\mathbb{Z}_{2}$ topological invariant (in the presence of spin-orbit coupling with timereversal invariance $)^{1,2}$ and their subsequent observations in experiment ${ }^{3,4}$ contributed to the start of a tremendous amount of activity on this subject.

Recently a classification table was worked out for all possible noninteracting topological insulators ${ }^{5-7}$. 10 symmetry classes of topological insulators were identified. In each spacial dimensionality, representative systems of 5 classes are topologically trivial, while the remaining 5 classes can be topologically nontrivial.

The term "topologically nontrivial" in this context implies the following. First of all, a noninteracting topological insulator, when coupled to an external electromagnetic field, is typically (but not always) expected to have a response to this field given by a Chern-Simons term in even dimensional space or by a $\theta$-term in odd dimensional space ${ }^{6,8}$. Second, a topologically nontrivial insulator has zero energy excitations at its boundary (or at the boundary of two topologically distinct insulators). These are usually referred to as edge states. To derive all of these properties, typically one takes advantage of the fact that these systems are noninteracting fermions and thus are essentially exactly solvable.

A natural question is then whether adding interactions to topological insulators preserves their observable properties, such as the existence and robustness of the edge states.

One particular approach to this problem was developed over 20 years ago in a series of papers by G. Volovik and collaborators, beginning from Refs. $[9,10]$ and summarized in his book ${ }^{11}$. This approach is based on the following simple idea. Noninteracting fermionic systems are described by a Hamiltonian which is equivalent to a matrix $\mathcal{H}_{a b}(\mathbf{k})$, which is a function of momenta $\mathbf{k}$, as
explained in Ref. [6]. This matrix satisfies certain conditions, which define the symmetry class of the topological insulator. For example, for insulators with the chiral (sublattice) symmetry, the condition reads

$$
\begin{equation*}
\mathcal{H}(\mathbf{k})=-\Sigma^{\dagger} \mathcal{H}(\mathbf{k}) \Sigma, \tag{1}
\end{equation*}
$$

where $\Sigma$ is a certain unitary matrix. Whether a particular system belongs to a non-trivial topological class can be investigated by studying the topological properties of the function $\mathcal{H}(\mathbf{k})$ which defines a map from the space of the momenta $\mathbf{k}$ to the space of the matrices $\mathcal{H}$.

Interacting systems are no longer described by a matrix of this kind. However, one can define a Green's function (single particle retarded or advanced Green's function) for both interacting and noninteracting systems. For noninteracting systems, it takes especially simple form

$$
\begin{equation*}
G(\Omega, \mathbf{k})=[\Omega-\mathcal{H}(\mathbf{k})]^{-1} \tag{2}
\end{equation*}
$$

The Green's function computed at zero frequency is simply equal to minus inverse of $\mathcal{H}$ and thus inherits all its symmetries, implying in case of Eq. (1), that

$$
\begin{equation*}
G(0, \mathbf{k})=-\Sigma^{\dagger} G(0, \mathbf{k}) \Sigma \tag{3}
\end{equation*}
$$

At this point, we say that an interacting system belongs to a particular symmetry class if its Green's function $G(0, \mathbf{k})$ satisfies the relations such as Eq. (3). Subsequently, we can study whether a particular interacting system is topological by studying the function $G(0, \mathbf{k})$, instead of the earlier $\mathcal{H}(\mathbf{k})$.

All of this would stay in the realm of pure math, if it were not for a further observation in Ref. [11], on the example of symmetry class D systems in 2 dimensions (class D is a shorthand for a superconductor without any symmetries, such as $2 \mathrm{D} p+i p$ superconductor), that two topologically distinct systems (at least in two dimensional space) must have zero energy excitations at their boundary. This observation was made by examining the

Green's function $G(\Omega, \mathbf{k})$ only, without any reference to whether the system is interacting or noninteracting, although as we will see in this paper, an implicit assumption of the absence of interactions was indeed made.

The goal of this paper is to construct the framework which could in principle generalize these observations to arbitrary number of dimensions for all 10 symmetry classes. At the basis of this framework lies the construction of the topological invariants in terms of the Green's functions in arbitrary number of dimensions. One should note that simply rewriting the topological invariants in terms of $G^{-1}(0, \mathbf{k})$ instead of $\mathcal{H}(\mathbf{k})$ is not sufficient. To be able to relate the topological invariant to the zero energy excitations one needs to have it written in space-time, as topological characteristics of the map from $\Omega, \mathbf{k}$ space to $G$.

Furthermore, in this work we are able to eliminate the implicit assumption of the absence of interactions. We do it by observing that two topologically distinct systems, in the presence of interactions, can have zeroes of the Green's functions at their boundary instead of the poles. The zero of the Green's function is defined as the zero of one of its eigenvalues, or equivalently of its determinant. If this indeed happens, two interacting topological insulators can have no edge states at the boundary between them and can be continuously deformed from one to another without ever closing the bulk gap. Of course, this picture does not explain when this scenario happens, rather it just says that it in principle can happen.

In some cases one can give arguments that zero energy excitations cannot simply vanish as interaction is increased ${ }^{12}$. These arguments, when they are at work, lead us to conclude that the poles cannot simply get replaced by the zeroes. On the other hand, it is also possible that while the edge states disappear as single particle excitations, they remain as collective excitations and continue to carry current. In this case, perhaps it is possible to reconcile the picture from Ref. [12] and the one from this paper.

At the same time, recent studies of interacting topological insulators in one dimensional space ${ }^{13-15}$ show that in some cases the edge states do disappear as interactions are increased. To make contact with this work, in this paper we give the details of the Green's function construction in one dimensional space, for systems in symmetry class AIII or $\mathrm{BDI}^{6}$.

The rest of the paper is organized as follows. In sec. II we explain how to generalize the symmetry classes of topological insulators to the case when interactions are present. In Sec. III we discuss the structure of poles and zeroes of the Green's functions. In Sec. IV we explain why the zeroes of the Green's function can change the topological invariants without any zero energy excitations. In Sec. V we discuss the application of this formalism to two dimensions for systems of the integer quantum Hall type, which mostly follows the derivation from Ref. [11], but takes into account the possible zeroes of the Green's functions. This construction can be gen-
eralized to any symmetry class without chiral symmetry, which are classes A, AI, AII, D and C, in even number of spacial dimensions ${ }^{6}$. Finally, Sec. VI we study chiral topological insulators in remaining classes AIII, BDI, CII, DIII, CI, in odd number of spacial dimensions. We especially concentrate on one dimensional AIII or BDI topological insulators. At the end of the paper in Sec. VII, we discuss possible directions of further development of this formalism.

## II. GREEN'S FUNCTIONS OF INTERACTING TOPOLOGICAL INSULATORS

We begin by reviewing the symmetries of the noninteracting topological insulators. Those are characterized by matrix Hamiltonians $\mathcal{H}_{i j}$. Here, and in the rest of this paper, the indices $i, j$ denote sites of a lattice, spin, and other degrees of freedom present in our problem. The total number of values $i$ takes is equal to the number of degrees of freedom in the problem, we will denote this $D_{f}$. Thus we take for the Hamiltonian of the problem

$$
\begin{equation*}
\hat{H}=\hat{a}_{i}^{\dagger} \mathcal{H}_{i j} \hat{a}_{j} \tag{4}
\end{equation*}
$$

where $\hat{a}_{i}^{\dagger}, \hat{a}_{i}$ are fermionic creation and annihilation operators. In this formula, as well as in many others below, summation over the indices $i, j$ is implied (in some, but not all, cases we will write the summation symbol explicitly). We also note that sometimes in what follows $i$ will simply mean imaginary unit rather than an index; we hope the distinction will be clear from context.
These may satisfy one of three constraints. The first is time reversal invariance

$$
\begin{equation*}
U_{T}^{\dagger} \mathcal{H}^{*} U_{T}=\mathcal{H} \tag{5}
\end{equation*}
$$

The second is charge conjugation symmetry

$$
\begin{equation*}
U_{C}^{\dagger} \mathcal{H}^{*} U_{C}=-\mathcal{H} \tag{6}
\end{equation*}
$$

Here $U_{C}$ and $U_{T}$ are unitary matrices, satisfying

$$
\begin{equation*}
U_{C}^{*} U_{C}= \pm 1, U_{T}^{*} U_{T}= \pm 1 \tag{7}
\end{equation*}
$$

In other words, each of these two symmetries, if it is present, can be implemented in two distinct ways, with either +1 in Eq. (7) or with -1 .

In the presence of these two constraints, the Hamiltonian also automatically satisfies the constrain

$$
\begin{equation*}
\Sigma^{\dagger} \mathcal{H} \Sigma=-\mathcal{H} \tag{8}
\end{equation*}
$$

where $\Sigma=U_{C}^{*} U_{T}$ is a unitary matrix. This is called chiral, or sublattice, symmetry. The sublattice symmetry can also be present in case when neither time reversal invariance or charge conjugation symmetry are present (although it cannot be present if only one of these two is missing). All together, taking into account Eq. (7), one can see that there are exactly 10 separate symmetry
classes of Hamiltonians, distinguished by the presence of absence of these constraints ${ }^{5-7,16,17}$.

Note that the Green's functions, defined by

$$
\begin{equation*}
G(\Omega)=[\Omega-\mathcal{H}]^{-1} \tag{9}
\end{equation*}
$$

satisfy the following constraints in case when their parent Hamiltonians satisfy either of Eqs. (5), (6), and (8). Time reversal invariance leads to

$$
\begin{equation*}
G(\Omega)=U_{T}^{\dagger} G^{T}(\Omega) U_{T} \tag{10}
\end{equation*}
$$

charge conjugation leads to

$$
\begin{equation*}
G(\Omega)=-U_{C}^{\dagger} G^{T}(-\Omega) U_{C} \tag{11}
\end{equation*}
$$

(here the symbol $G^{T}$ denotes the transposed Green's function) and sublattice symmetry leads to

$$
\begin{equation*}
G(\Omega)=-\Sigma^{\dagger} G(-\Omega) \Sigma \tag{12}
\end{equation*}
$$

We would like to generalize the symmetries given by Eqs. (5), (6), and (8) to the case when interactions are present, in such a way that the interacting Green's function $G(\Omega)$ still satisfies either of the relations Eqs. (10), (11), and (12). In the rest of this section, we show that when properly generalized to the presence of interactions, the symmetries of the Hamiltonian lead to exactly the same constraints on the Green's functions as in the absence of interactions ${ }^{18}$.

We first need to clarify what we mean by the interacting Hamiltonian and the interacting Green's function. The interacting Hamiltonian is constructed in terms of the creation and annihilation operators in the same way as the noninteracting one, except it is no longer quadratic in these operators. Interacting Green's function is then constructed in the following way.

We introduce the retarded Green's function ${ }^{19} G_{i j}(\Omega)$. It can be analytically continued onto the upper half plane of complex $\Omega$, where, on the purely imaginary axis, it becomes the imaginary time ordered Green's function $G_{i j}(i \omega)$, where $\Omega=i \omega$ and $\omega$ will be taken to be real throughout this text. Since the system is supposed to be insulating and has a gap in the spectrum, $G_{i j}(\Omega)$ can also be continued onto the lower half plane through the gap where, just below the real axis, it becomes the advanced Green's function. For the real values of $\Omega$ where the density of states of the problem is not zero, the Green's function has cuts on the real axis through which it cannot be analytically continued (if it is, it will spill into another Riemannian sheet). In some cases we will be interested in topological insulators with boundary modes which will manifest themselves in excitations at zero and close to zero. In this case, to define the Green's function analytic everywhere we can think of a finite system so that the singularities of $G(\Omega)$ are confined to a number of poles. We will elaborate on the analytic properties of the Green's function in the next section.

In addition to the Green's functions defined here, it is often customary to introduce time-ordered, anti-time
ordered and Keldysh Green's functions ${ }^{20}$. To distinguish them from the Green's functions defined in the previous paragraph, we will always specify which function we deal with whenever we work with one of those functions, retaining the name "Green's function" for the analytic retarded-advanced-imaginary-time-ordered functions.

Now let us generalize the symmetries of the Hamiltonian to the case when interactions are present. We define unitary operators $\hat{U}_{T}, \hat{U}_{C}$ and $\hat{\Sigma}$, which act on creation and annihilation operators $\hat{a}_{i}^{\dagger}$ and $\hat{a}_{i}$ (where $i$ labels the sites of a lattice as well as other degrees of freedom if present) in the following way

$$
\begin{align*}
& \hat{U}_{T}^{\dagger} \hat{a}_{i} \hat{U}_{T}=\sum_{j} U_{T i j} \hat{a}_{j}, U_{T}^{\dagger} \hat{a}_{i}^{\dagger} \hat{U}_{T}=\sum_{j} \hat{a}_{j}^{\dagger} U_{T j i}^{\dagger},  \tag{13}\\
& \hat{U}_{C}^{\dagger} \hat{a}_{i} \hat{U}_{C}=\sum_{j} U_{C i j}^{\dagger} \hat{a}_{j}^{\dagger}, \hat{U}_{C}^{\dagger} \hat{a}_{i}^{\dagger} \hat{U}_{C}=\sum_{j} \hat{a}_{j} U_{C j i}, \tag{14}
\end{align*}
$$

and

$$
\begin{equation*}
\hat{\Sigma}^{\dagger} \hat{a}_{i} \hat{\Sigma}=\sum_{j} \hat{a}_{j}^{\dagger} \Sigma_{j i}^{\dagger}, \hat{\Sigma}^{\dagger} \hat{a}_{i}^{\dagger} \hat{\Sigma}=\sum_{j} \hat{\Sigma}_{i j} \hat{a}_{j} \tag{15}
\end{equation*}
$$

We now declare that a many body Hamiltonian $\hat{H}$ is time reversal invariant if

$$
\begin{equation*}
\hat{U}_{T}^{\dagger} \hat{H}^{*} \hat{U}_{T}=\hat{H} \tag{16}
\end{equation*}
$$

is particle-hole symmetric if

$$
\begin{equation*}
\hat{U}_{C}^{\dagger} \hat{H} \hat{U}_{C}=\hat{H} \tag{17}
\end{equation*}
$$

and is chiral if

$$
\begin{equation*}
\hat{\Sigma}^{\dagger} \hat{H}^{*} \hat{\Sigma}=\hat{H} \tag{18}
\end{equation*}
$$

Here $\hat{H}^{*}$ is a complex conjugate many body Hamiltonian. The creation and annihilation operators are not affected by the operation of complex conjugation.
Now it is straightforward to check that if the Hamiltonian is noninteracting, that is if

$$
\begin{equation*}
\hat{H}=\sum_{i j} \hat{a}_{i}^{\dagger} \mathcal{H}_{i j} \hat{a}_{j}, \tag{19}
\end{equation*}
$$

then Eqs. (16) and (13) are equivalent to Eq. (5), Eqs. (17) and (14) are equivalent to Eq. (6), while Eqs. (18) and (15) are equivalent to Eq. (8). For example,

$$
\begin{align*}
\hat{U}_{T}^{\dagger} \hat{H}^{*} \hat{U}_{T} & =\hat{U}_{T}^{\dagger} \hat{a}_{i}^{\dagger} \mathcal{H}_{i j}^{*} \hat{a}_{j} \hat{U}_{T}=\hat{a}_{k}^{\dagger} U_{T k i}^{\dagger} \mathcal{H}_{i j}^{*} U_{T j l} \hat{a}_{l}= \\
\hat{a}_{i}^{\dagger} \mathcal{H}_{i j} \hat{a}_{j} & =\hat{H} \tag{20}
\end{align*}
$$

Similarly,

$$
\begin{align*}
\hat{U}_{C}^{\dagger} \hat{H} \hat{U}_{C} & =\hat{U}_{C}^{\dagger} \hat{a}_{i}^{\dagger} \mathcal{H}_{i j} \hat{a}_{j} \hat{U}_{C}=\hat{a}_{k} U_{C k i} \mathcal{H}_{i j} U_{C j k}^{\dagger} \hat{a}_{k}^{\dagger}= \\
-\hat{a}_{j} \mathcal{H}_{j i}^{*} \hat{a}_{k} & =\hat{a}_{i}^{\dagger} \mathcal{H}_{i j} \hat{a}_{j} \tag{21}
\end{align*}
$$

(this assumes, without loss of generality, that $\operatorname{tr} \mathcal{H}=0$ ), and finally

$$
\begin{align*}
\hat{\Sigma}^{\dagger} \hat{H}^{*} \hat{\Sigma} & =\hat{\Sigma}^{\dagger} \hat{a}_{i}^{\dagger} \mathcal{H}_{i j}^{T} \hat{a}_{j} \hat{\Sigma}=\Sigma_{i k} \hat{a}_{k} \mathcal{H}_{i j}^{T} \hat{a}_{l}^{\dagger} \Sigma_{l j}^{\dagger}= \\
-\hat{a}_{l}^{\dagger} \Sigma_{l j}^{\dagger} \mathcal{H}_{j i} \Sigma_{i k} \hat{a}_{k} & =\hat{a}_{i}^{\dagger} \mathcal{H}_{i j} \hat{a}_{j}=\hat{H} \tag{22}
\end{align*}
$$

The generalizations given here are not the only way to generalize these symmetries to the case when interactions are present. One alternative way to generalize the chiral symmetry is given in appendix A. However, they seem to be most natural from the point of view of realistic applications.

Next, one can check that even in the presence of interactions Eqs. (10), (11) and (12) still hold. This is a straightforward yet tedious calculation which can be skipped on the first reading.

We work with the time ordered and anti-time ordered Green's functions

$$
\begin{align*}
G_{i j}^{t}(t) & =-i\langle 0| T \hat{a}_{i}(t) a_{j}^{\dagger}(0)|0\rangle, \\
G_{i j}^{t}(t) & =-i\langle 0| \tilde{T} \hat{a}_{i}(t) a_{j}^{\dagger}(0)|0\rangle . \tag{23}
\end{align*}
$$

Here the symbols $T$ and $\tilde{T}$ denote time and anti-time ordering of subsequent time dependent operators. We denote the corresponding Green's functions $G^{t}$ and $G^{\tilde{t}}$ (to avoid confusion with the notation $G^{T}$ which implies transposed Green's function $\left.G_{i j}^{T}=G_{j i}\right)$. Given these time ordered Green's functions, we can construct retarded and advanced Green's functions according to

$$
\begin{align*}
G_{i j}^{R}(t) & =\theta(t)\left(G_{i j}^{t}(t)-G_{i j}^{\tilde{t}}(t)\right) \\
G_{i j}^{A}(t) & =\theta(-t)\left(G_{i j}^{t}(t)-G_{i j}^{\tilde{t}}(t)\right) \tag{24}
\end{align*}
$$

Fourier transform of those gives us either $G^{R}(\Omega)$ with complex $\Omega$ in the upper half plane or $G^{A}(\Omega)$ with complex $\Omega$ in the lower half plane, which are known to be analytic continuation of each other (at least in the case of the gapful spectrum), and define the same analytic function $G(\Omega)$ in the entire complex plane. To prove that thus defined $G(\Omega)$ satisfies Eqs. (10), (11) or (12), depending on the symmetries present, it is sufficient to prove that the time ordered and anti-time ordered Green's function satisfy one of the three relations,

$$
\begin{gather*}
G^{t}(t)=U_{T}^{\dagger} G^{t^{T}}(t) U_{T},  \tag{25}\\
G^{t}(t)=-U_{C}^{\dagger} G^{t^{T}}(-t) U_{C} \tag{26}
\end{gather*}
$$

and

$$
\begin{equation*}
G^{t}(t)=-\Sigma^{\dagger} G^{t}(-t) \Sigma \tag{27}
\end{equation*}
$$

(same for the anti-time ordered Green's function).
Start with the time reversal invariance. The presence of the symmetry Eq. (16) implies that for every manybody state $|n\rangle$, there exists a state $\hat{U}_{T}^{\dagger}\left|n^{*}\right\rangle$ which has
exactly the same energy as the state $|n\rangle$ (here $\left|n^{*}\right\rangle$ denotes the complex conjugate state). Indeed, assuming that $\hat{H}|n\rangle=E_{n}|n\rangle$ gives

$$
\begin{equation*}
\hat{H} \hat{U}_{T}^{\dagger}\left|n^{*}\right\rangle=\hat{U}_{T}^{\dagger} \hat{U}_{T} \hat{H} \hat{U}_{T}^{\dagger}\left|n^{*}\right\rangle=\hat{U}_{T}^{\dagger} \hat{H}^{*}\left|n^{*}\right\rangle=E_{n} \hat{U}_{T}^{\dagger}\left|n^{*}\right\rangle . \tag{28}
\end{equation*}
$$

Without loss of generality we assume that the ground state is time reversal invariant, that is

$$
\begin{equation*}
\hat{U}_{T}^{\dagger}\left|0^{*}\right\rangle=|0\rangle,\left|0^{*}\right\rangle=\hat{U}_{T}|0\rangle \tag{29}
\end{equation*}
$$

If it were not time reversal invariant, we could still take expressions such as $|0\rangle \pm \hat{U}_{T}^{\dagger}\left|0^{*}\right\rangle$ as a ground state, which are invariant.

Now assume that $t>0$. Then the following sequence of transformations can be carried out

$$
\begin{align*}
& i G_{i j}^{t}(t)=\langle 0| e^{i \hat{H} t} \hat{a}_{i} e^{-i \hat{H} t} \hat{a}_{j}^{\dagger}|0\rangle= \\
& \langle 0| \hat{U}_{T}^{\dagger} e^{i \hat{H}^{*} t} \hat{U}_{T} \hat{a}_{i} U_{T}^{\dagger} e^{-i \hat{H}^{*} t} \hat{U}_{T} \hat{a}_{j}^{\dagger} \hat{U}_{T}^{\dagger} \hat{U}_{T}|0\rangle= \\
& \left\langle 0^{*}\right| e^{i \hat{H}^{*} t} \hat{U}_{T} \hat{a}_{i} U_{T}^{\dagger} e^{-i \hat{H}^{*} t} \hat{U}_{T} \hat{a}_{j}^{\dagger} \hat{U}_{T}^{\dagger}\left|0^{*}\right\rangle= \\
& U_{T i k}^{\dagger}\left\langle 0^{*}\right| e^{i \hat{H}^{*} t} \hat{a}_{k} e^{-i \hat{H}^{*} t} \hat{a}_{l}^{\dagger}\left|0^{*}\right\rangle U_{l j}= \\
& U_{T i k}^{\dagger}\langle 0| \hat{a}_{l} e^{-i \hat{H} t} \hat{a}_{k}^{\dagger} e^{i \hat{H} t}|0\rangle U_{l j}= \\
& U_{T i k}^{\dagger} i G^{t}{ }_{k l}^{T}(t) U_{T l j} . \tag{30}
\end{align*}
$$

To go from the second line to the third line of Eq. (30) we took advantage of Eq. (29). To go from the fourth to the fifth line, we used that for general states $|n\rangle$ and $|m\rangle$ and for generic operator $\hat{A}$, the following is obviously true

$$
\begin{equation*}
\langle n| \hat{A}|m\rangle=\left\langle m^{*}\right| \hat{A}^{T}\left|n^{*}\right\rangle \tag{31}
\end{equation*}
$$

We could also prove a similar relation for $t<0$, but this is not really necessary since we can just use the retarded Green's functions to construct $G(\Omega)$. At the same time, we can easily prove the same for the anti-time ordered function $G^{\tilde{t}}$. Thus we have proved Eq. (25) and, by extension, Eq. (10).

We now move on to charge conjugation symmetry. Just as before, each excited state is doubly degenerate, and the ground state satisfies

$$
\begin{equation*}
\hat{U}_{C}|0\rangle=|0\rangle . \tag{32}
\end{equation*}
$$

We now do the following sequence of transformations for $t>0$

$$
\begin{align*}
& i G_{i j}^{t}(t)=\langle 0| e^{i \hat{H} t} \hat{a}_{i} e^{-i \hat{H} t} \hat{a}_{j}^{\dagger}|0\rangle= \\
& \langle 0| \hat{U}_{C}^{\dagger} e^{i \hat{H} t} \hat{U}_{C} \hat{a}_{i} \hat{U}_{C}^{\dagger} e^{-i \hat{H} t} \hat{U}_{C} \hat{a}_{j}^{\dagger} \hat{U}_{C} \hat{U}_{C}^{\dagger}|0\rangle= \\
& U_{C j l}\langle 0| e^{i \hat{H} t} \hat{a}_{k}^{\dagger} e^{-i \hat{H} t} \hat{a}_{l}|0\rangle U_{C k i}^{\dagger}= \\
& -U_{C j l}\langle 0| T \hat{a}_{l} e^{i \hat{H} t} \hat{a}_{k}^{\dagger} e^{-i \hat{H t}}|0\rangle U_{C k i}^{\dagger}= \\
& -U_{C j l} i G_{l k}^{t}(-t) U_{C k i}^{\dagger} \tag{33}
\end{align*}
$$

From this Eq. (26) easily follows. In addition, same relations hold for negative time $t<0$ as well as for the anti-time ordered Green's functions $G^{\tilde{t}}$. Thus we have proved Eq. (11).

Finally, for the chiral (sublattice) symmetry, we repeat the same process. We take the ground state to be invariant under the chiral transformation, which leads to

$$
\begin{equation*}
\hat{\Sigma}^{\dagger}\left|0^{*}\right\rangle=|0\rangle,\left|0^{*}\right\rangle=\hat{\Sigma}|0\rangle . \tag{34}
\end{equation*}
$$

We find, for $t>0$,

$$
\begin{align*}
& i G_{i j}^{t}(t)=\langle 0| e^{i \hat{H} t} \hat{a}_{i} e^{-i \hat{H} t} \hat{a}_{j}^{\dagger}|0\rangle= \\
& \langle 0| \Sigma^{\dagger} e^{i \hat{H}^{*} t} \hat{\Sigma} \hat{a}_{i} \hat{\Sigma}^{\dagger} e^{-i \hat{H}^{*} t} \hat{\Sigma} \hat{a}_{j}^{\dagger} \hat{\Sigma}^{\dagger} \hat{\Sigma}|0\rangle= \\
& \Sigma_{i k}^{\dagger}\left\langle 0^{*}\right| e^{i \hat{H}^{*} t} \hat{a}_{k}^{\dagger} e^{-i \hat{H}^{*} t} \hat{a}_{l}\left|0^{*}\right\rangle \Sigma_{l j}= \\
& \Sigma_{i k}^{\dagger}\langle 0| \hat{a}_{l}^{\dagger} e^{-i \hat{H} t} \hat{a}_{k} e^{i \hat{H} t}|0\rangle \Sigma_{l j}= \\
& -\Sigma_{i k}^{\dagger}\langle 0| T e^{-i \hat{H} t} \hat{a}_{k} e^{i \hat{H} t} \hat{a}_{l}^{\dagger}|0\rangle \Sigma_{l j}= \\
& -\Sigma_{i k}^{\dagger} i G^{t}{ }_{k l}(-t) \Sigma_{l j} . \tag{35}
\end{align*}
$$

Eq. (27) follows immediately, and, together with the extension of this relation for $t<0$ and for $G^{\tilde{t}}$, Eq. (12) follows as well.

Thus we have proven that Eqs. (10), (11), and (12) hold even in the presence of interactions.

Finally, note that regardless whether or not the system is interacting, its Green's function satisfies

$$
\begin{equation*}
G_{i j}(\Omega)=G_{i j}^{\dagger}\left(\Omega^{*}\right) \tag{36}
\end{equation*}
$$

Here $G^{\dagger}$ is the Hermitian conjugate of the Green's function understood as a matrix.

## III. ANALYTIC PROPERTIES OF THE GREEN'S FUNCTIONS

In this section, we discuss the analytic properties of the Green's functions, important for subsequent applications. The main result of this section is that the determinant of the Green's function can always be written in the following form

$$
\begin{equation*}
\operatorname{det} G=\frac{\prod_{s=1}^{D_{h}-D_{f}}\left(\Omega-r_{s}\right)}{\prod_{n=1}^{D_{h}}\left(\Omega-\epsilon_{n}\right)} . \tag{37}
\end{equation*}
$$

Here $r_{s}$ are real numbers representing positions of the zeroes of the determinant, $\epsilon_{n}$ are the excitation energies which are also obviously real and which represent the poles of the determinant, $D_{h}$ is the combined dimension of the Hilbert spaces of the system with one extra particle than the ground state and one less particle than the ground state, and $D_{f}$ is the number of degrees of freedom, or number of distinct creation or annihilation operators as discussed earlier. Generally

$$
\begin{equation*}
D_{f} \leq D_{h}, \tag{38}
\end{equation*}
$$

where the equality is achieved, in particular, if the system is not interacting. This can be seen if one notes that in the presence of interactions $D_{h}$ consists of all the states obtained from the ground state by adding or removing
a particle (which can be done in $N_{f}$ distinct ways) plus states which differ from those by particle-hole excitations.

If the system is not interacting, $D_{h}=D_{f}$ and the determinant of its Green's function is particularly easy to calculate starting from $G=[\Omega-\mathcal{H}]^{-1}$, to give

$$
\begin{equation*}
\operatorname{det} G=\prod_{n=1}^{D_{f}} \frac{1}{\Omega-\epsilon_{n}} \tag{39}
\end{equation*}
$$

which is consistent with Eq. (37).
In the presence of interactions, the determinant of the Green's functions, in addition to its poles, has zeroes as follows from Eq. (37). Unlike the poles which have clear physical meaning as excitation energies, the zeroes are more subtle and, as we will see below, their positions reflect the matrix elements of the creation and annihilation operators. However, it should be clear that as interactions of the system are switched off, the zeroes move to coincide with the positions of some of the poles, resulting in disappearance of one zero and one pole at a time from the determinant, until in the absence of interactions it takes the form Eq. (39). Conversely, if the interactions are turned on, the zeroes and poles appear in pairs.

In the rest of this section we present the proof of Eq. (37). This can be skipped on the first reading. We begin by writing down the spectral decomposition (sometimes referred to as Lehmann decomposition) of the Green's function
$G_{i j}(\Omega)=\sum_{n} \frac{\langle 0| \hat{a}_{i}|n\rangle\langle n| \hat{a}_{j}^{\dagger}|0\rangle}{\Omega-\omega_{n}^{+}}+\sum_{m} \frac{\langle 0| \hat{a}_{j}^{\dagger}|m\rangle\langle m| \hat{a}_{i}|0\rangle}{\Omega-\omega_{m}^{-}}$.
Here $|n\rangle$ are the states which have one more particle compared to the ground state, and

$$
\begin{equation*}
\omega_{n}^{+}=E_{n}(N+1)-E_{0}(N) \geq 0 \tag{41}
\end{equation*}
$$

where $E_{0}(N)$ is the ground state of the system of $N$ particles (we take the chemical potential as included in the Hamiltonian, thus $\left.d E_{0}(N) / d N=0\right)$, and $E_{n}(N+1)$ is the excited state of a system with one more particle. Similarly, $|m\rangle$ have one less particle than the ground state, and

$$
\begin{equation*}
\omega_{m}^{-}=E_{0}(N)-E_{m}(N-1) \leq 0 . \tag{42}
\end{equation*}
$$

It is convenient for the moment to work with combined notations, where all states are denoted by $|n\rangle$ regardless or not whether they have one more particle or one less particle than the ground state and all the energy is denoted by $\epsilon_{n}$ which can be either positive or negative and coincide with either $\omega_{n}^{+}$or $\omega_{m}^{-}$. Then we can write

$$
\begin{equation*}
G_{i j}(\Omega)=\sum_{n} \frac{U_{i n}^{\dagger} U_{n j}}{\Omega-\epsilon_{n}} \tag{43}
\end{equation*}
$$

where $U_{n j}=\langle n| \hat{a}_{j}^{\dagger}|0\rangle$ if $|n\rangle$ has one more particle compared to the ground state and $U_{n j}=\langle 0| \hat{a}_{j}^{\dagger}|n\rangle$ if $|n\rangle$ has
one less particle. Note that

$$
\begin{equation*}
\sum_{n} U_{i n}^{\dagger} U_{n j}=\delta_{i j} \tag{44}
\end{equation*}
$$

In the matrix $U_{n j}, n$ goes over exactly $D_{h}$ values while $j$ goes over $D_{f}$ values, where, as we recall, $D_{f} \leq D_{h}$.

Now we are in the position to study the determinant of the Green's function $\operatorname{det} G$, to derive Eq. (37).

If the system is non-interacting, then it has as many excited states as the number of its degrees of freedom or $D_{f}=D_{h}$. Then $U_{n j}$ is a unitary matrix which can be diagonalized. It follows that the eigenvalues of the Green's functions are

$$
\begin{equation*}
\lambda_{\mu}=\frac{1}{\Omega-\epsilon_{\mu}}, \tag{45}
\end{equation*}
$$

so that we immediately reproduce Eq. (39).
If, however, the system is interacting, then $D_{h}$ can be larger than $D_{f}$ and $U_{n j}$ is a rectangular matrix. In that case, we write down the formal expression for the determinant of the Green's function, starting from the definition Eq. (43)

$$
\begin{equation*}
\operatorname{det} G=\sum_{\sigma} \sum_{n_{1}, n_{2}, \ldots} \prod_{i} \frac{U_{i n_{i}}^{\dagger} U_{n_{i} \sigma(i)}}{\Omega-\epsilon_{n_{i}}}(-1)^{P(\sigma)} \tag{46}
\end{equation*}
$$

Here as usual $\sigma(i)$ is a permutation of the numbers $1,2, \ldots, N_{f}$, and $P$ denotes its parity.

It is now easy to see that if any two $n$ coincide, for example if $n_{1}=n_{2}$, then the summation over permutations gives zero. This means that the determinant of the Green's function has simple poles at each point $\epsilon_{n}$ (and does not have any higher order poles). This justifies the denominator of Eq. (37).

To explain the origin of the numerator, we first note that the determinant of the Green's function is clearly a rational function of $\Omega$, thus the numerator must be a polynomial. Moreover, it is well known ${ }^{19}$ that at very large $\Omega$ the Green's function asymptotically approaches a very simple form $G_{i j} \sim \delta_{i j} / \Omega$. This means that its determinant must go as $1 / \Omega^{D_{f}}$. This implies that the polynomial in the numerator should be of the order $D_{h}-D_{f}$, with the highest order term $\Omega^{D_{h}-D_{f}}$ having the coefficient equal to unity.

Thus the numerator of the determinant must take precisely the form shown in Eq. (37). The only thing which we have not yet proven is that all $r_{s}$ are real.
To prove that, let us prove that the eigenvalues of the Green's function cannot have zeroes (cannot vanish) when $\Omega$ is in the upper half plane or in the lower half plane. In this proof we follow the arguments given in Refs. [19,21]. Let us examine the eigenvalue equation

$$
\begin{equation*}
\sum_{j n} \frac{U_{i n}^{\dagger} U_{n j}}{\Omega-\epsilon_{n}} \psi_{j}^{(\mu)}(\Omega)=\lambda_{\mu}(\Omega) \psi_{i}^{(\mu)}(\Omega) \tag{47}
\end{equation*}
$$

Then for $\Omega=E$ where $E$ is a real number which makes the Green's function hermitian

$$
\begin{equation*}
\lambda_{\mu}(E)=\sum_{n} \frac{\left|\sum_{j} U_{n j} \psi_{j}^{(\mu)}(E)\right|^{2}}{E-\epsilon_{n}}=\sum_{n} \frac{Z_{n}^{(\mu)}}{E-\epsilon_{n}}, \tag{48}
\end{equation*}
$$

where the notation

$$
\begin{equation*}
Z_{n}^{(\mu)}(E)=\left|\sum_{j} U_{n j} \psi_{j}^{(\mu)}(E)\right|^{2} \geq 0 \tag{49}
\end{equation*}
$$

was introduced. In addition, if $\Omega$ is taken to infinity, $\lambda_{\mu}(\Omega) \sim 1 / \Omega$ as we have already discussed.

Now let us take $\Omega$ around the contour shown on Fig. 1. The horizontal part of the contour goes infinitesimally above the real axis. On this contour, it follows from Eqs. (48) and (49) that the imaginary part of an eigenvalue $\lambda_{\mu}(\Omega)$ is always zero or negative (negative if $\Omega$ is close to one of $\epsilon_{n}$ ). At the same time, when $\Omega$ goes over a large semicircle, $\lambda_{\mu}(\Omega)=1 / \Omega$ and its imaginary part is also negative. Thus $\operatorname{Im} \lambda_{\mu}(\Omega) \leq 0$ for all $\Omega$ belonging to the contour shown on Fig. 1.

However, there exist a well known theorem in complex analysis which states that if an analytic function $\lambda(\Omega)$ has poles or zeroes in a certain domain, then if one plots $\lambda(\Omega)$ as $\Omega$ encircles this domain counterclockwise, the number of times $\lambda(\Omega)$ encircles zero in the counterclockwise direction is equal to the number of zeroes minus the number of poles of this analytic function inside this domain. We see that as $\Omega$ follows the contour shown on Fig. $1, \lambda_{\mu}(\Omega)$ does not encircle zero at all. Since $\lambda_{\mu}(\Omega)$ cannot have any poles in the upper half plane, it follows that it cannot have any zeroes in the upper half plane.

Similarly, $\lambda_{\mu}(\Omega)$ cannot have any zeroes also in the lower half plane. This means they can have zeroes only on the real axis.

If the eigenvalues of a matrix have zeroes on the real axis only, this implies that the determinant of the matrix can have zeroes on the real axis only as well. Then the fact that all $r_{s}$ in Eq. (37) are real follows.

This concludes our proof of Eq. (37).

## IV. MODE COUNTING VIA THE GREEN'S FUNCTIONS

At the heart of the approach to the topological insulators developed by Volovik ${ }^{11}$ lies the following topological invariant

$$
\begin{equation*}
N_{1}=\operatorname{Tr} \int_{-\infty}^{\infty} \frac{d \omega}{\pi i} K \partial_{\omega} G \tag{50}
\end{equation*}
$$

Here, first of all, $\omega$ is a real variable such that $\Omega=i \omega$. Second, $K_{i j}$ is a matrix inverse to $G_{i j}$

$$
\begin{equation*}
\sum_{j} K_{i j} G_{j l}=\delta_{i l} . \tag{51}
\end{equation*}
$$



FIG. 1: The contour $\Omega$ is taken along in order to prove that the eigenvalues of the Green's functions cannot vanish in the upper half plane.

The notation $G^{-1}$, which would seem to be natural to use instead of $K$ in this instance, is going to be reserved for a different quantity which we will define later.

The existence of this topological invariant reflects the fact that $\pi_{1}\left(G L\left(D_{f}, \mathbb{C}\right)\right)=\mathbb{Z}$. It is straightforward to see that if the system is perturbed and its Green's function changes by small amount as $G \rightarrow G+\delta G$, this quantity remains unchanged.

To see the meaning of this quantity, we express it in terms of the eigenvalues of the Green's function

$$
\begin{equation*}
N_{1}=\sum_{\mu} \int_{-\infty}^{\infty} \frac{d \omega}{\pi i} \frac{\partial \ln \left(\lambda_{\mu}\right)}{\partial \omega}=\int_{-\infty}^{\infty} \frac{d \omega}{\pi i} \frac{\partial \ln \operatorname{det} G}{\partial \omega} \tag{52}
\end{equation*}
$$

It is easy to see by direct substitution of Eq. (37) that the invariant is equal to

$$
\begin{equation*}
N_{1}=\sum_{n} \operatorname{sign} \epsilon_{n}-\sum_{s} \operatorname{sign} r_{s} \tag{53}
\end{equation*}
$$

that is the difference between the total number of positive and negative poles, minus the difference between the total number of positive and negative zeroes of the determinant of the Green's function. The fact that the zeroes of the Green's function affect the value of the topological invariant was first observed in Ref. [22].

For noninteracting systems, $N_{1}$ is simply the difference between the number of positive and negative eigenvalues of the system ${ }^{11}$, as noninteracting systems have no zeroes. For interacting systems, $N_{1}$ turns out to be more complicated. Notice, however, that $N_{1}$ can change only if a pole crosses zero (it increases by one if the pole moves from negative to positive values), or if a zero crosses zero (it increases by one if a zero moves from positive to negative values).

This immediately leads to the following conclusion. Suppose we have an insulating system (it has a gap in the spectrum). If the system is noninteracting, the only way it can increase the number of positive energy levels is by moving an energy level from negative to positive values (and thus closing the gap somewhere in the middle of the process where this energy level crosses zero). If the system is interacting, it can change the number of positive energy levels by moving a zero from positive to negative values (where it eventually may "fuse" with a pole and remove it from the spectrum). This process happens without ever closing the gap. A possible scenario outlining the motion of zeroes and poles is shown on Fig. 2.
(a)

(b)

(c)
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FIG. 2: A possible scenario outlining the change in the position of the poles (solid lines) and zeroes (dashed lines) as a function of some parameter $\lambda$, as the interaction strength is varied. (a) an energy level crossing zero as a function of $\lambda$ for a noninteracing system. (b) Two zeroes and and two nearby poles appear in the determinant of the Green's function Eq. (37) as the interactions are increased (c) zeroes move closer to the positions of the original poles of the noninteracting problem (d) zeroes "annihilate" the poles resulting in a system with exactly the same change of the topological invariant, but without any energy levels crossing zero energy.

This observation lies at the core of the possible transitions between two topologically distinct insulating states without closing the gap, in the presence of interactions. We will further elaborate on it later in this paper.

## V. TOPOLOGICAL INSULATORS IN TWO DIMENSIONAL SPACE

In two spacial dimensions there are three types of topological insulators characterized by the topological invariant $\mathbb{Z}$. These are class A (an example is integer quantum Hall effect), class D (an example is a $p+i p$ superconductor) and class $C$ (an example is a 2 D superconductor which is not time reversal invariant but with spin rotation invariance) $)^{6,16}$. More generally, representative systems of a total of 5 symmetry classes can possess a $\mathbb{Z}$ invariant in even spacial dimensions.

The topological invariant which characterizes these systems in the context of integer quantum Hall effect in the absence of interactions is referred to as TKNN invariant ${ }^{23}$. It is usually written as a flux of the Berry connection through the Brillouin zone. However it is also possible to write it in terms of the Green's functions, as was first observed in Ref. [24]. The advantage of the ex-
pression in terms of Green's functions is that it is then straightforward to generalize it to the case when interactions are present.

To write down this invariant, we first introduce the Green's function in the momentum space, $G_{a b}(\Omega, \mathbf{k})$ (this assumes that our system is translationally invariant). Here the indices $a, b$ label the remaining degrees of freedom once momentum is introduced (these can be the basis of the lattice, spin, and other degrees of freedom). We also introduce the notations $k_{0}=\omega$, where $\Omega=i \omega$ and $\omega$ is real, in addition to the momentum vector components $k_{1}$ and $k_{2}$.

Now the TKNN invariant takes the form ${ }^{24}$

$$
\begin{align*}
& N_{3}=  \tag{54}\\
& \frac{\epsilon_{\alpha \beta \gamma}}{6} \operatorname{tr} \int_{-\infty}^{\infty} d \omega \int \frac{d^{2} k}{(2 \pi)^{2}} G^{-1} \partial_{k_{\alpha}} G G^{-1} \partial_{k_{\beta}} G G^{-1} \partial_{k_{\gamma}} G,
\end{align*}
$$

where summation over $\alpha, \beta, \gamma$ taking values 0,1 , and 2 is implied, and tr denotes the trace over the matrix indices of $G . G^{-1}$ is a matrix inverse of $G$, defined as in

$$
\begin{equation*}
\sum_{b} G_{a b}^{-1}(\Omega, \mathbf{k}) G_{b c}(\Omega, \mathbf{k})=\delta_{a c} \tag{55}
\end{equation*}
$$

Following Ref. [11], we denote this invariant by $N_{3}$, to emphasize its similarity with Eq. (50). The value of this invariant is an integer number which, in case of integer quantum Hall effect, is proportional to the Hall conductivity $\sigma_{x y}$.

However, we can now imagine interactions to our system. The presence of interactions does not change the fact that $N_{3}$ is a topological invariant. Indeed, its existence reflects the homotopy group $\pi_{3}(G L(M, \mathbb{C}))=\mathbb{Z}$ for a matrix of a size $M$ by $M$ and is totally unrelated to whether the Green's function describes interacting or noninteracting system.
However, a question still remains whether the existence of this topological invariant in a system with interactions would have any consequences for its physical properties. In Ref. [11] it was shown that in the absence of interactions, if there are two domains separated by a straight one dimensional domain wall where $N_{3}$ takes on different values on either side of the domain wall, this implies that there are zero energy excitations on the domain wall, that is, the edge states.
Let us see what remains of this phenomenon in the presence of interactions. We will see that if two domains with two different values of the invariant share a domain wall which separates them, then even in the presence of interactions one can have zero energy excitations on the domain wall. However, the new effect which appears in the presence of interactions is that instead of a zero energy excitation, the Green's function can also develop a zero at zero energy on the domain wall. This would still lead to the change in topological invariant from the first to the second domain. Thus in the presence of interactions, sometimes it is possible to have two adjacent
distinct topological insulators without any edge states in between.

To derive this result, we closely follow the discussion in Ref. [11], pages 276-281 (in turn, based on the earlier publications ${ }^{25}$ ). Let us imagine that we have two distinct topological insulators in the domains $x>0$ and $x<0$ of the two dimensional plane (assuming the two dimensional cartesian coordinates $x$ and $y$ ). $x=0$ is the position of the domain wall. Suppose the parameters of the Hamiltonian smoothly change as a function of $x$, so that asymptotically at large positive and large negative $x$ the Hamiltonian looks like that of a topological insulator with the invariant $N_{3}^{R}$ and $N_{3}^{L}$.

The Green's function of this topological insulator is no longer just the function of the momenta, as the momentum $k_{x}$ is no longer a good quantum number. However, the translational invariance in the $y$-direction is still present. Generally, the Green's function, a matrix in the position space, can be written as $G_{a b}\left(\Omega ; x, x^{\prime} ; y-y^{\prime}\right)$. One can perform a Fourier transform of the Green's function in the $y$-direction, along the domain wall, and a Wigner transform ${ }^{20,26}$ of the Green's function in the $x$-direction perpendicular to the domain wall, to arrive at the Green's function $G_{a b}(\Omega, \mathbf{k}, x)$.

With the help of the Wigner transformed Green's function, we define a local $x$-dependent topological invariant ( $k_{0}=\omega, k_{1}=k_{x}$, and $k_{2}=k_{y}$ as before and $\alpha, \beta, \gamma$ are summed over the values 0,1 , and 2 )

$$
\begin{align*}
& N_{3}(x)=  \tag{56}\\
& \frac{\epsilon_{\alpha \beta \gamma}}{6} \operatorname{tr} \int_{-\infty}^{\infty} d \omega \int \frac{d^{2} k}{(2 \pi)^{2}} G^{-1} \partial_{k_{\alpha}} G G^{-1} \partial_{k_{\beta}} G G^{-1} \partial_{k_{\gamma}} G .
\end{align*}
$$

Here $G^{-1}(\Omega, \mathbf{k}, x)$ is defined as satisfying the equation

$$
\begin{equation*}
\sum_{b} G_{a b}^{-1}(\Omega, \mathbf{k}, x) G_{b c}(\Omega, \mathbf{k}, x)=\delta_{a c} \tag{57}
\end{equation*}
$$

Here, and below, we use the notation tr to denote the trace over matrix indices which do not include coordinates or momenta, and the notation Tr whenever the trace includes the summation over coordinates and momenta, such as in Eq. (58).
Crucially, $G^{-1}$ is no longer the inverse of the Green's function and is distinct from the Wigner transform of the matrix $K$ defined earlier in Eq. (51). $K$ at the same time is the true inverse of the Green's function. Far away from the domain wall where the Hamiltonian and the Green's function stop depending on $x$ explicitly, $G^{-1}$ and the Wigner transform of $K$ coincide.

Since the topological invariant can take integer values only, as $x$ varies we expect that $N_{3}$ changes abruptly from $N_{3}^{L}$ to $N_{3}^{R}$ at some value of $x$, say $x=0$.

Using a technique developed in Ref. [11], we can show that the difference $N_{3}^{R}-N_{3}^{L}$ is related the topological invariant $N_{1}$ defined in Eq. (50). To do that, consider $N_{1}$ calculated at a certain value of momentum $k_{y}=\Lambda>0$

$$
\begin{equation*}
N_{1}\left(k_{y}\right)=\operatorname{Tr} \int \frac{d \omega}{\pi i} K\left(\Omega, k_{y}\right) \partial_{\omega} G\left(\Omega, k_{y}\right), \tag{58}
\end{equation*}
$$

where the symbol $\operatorname{Tr}$ denotes summation over all the indices not represented by $p_{y}$ and the second line of this equation is added for later convenience. Construct the difference

$$
\begin{equation*}
\frac{1}{2}\left(\left.N_{1}\right|_{k_{y}=\Lambda}-\left.N_{1}\right|_{k_{y}=-\Lambda}\right), \tag{59}
\end{equation*}
$$

where $\Lambda$ is some very large positive momentum. For the noninteracting system, this gives the excess of positive energy excitations at $k_{y}=\Lambda$ over those at $k_{y}=-\Lambda$, as follows from Eq. (53). If this number is nonzero, this means that there is a branch of excitations which crossed zero as a function of $k_{y}$. In other words, there are zero energy excitations (edge states) at the boundary between two topological insulators.

For interacting system, this is a more subtle quantity as we have seen in the previous section. It can be nonzero even if there are no edge states, by moving a zero of the Green's function across zero energy as $k_{y}$ changes. The formalism we are developing cannot tell which of the two scenarios happen in general, but nevertheless it can relate this number to the difference $N_{3}^{R}-N_{3}^{L}$.

To derive this, we need a relation between $K$ and $G^{-1}$. The exact relationship between those is very complicated. If however the $x$-dependence of the Green's function is weak (the Hamiltonian varies slowly as $x$ is taken across the domain wall) the relationship between them can be derived by the so-called Moyal product expansion or a gradient expansion ${ }^{20}$. This is defined in the following way. Suppose we have two functions $A(x, y)$ and $B(x, y)$, and a third function $C(x, y)$ which is a convolution of the first two,

$$
\begin{equation*}
C(x, z)=\int d y A(x, y) B(y, z) \tag{60}
\end{equation*}
$$

Then the Wigner transform of these functions is approximately related to the Wigner transform of the first two by the following expansion

$$
\begin{align*}
& C(k, x)=A(k, x) B(k, x)+  \tag{61}\\
& \frac{1}{2 i}\left(\partial_{x} A(k, x) \partial_{k} B(k, x)-\partial_{k} A(k, x) \partial_{x} B(k, x)\right)+\ldots,
\end{align*}
$$

valid when $x$ dependence of these functions is weak.
Note that the trace of $C$ can be calculated in a straightforward way
$\int d x C(x, x)=\int \frac{d x d k}{2 \pi} C(k, x)=\int \frac{d x d k}{2 \pi} A(k, x) B(k, x)$.
The inverse Green's function $K$ 's convolution with the Green's function $G$ is a delta-function. This allows us to calculate $K$ approximately via $G^{-1}$ with the help of the gradient expansion

$$
\begin{align*}
K= & G^{-1}+\frac{1}{2 i}\left(G^{-1} \partial_{x} G G^{-1} G_{k_{x}} G G^{-1}-\right. \\
& \left.G^{-1} \partial_{k_{x}} G G^{-1} \partial_{x} G G^{-1}\right)+\ldots . \tag{63}
\end{align*}
$$

We use this to calculate Eq. (58) using the gradient expansion. We substitute Eq. (63) into Eq. (58) (there is no need to use Moyal product expansion in the product of $K$ and $\partial_{\omega} G$, due to Eq. (62)). We find

$$
\begin{align*}
& N_{1}\left(k_{y}\right)=\operatorname{tr} \int \frac{d x d k_{x} d \omega}{4 \pi^{2}}\left(G^{-1} \partial_{x} G G^{-1} \partial_{k_{x}} G G^{-1} \partial_{\omega} G-\right. \\
& \left.G^{-1} \partial_{k_{x}} G G^{-1} \partial_{x} G G^{-1} \partial_{\omega} G\right)= \\
& \sum_{\alpha \beta \gamma} \epsilon_{\alpha \beta \gamma} \operatorname{tr} \int \frac{d x d k_{x} d \omega}{12 \pi^{2}} G^{-1} \partial_{\alpha} G G^{-1} \partial_{\beta} G G^{-1} \partial_{\gamma} G . \tag{64}
\end{align*}
$$

Here $\alpha, \beta, \gamma$ go over $x, k_{x}, \omega$.
The next step relies on the construction of a vector

$$
\begin{equation*}
n_{\alpha}=\epsilon_{\alpha \beta \gamma \delta} \operatorname{tr} G^{-1} \partial_{\beta} G G^{-1} \partial_{\gamma} G G^{-1} \partial_{\delta} G, \tag{65}
\end{equation*}
$$

where $\alpha, \beta, \gamma, \delta$ now span the four-dimensional space of $x, k_{x}, k_{y}$, and $\omega$. This vector satisfies

$$
\begin{equation*}
\partial_{\alpha} n_{\alpha}=0, \tag{66}
\end{equation*}
$$

as can be checked by direct differentiation. The relevant difference of the invariant Eq. (59) can be thought of as the flux of this vector through a three dimensional surface formed by the planes $p_{y}=\Lambda$ and $p_{y}=-\Lambda$, surrounding the singular point $\omega=0, x=0$, while $k_{x}$ and $k_{y}$ are tuned to appropriate values.
That same flux can be written as a flux through the surfaces $x=L$ and $x=-L$. Finally, this can be brought to the form

$$
\begin{equation*}
\frac{1}{2}\left(N_{1}(\Lambda)-N_{1}(-\Lambda)\right)=N_{3}(L)-N_{3}(-L) . \tag{67}
\end{equation*}
$$

This formula relates what happens at the boundary to the difference of topological invariants. In case of noninteracting system, it proves that for two topologically distinct systems bordering each other, there are always boundary zero energy excitations (chiral edge states). In the presence of interactions, it is possible for the left hand side of this formula to be nonzero without having any zero energy excitations at the boundary as we saw before. Whether this happens in practice requires further study of the zeroes of the Green's functions in interacting topological insulators.

## VI. TOPOLOGICAL INSULATORS WITH CHIRAL SYMMETRY

We now proceed to generalize the previous discussion to the topological insulators with chiral or sublattice symmetry. These include the insulators in classes AIII (sublattice symmetry only), BDI (sublattice symmetry and time reversal invariance), CII (sublattice symmetry and spin orbit coupling), DIII (time reversal invariant superconductors with spin orbit coupling such as phase B of $\mathrm{He}^{3}$ ) and CI (spin singlet time reversal invariant superconductor), all of which can possess a $\mathbb{Z}$ topological invariant in odd spacial dimensions only, unlike the
remaining insulators including those discussed in the previous chapters which could possess a $\mathbb{Z}$ topological invariants only in even spacial dimensions. Expressions for the topological invariants such as Eq. (54) work only in the absence of chiral symmetry (they are designed to work in even number of spacial dimensions). In what follows we propose equivalent expressions for chiral topological insulators and proceed to relate those to zero energy boundary excitations and zeroes of the Green's function.

The simplest of these insulators are the ones in class AIII, since they do not have any symmetries besides the sublattice symmetry. Let us first review the noninteracting topological insulators of this type.

## A. Noninteracting chiral topological insulators

Consider a noninteracting topological insulator in class AIII. A noninteracting fermionic problem is described by its Hamiltonian

$$
\begin{equation*}
\hat{H}=\sum_{i j} \mathcal{H}_{i j} \hat{a}_{i}^{\dagger} \hat{a}_{j} \tag{68}
\end{equation*}
$$

where the indices $i, j$ refer to points on a lattice, spin, and/or species of fermions in the problem. Such a system belongs to class AIII if there exist a unitary matrix $\Sigma_{i j}$,

$$
\begin{equation*}
\sum_{j} \Sigma_{i j}^{\dagger} \Sigma_{j k}=\delta_{i k} \tag{69}
\end{equation*}
$$

such that

$$
\begin{equation*}
\sum_{j k} \Sigma_{i j}^{\dagger} \mathcal{H}_{j k} \Sigma_{k l}=-\mathcal{H}_{i l} \tag{70}
\end{equation*}
$$

This Hamiltonian is said to be insulating if it has a single particle gap.
It is straightforward to see that $\sum_{j} \Sigma_{i j} \Sigma_{j k}=\delta_{i k}$ as a consequence of Eq. (70), thus the eigenvalues of $\Sigma$ are either +1 or -1 .

The existence of this "chiral" or "sublattice" symmetry given by Eq. (70) immediately leads to a number of consequences. For any single particle state $\psi_{i}$ of energy $\epsilon_{n}$, satisfying

$$
\begin{equation*}
\mathcal{H}_{i j} \psi_{j}=\epsilon_{n} \psi_{i} \tag{71}
\end{equation*}
$$

there exists a state $\sum_{j} \Sigma_{i j} \psi_{j}$ with energy $-\epsilon_{n}$. Among the states there may be zero energy single particle states satisfying

$$
\begin{equation*}
\mathcal{H}_{i j} \psi_{j}^{(0)}=0 . \tag{72}
\end{equation*}
$$

Those are also eigenstates of $\Sigma_{i j}$ with the eigenvalues either +1 or -1 . The zero energy eigenstates whose eigenvalue of $\Sigma_{i j}$ is +1 are called the right zero modes, and those with the eigenvalue -1 the left zero modes,

$$
\begin{equation*}
\Sigma \psi_{L}^{(0)}=-\psi_{L}^{(0)}, \Sigma \psi_{R}^{(0)}=\psi_{R}^{(0)} \tag{73}
\end{equation*}
$$

The difference of the number of the right and left zero modes is a topological invariant (this difference cannot change if $\mathcal{H}_{i j}$ is deformed smoothly). In fact, that difference is called the index of the operator $V_{\alpha \beta}$ from Eq. (75) and the fact that it is a topological invariant is referred to as the "index theorem". The existence of the index theorem for the chiral topological insulators, as well as its absence in non-chiral topological insulators, in particular in $p+i p$ superconductors, was emphasized in Ref. 27.

It is convenient to work in the basis of the eigenstates of $\Sigma$. In this basis, $\Sigma$ looks like

$$
\Sigma=\left(\begin{array}{cc}
\delta_{\alpha \beta} & 0  \tag{74}\\
0 & -\delta_{\alpha \beta}
\end{array}\right) .
$$

We often refer to the sites of the lattice which are +1 eigenstates of $\Sigma$ as even and -1 eigenstates as odd sublattice. The Hamiltonian takes form

$$
\mathcal{H}=\left(\begin{array}{cc}
0 & V_{\alpha \beta}  \tag{75}\\
V_{\alpha \beta}^{\dagger} & 0
\end{array}\right) .
$$

Here $\alpha$ and $\beta$ label sites of each of the sublattices. It is straightforward to check that Eq. (75) is consistent with, and follows from, Eq. (70).

For a translationally invariant system, we can introduce momentum (crystal momentum if on the lattice). In this basis, the Hamiltonian takes the form

$$
\mathcal{H}=\left(\begin{array}{cc}
0 & V_{a b}(\mathbf{k})  \tag{76}\\
V_{a b}^{\dagger}(\mathbf{k}) & 0
\end{array}\right)
$$

Here $a$ and $b$ label remaining states within the lattice basis after the momentum is introduced.

Such a Hamiltonian is known to be characterized by a topological invariant in any odd dimensional space. The invariant is constructed the following way. $V_{\alpha \beta}$ is a matrix function of momentum $k$. We can construct an expression

$$
\begin{equation*}
I_{d} \sim \epsilon_{\alpha_{1} \alpha_{2} \ldots \alpha_{d}} \operatorname{tr} \int d^{d} k \prod_{n=1}^{d} V^{-1} \partial_{\alpha_{n}} V . \tag{77}
\end{equation*}
$$

Here $\partial_{\alpha}=\partial_{k_{\alpha}}$ and appropriate summation is implied. The integral goes over all the entire $d$-dimensional space, or, in case if the problem is defined on a lattice, over the Brillouin zone. This expression takes on values proportional to an integer, which, mathematically speaking, reflects the fact that $\pi_{d}(G L(M, \mathbb{C}))=\mathbb{Z}$ for odd $d$. This invariant is the odd-dimensional counterpart of the TKNN invariant, which exists in the symmetry classes without chiral symmetry only, and is nonzero only in even $d$.

It is especially simple to see that this is an integer if the matrix $V$ is a one by one matrix, or reduces to a number $z(k)$, and if $d=1$. Then

$$
\begin{equation*}
I_{1}=\int \frac{d k}{4 \pi}\left(\frac{1}{z} \frac{\partial z}{\partial k}-\frac{1}{z^{*}} \frac{\partial z^{*}}{\partial k}\right) . \tag{78}
\end{equation*}
$$

This measures the number of times $z(k)$ winds around the origin as $k$ goes over the Brillouin zone.

One famous example of the topologically nontrivial insulator in one dimension with the symmetry Eq. (70) are the Su-Schrieffer-Heeger ${ }^{28}$ solitons. Indeed, these authors considered a problem of a particle hopping on a 1D lattice with the Hamiltonian

$$
\begin{equation*}
\hat{H}=\sum_{i}\left(t \hat{a}_{2 i}^{\dagger} \hat{a}_{2 i+1}+t^{\prime} \hat{a}_{2 i+1}^{\dagger} \hat{a}_{2 i+2}\right)+\text { h.c. } \tag{79}
\end{equation*}
$$

It is straightforward to see that the matrix $\mathcal{H}$ in this case takes the form

$$
\mathcal{H}(k)=\left(\begin{array}{cc}
0 & t+t^{\prime} e^{i k}  \tag{80}\\
t+t^{\prime} e^{-i k} & 0
\end{array}\right) .
$$

We see that $t+t^{\prime} e^{i k}$ winds around the origin if $t^{\prime}>t$ and does not if $t^{\prime}<t$. It immediately follows that if for $i>0$, $t>t^{\prime}$, and for $i<0, t<t^{\prime}$, at the boundary between $t>t$ and $t<t^{\prime}$ insulators there is going to be a zero mode, the Su-Schrieffer-Heeger soliton (this can of course be established also in a direct fashion by constructing the solutions to the Schrödinger equation).

Technically speaking the Hamiltonian Eq. (79) possesses not only chiral symmetry Eq. (70) but also timereversal invariance, so it belongs not to the class AIII, but rather to the class BDI. However, in 1D the distinction between these two classes is not significant (although it becomes more significant in spaces of higher dimensionalities).

More generally, any problem where a particle hops on a bipartite lattice possesses the symmetry Eq. (70) and is said to belong to class AIII (in the absence of any other symmetries), with the matrix $\Sigma$ acting by +1 on even and by -1 on odd sites, as long as a particle can only hope from an odd site to an even site or vice versa.

## B. Interacting chiral topological insulators

We would like to see if adding interactions to the Hamiltonian (68) preserves its topological properties, especially the edge states. To do that, we need to generalize Eq. (70) to interacting systems. We do it in the way discussed earlier in Sec. II, in particular in Eqs. (15), (18) and (12).

As a result of the symmetry defined by Eq. (18) for any state $|n\rangle$ there exists a state $\hat{\Sigma}^{\dagger}\left|n^{*}\right\rangle$ which has exactly the same energy as the state $|n\rangle$,

$$
\begin{equation*}
\hat{H}|n\rangle=E|n\rangle, \hat{H} \Sigma^{\dagger}\left|n^{*}\right\rangle=E \hat{\Sigma}^{\dagger}\left|n^{*}\right\rangle . \tag{81}
\end{equation*}
$$

Notice also that if the state $|n\rangle$ has $N$ particles, then its conjugate state $\hat{\Sigma}^{\dagger}\left|n^{*}\right\rangle$ has $D_{f}-N$ particles. To see that, we write

$$
\begin{align*}
\sum_{i=1}^{D_{f}} \hat{a}_{i}^{\dagger} \hat{a}_{i} \hat{\Sigma}^{\dagger}\left|n^{*}\right\rangle & =\hat{\Sigma}^{\dagger} \hat{\Sigma} \sum_{i=1}^{D_{f}} \hat{a}_{i}^{\dagger} \hat{a}_{i} \hat{\Sigma}^{\dagger}\left|n^{*}\right\rangle= \\
\hat{\Sigma}^{\dagger} \sum_{i=1}^{D_{f}} \hat{a}_{i} \hat{a}_{i}^{\dagger}\left|n^{*}\right\rangle & =\hat{\Sigma}^{\dagger}\left(D_{f}-\sum_{i=1}^{D_{f}} \hat{a}_{i}^{\dagger} \hat{a}_{i}\right)\left|n^{*}\right\rangle . \tag{82}
\end{align*}
$$

The lowest energy state of the system obeying this kind of symmetry has exactly $N=D_{f} / 2$ particles, that is, the system is at half filling. Indeed, suppose the number of particles in the lowest energy state is not $D_{f} / 2$. That means that the ground state energy at particle number fixed at $N, E_{0}(N)$, has a minimum at $N \neq D_{f} / 2$. At the same time, it satisfies

$$
\begin{equation*}
E_{0}(N)=E_{0}\left(D_{f}-N\right) \tag{83}
\end{equation*}
$$

as a consequence of Eqs. (81) and (82). Therefore, this function also has exactly the same minimum at $N_{1}=D_{f}-N$ particles. This implies that the compressibility of the system, $d^{2} E_{0} / d N^{2}$, is not positive definite. From now one we restrict our attention to systems with positive compressibility, which as we just saw is equivalent to systems at half filling.

An interacting system invariant under Eq. (18) possesses a topological invariant, a generalization of Eq. (77) for the case when there are interactions and reducing to it in case where there are no interactions. To define it, we again introduce the Green's function $G_{i j}(\Omega)$. For a translationally invariant system, it is a function of momentum k. Otherwise, it has the same matrix structure as the noninteracting Hamiltonian Eq. (76).
We construct the following matrix out of the Green's functions (here, as before, $\omega$ is taken to be real)

$$
\begin{equation*}
Q(\omega, \mathbf{k})=G^{-1}(i \omega, \mathbf{k}) \Sigma G(i \omega, \mathbf{k}) \tag{84}
\end{equation*}
$$

Here matrix multiplication is implied, while $G^{-1}$ is the inverse of the matrix $G(\Omega, \mathbf{k})$. It is clear that

$$
\begin{equation*}
Q^{2}=1 \tag{85}
\end{equation*}
$$

We now construct the expression

$$
\begin{equation*}
I_{D} \sim \epsilon_{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{D}} \operatorname{tr} \int_{0}^{\infty} d \omega \int d^{d} k Q \prod_{n=1}^{D} \partial_{\alpha_{n}} Q \tag{86}
\end{equation*}
$$

Here $D=d+1$ is the dimension of space-time, $\partial_{i}=\partial_{k_{i}}$ and $\partial_{0}$ implies $\partial_{\omega}$. This expression is a topological invariant, which mathematically reflects the fact that $\pi_{D}(U(2 M) / U(M) \times U(M))=\mathbb{Z}$ for even $D$. One can check that for the noninteracting systems where $G=$ $[\Omega-\mathcal{H}]^{-1}$, Eq. (86) reduces to Eq. (77).

Note that the integration over $\omega$ goes from 0 to infinity, not from $-\infty$ to $\infty$. The reason for that is that the integral from $-\infty$ to $\infty$ is zero, as can be verified using

$$
\begin{equation*}
Q(\omega)=\Sigma^{\dagger} Q(-\omega) \Sigma \tag{87}
\end{equation*}
$$

which in turn follows from the definition Eq. (84) as well as the chiral symmetry Eq. (12).

To understand why Eq. (86) is a topological invariant, we need to further elucidate the structure of the chiral Green's function. Taking advantage of the explicit form of the matrix $\Sigma$ given in Eq. (74), we arrive at the following structure

$$
G(\Omega)=\left(\begin{array}{cc}
\Delta_{\alpha \beta}^{(1)}(\Omega) & W_{\alpha \beta}(\Omega)  \tag{88}\\
W_{\alpha \beta}^{\dagger}(\Omega) & \Delta_{\alpha \beta}^{(2)}(\Omega)
\end{array}\right)
$$

Here the matrices $\Delta$, $W$ satisfy, thanks to Eq. (12)

$$
\begin{equation*}
\Delta^{(1,2)}(\Omega)=-\Delta^{(1,2)}(-\Omega), W(-\Omega)=W(\Omega) \tag{89}
\end{equation*}
$$

For completeness we give the explicit expressions for these matrices in the appendix B.

For a translationally invariant system, the Green's function can be written in the momentum space as

$$
G(\Omega, \mathbf{k})=\left(\begin{array}{cc}
\Delta_{a b}^{(1)}(\Omega, \mathbf{k}) & W_{a b}(\Omega, \mathbf{k})  \tag{90}\\
W_{a b}^{\dagger}(\Omega, \mathbf{k}) & \Delta_{a b}^{(2)}(\Omega, \mathbf{k})
\end{array}\right)
$$

In the absence of any excitations around zero energy, that is, in case when one deals with an insulator, the functions $\Delta, W$, are regular at $\Omega=0$. In particular this means that $\Delta(\Omega=0)$ must vanish, while $W(0)$ is a constant which for now we assume to be nonvanishing. This leads to

$$
Q(\omega \rightarrow 0) \rightarrow\left(\begin{array}{cc}
-1 & 0  \tag{91}\\
0 & 1
\end{array}\right)
$$

At the same time, at $\Omega \rightarrow \infty$, the Green's function must behave as $1 / \Omega$, so $W$ vanishes in this limit and

$$
Q(\omega \rightarrow \infty) \rightarrow\left(\begin{array}{cc}
1 & 0  \tag{92}\\
0 & -1
\end{array}\right)
$$

Thus the topological invariant measures how $Q$ interpolates between these two values.

Finally, one can check that Eq. (86) is indeed a topological invariant by checking that if $Q$ is varied slightly, to $Q+\delta Q$, Eq. (86) does not change. This turns out to be a direct consequence of $Q^{2}=1$.

The topological invariant Eq. (86) is a good starting point to analyze the chiral topological insulators in 3D, including exotic singlet time-reversal invariant superconductors (class CI), Helium III-B (class DIII) and a particle hopping on a bipartite lattice (class AIII) ${ }^{29-31}$. However, in what follows we will use it to analyze chiral problems in one spacial dimension.

## C. Low energy excitations at the boundaries of interacting one dimensional class AIII topological insulators

We now have in our possession the topological invariant for interacting system in chiral symmetry classes. However, what we are really interested in is whether two insulators with two different values of $I$ which are in spacial contact possess zero energy excitations at the boundary. More precisely, we would like to show that it is possible to add particles without any energy cost at the boundary, just like in our discussion of topological insulators in two spacial dimensions in Sec. V. Let us show that this is indeed the case.

From now on we specialize to one spacial dimension (although generalizations of what follows to higher dimensions should be possible to construct). Suppose we
have a 1D interacting chiral topological insulator, whose parameters vary in space (so that it is not translationally invariant). However at far away positive spacial infinity it becomes translationally invariant, with the topological invariant $I_{R}$, while at far away negative infinity its topological invariant is $I_{L}$.

Just as we have already discussed in case of two spacial dimensions in Sec. V, as the system is no longer translationally invariant, its Green's function is no longer a function of momentum only. Nevertheless, we can introduce the Wigner transformed Green's function, the one Fourier transformed with respect to the difference of coordinates. Such a Wigner transformed function depends on both the momentum $k$ and the coordinate $x$. Yet at far away spacial infinity $G$ becomes independent of $x$ and becomes equal to its value for a translationally invariant system.

We can define $Q$ in the same way as before,

$$
\begin{equation*}
Q(\omega, k, x)=G^{-1}(i \omega, k, x) \Sigma G(i \omega, k, x) \tag{93}
\end{equation*}
$$

Here $G^{-1}(\Omega, k, x)$ is defined as the inverse of the matrix $G(\Omega, k, x)$, which is not the true matrix inverse of $G$. With its help, we can define a position dependent topological invariant $I_{2}$ by reducing Eq. (86) to the case $D=2(d=1)$. We denote it by $I$ as opposed to $I_{2}$ as in this subsection we always work in one dimensional space so using $I$ without specifying dimensionality should not be the cause of confusion.

$$
\begin{equation*}
I(x)=\frac{1}{16 \pi i} \operatorname{tr} \int_{0}^{\infty} d \omega \int d k Q\left(\partial_{\omega} Q \partial_{k} Q-\partial_{k} Q \partial_{\omega} Q\right) . \tag{94}
\end{equation*}
$$

Then

$$
\begin{equation*}
I_{L}=\left.I\right|_{x=-L}, I_{R}=\left.I\right|_{x=L} \tag{95}
\end{equation*}
$$

for some large $L$ such that at $x=L$ or $x=-L$ we are far from the boundary of the two insulators.

Now we define a vector

$$
\begin{equation*}
n_{\alpha}=\epsilon_{\alpha \beta \gamma} \operatorname{tr} Q \partial_{\beta} Q \partial_{\gamma} Q \tag{96}
\end{equation*}
$$

Here $\alpha, \beta$, and $\gamma$ go over values $0,1,2$, which refer to the three effective coordinates, $\omega, k$ and $x$. Notice that

$$
\begin{equation*}
\partial_{\alpha} n_{\alpha}=0 . \tag{97}
\end{equation*}
$$

This important relation follows from the fact that

$$
\begin{equation*}
\epsilon_{\alpha \beta \gamma} \operatorname{tr} \partial_{\alpha} Q \partial_{\beta} Q \partial_{\gamma} Q=0 . \tag{98}
\end{equation*}
$$

This in turn can be proving by using that $Q^{2}=1$ as well as $\partial Q Q=-Q \partial Q$. Indeed,

$$
\begin{align*}
& \epsilon_{\alpha \beta \gamma} \operatorname{tr} \partial_{\alpha} Q \partial_{\beta} Q \partial_{\gamma} Q= \\
& \epsilon_{\alpha \beta \gamma} \operatorname{tr} \partial_{\alpha} Q Q^{2} \partial_{\beta} Q Q^{2} \partial_{\gamma} Q= \\
& -\epsilon_{\alpha \beta \gamma} \operatorname{tr} Q \partial_{\alpha} Q \partial_{\beta} Q Q^{2} \partial_{\gamma} Q Q= \\
& -\epsilon_{\alpha \beta \gamma} \operatorname{tr} \partial_{\alpha} Q \partial_{\beta} Q \partial_{\gamma} Q . \tag{99}
\end{align*}
$$

We see that the expression Eq. (98) is equal to minus itself, so it is zero.

Similar manipulations can be used to prove that Eq. (86) is indeed a topological invariant, that is, does not change under small deformations in $Q$, as long as $Q^{2}=1$.
Due to Eq. (97), the following integral is zero

$$
\begin{equation*}
\int d S_{\alpha} n_{\alpha}=0 \tag{100}
\end{equation*}
$$

where the integral is taken over any closed surface in the $\omega, k, x$ space. In particular, consider a surface formed by the planes $x=L, x=-L$ and $\omega=0$ (as well as $\omega=\infty$, where the integral vanishes), with $d S_{\alpha}$ being the element of this surface. We note that the sum of the integrals over $x=\Lambda$ and $x=-\Lambda$ is equal precisely to $I_{R}-I_{L}$. This allows us to express this difference in terms of the integral over the surface $\omega=0$, or more precisely
$I_{R}-I_{L}=\frac{1}{16 \pi i} \lim _{\omega \rightarrow 0} \operatorname{tr} \int d x d k Q\left(\partial_{x} Q \partial_{k} Q-\partial_{k} Q \partial_{x} Q\right)$.
The limit is needed because at $\omega=0$ the expression to be integrated is singular as we will see below.

Now let us relate this difference to the number of zero energy excitations. Earlier when working in 2D we calculated the number of zero energy excitations by a clever application of Eq. (58). This is not possible to do in chiral systems however (formally the expression Eq. (58) is always zero due to Eq. (12)). Instead we take advantage of a similar, but distinct formula

$$
\begin{equation*}
N=-\lim _{\omega \rightarrow 0} \omega \operatorname{Tr}\left[\Sigma K \partial_{\omega} G\right], \tag{102}
\end{equation*}
$$

Here $K$ is given by Eq. (51). We recall that as before, $K$ coincides with $G^{-1}$ in translationally invariant systems only.

Let us check that Eq. (102) is indeed equal to the number of zero modes. First of all, in the noninteracting case, $G=[i \omega-\mathcal{H}]^{-1}$. This allows us to write

$$
\begin{equation*}
N_{0}=\lim _{\omega \rightarrow 0} i \omega \operatorname{Tr} \Sigma[i \omega-\mathcal{H}]^{-1}=N_{R}-N_{L} . \tag{103}
\end{equation*}
$$

Here $N_{R}$ is the number of the right zero modes and $N_{L}$ is the number of the left zero modes (recall that zero modes satisfy $\left.\Sigma \psi_{R, L}^{(0)}= \pm \psi_{R, L}^{(0)}\right)$. This is the correct way of counting zero modes, since it is this difference that is insensitive to small changes in the Hamiltonian as discussed after Eq. (73).

In case when there are interactions, the analysis of Eq. (102) is somewhat more involved. Define the eigenvalues and eigenvectors of the Green's function as in Eq. (47), or in other words

$$
\begin{equation*}
\sum_{j} G_{i j}(\Omega) \psi_{j}^{(\mu)}(\Omega)=\lambda_{\mu}(\Omega) \psi_{i}^{(\mu)}(\Omega) . \tag{104}
\end{equation*}
$$

The trace in Eq. (102) can be understood as a sum over these eigenvectors

$$
\begin{equation*}
N=-\lim _{\omega \rightarrow 0} \omega \sum_{\mu} \psi^{(\mu)} \Sigma K \partial_{\omega} G \psi^{(\mu)}, \tag{105}
\end{equation*}
$$

where matrix multiplication is implied.
If $\psi(\Omega)$ is an eigenvector of the Green's function $G(\Omega)$ with the eigenvalue $\lambda(\Omega)$, then $\Sigma^{\dagger} \psi(-\Omega)$ is an eigenvector of the Green's function $G(\Omega)$ with an eigenvalue $-\lambda(-\Omega)$, as a consequence of Eq. (12).

A special role is played by the eigenvectors $\psi(0)$. Indeed, if it is an eigenvector of $G(0)$, then $\Sigma^{\dagger} \psi(0)$ is also its eigenvector with the eigenvalue $-\lambda(0)$. These eigenvectors do not contribute to Eq. (105) in the limit of $\omega \rightarrow 0$.

However, there are also the eigenvalues such that $\lambda(\Omega) \sim \Omega$ as $\Omega \rightarrow 0$, or such that $\lambda(\Omega) \sim 1 / \Omega$ as $\Omega \rightarrow 0$. Then $\psi(0)$ and $\Sigma^{\dagger} \psi(0)$ are both eigenfunctions with the same eigenvalue. In that case, just like in the analysis in the previous section Eq. (73), $\psi(0)$ are the eigenvectors not only of $G$ but also of $\Sigma$, with the eigenvalues +1 or -1 .

We call the eigenvectors with the eigenvalues $\lambda(\Omega) \sim$ $1 / \Omega$ right and left poles (right poles satisfy $\Sigma \psi_{R}=\psi_{R}$, left poles satisfy $\Sigma \psi_{L}=-\psi_{L}$ ), while we call the eigenvectors with the eigenvalues $\lambda(\Omega) \sim \Omega$ right and left zeroes. Then by direct substitution we find, from Eq. (105),

$$
\begin{equation*}
N=N_{R}-N_{L}-Z_{R}+Z_{L}, \tag{106}
\end{equation*}
$$

where $Z_{R}$ and $Z_{L}$ are the number of right and left zeroes of the Green's function.

Now we can relate $N$ to the difference between the values of the topological invariant by following the approach described in Sec. V. This involves expressing the product of two Green's functions in Eq. (102) in terms of their Wigner transform using gradient expansion, as well as expressing $K$ in terms of $G^{-1}$ using Eq. (63). This produces two terms. The first one, where we use the gradient expansion while substituting $G^{-1}$ for $K$, looks like

$$
\begin{equation*}
-\frac{\omega}{2 i} \operatorname{Tr} \Sigma\left[-G^{-1} \partial_{x} G G^{-1} \partial_{\omega, k} G+G^{-1} \partial_{k} G G^{-1} \partial_{\omega, x} G\right] . \tag{107}
\end{equation*}
$$

Note that this term should be zero after integration over $k$ and $x$ due to Eq. (62). Nevertheless we would like to keep it because it will make the final expression which will be integrated over $k$ and $x$ simpler.

In the second term we use Eq. (63) for $K$ to find

$$
\begin{align*}
& -\frac{\omega}{2 i} \operatorname{Tr} \Sigma\left[G^{-1} \partial_{x} G G^{-1} G_{k} G^{-1} \partial_{\omega} G-\right. \\
& \left.G^{-1} \partial_{k} G G^{-1} G_{x} G^{-1} \partial_{\omega} G\right] . \tag{108}
\end{align*}
$$

Combining these terms together gives

$$
\begin{align*}
N= & \lim _{\omega \rightarrow 0} \omega \operatorname{tr} \Sigma \int \frac{d x d k}{4 \pi i}\left[G^{-1} \partial_{x} G \partial_{k}\left(G^{-1} \partial_{\omega} G\right)-\right. \\
& \left.G^{-1} \partial_{k} G \partial_{x}\left(G^{-1} \partial_{\omega} G\right)\right] . \tag{109}
\end{align*}
$$

At the same time, Eq. (101) can be rewritten, upon substituting Eq. (93), as

$$
I_{R}-I_{L}=\lim _{\omega \rightarrow 0} \operatorname{tr} \Sigma \int \frac{d x d k}{4 \pi i}\left(\partial_{x} G G^{-1} \partial_{k} G G^{-1}-\right.
$$

$$
\begin{equation*}
\left.\partial_{k} G G^{-1} \partial_{x} G G^{-1}\right) \tag{110}
\end{equation*}
$$

The expressions Eqs. (109) and (110) are not identical. Nevertheless, they are related in the following way. The entries of the Green's function, as introduced in Eq. (88), satisfy the relations given by Eq. (89). As a result, the Green's function has to have one of the following possible asymptotic behaviors as $\omega$ is taken to zero. The Green's function might have a pole as $\omega$ is taken to zero at this value of $k$ and $x$ leading to

$$
G(\omega, k, x) \sim\left(\begin{array}{cc}
\frac{\delta_{a b}^{(1)}(k, x)}{i \omega} & W_{a b}(k, x)  \tag{111}\\
W_{a b}^{\dagger}(k, x) & \frac{\delta_{a b}^{(2)}(k, x)}{i \omega}
\end{array}\right) .
$$

Alternatively, it is regular

$$
G(\omega, k, x) \sim\left(\begin{array}{cc}
i \omega \delta_{a b}^{(1)}(k, x) & W_{a b}(k, x)  \tag{112}\\
W_{a b}^{\dagger}(k, x) & i \omega \delta_{a b}^{(2)}(k, x)
\end{array}\right)
$$

Here $\delta^{(1)}$ and $\delta^{(2)}$ are the appropriate expansion coefficients of $\Delta^{(1)}$ and $\Delta^{(2)}$ from Eq. (88).

An interesting feature of both of these expressions is that, in the limit $\omega \rightarrow 0, Q$ is either $\Sigma$ or $-\Sigma$, just as in Eqs. (91) and (92) and is $k$ and $x$ independent. As a result, naive substitution of either Eq. (111) or Eq. (112) into Eq. (110) gives zero in the limit of $\omega \rightarrow 0$. However, at the values of $k$ and $x$ where $\delta$ vanish in Eq. (111) or $W$ vanish in Eq. (112), $Q$ varies rapidly, giving rise to a delta-function-like contribution to Eq. (110). Notice that the values of $k$ and $x$ where $W$ vanishes corresponds to the zero of the Green's function. We mostly elaborate on this argument in two and one dimensional space, although it should be generalizable to higher dimensions.

One can check by a direct substitution that if Eq. (111) holds, then Eq. (109) is equal to Eq. (110). If, however, Eq. (112) holds then Eq. (109) is equal to minus Eq. (110). This was checked for $G$ being a two by two matrix and a four by four matrix and we conjecture (although this has not been checked) that this is valid for matrices of all sizes.

As a result, we find that

$$
\begin{equation*}
I_{R}-I_{L}=P+Z, N=P-Z \tag{113}
\end{equation*}
$$

where $P$ is the contribution of the poles and $Z$ is the contribution of the zeroes. Since the change in the topological invariant must be an integer, $P$ and $Z$ are also integers.

Therefore, we conclude that the change in the topological invariant is due to either the poles of the Wigner transformed Green's functions or the zeroes of the Wigner transformed Green's functions, which occur at some values of $x$ and $k$, where the appropriate values of $x$ are close to the domain wall separating the two topological insulators. The poles' contributions are exactly opposite to those of the zeroes.

In particular, the topological invariant will change even if there is no poles, $P=0$, as long as there are zeroes
present, $Z \neq 0$. Then two topological insulators with distinct topological invariants will have no zero energy excitations at their boundary. It is tempting to conclude that this scenario is at work for the one dimensional BDI systems discussed in recent papers ${ }^{13-15}$. In fact, explicit calculations ${ }^{32}$ confirm that a pair of Green's function zeroes, instead of a poles, cross zero in that model in the presence of interactions as the topological invariant changes its value. However, it is not currently clear from this formalism only why the topological invariant considered there had to change by 4 (by 8 if one works with Majorana chains instead of Dirac chains considered here) and not by 1 as would have been natural here (see appendix C to see that $Z$ can be any integer).

## VII. CONCLUSIONS

We have presented a scenario in this paper where an interacting topological insulator can lose its edge states as the interactions are turned on. The method developed here has not yet been developed to a point where it allows to understand when this actually happens. Instead, it explains the mechanism by which this can happen. One should also be careful in interpreting the results of this formalism. The edge states are understood here as poles in the single particle Green's functions. If there is transport along the edge in such a way that the elementary particle carrying the current along the edge are collective excitations, this formalism may interpret it as the absence of the edge states.

In this work we restricted our attention to the topological insulators with the topological invariant $\mathbb{Z}$. The relationship between the invariant and the edge states was explored in two and one spacial dimensions only. It is straightforward to generalize this to higher number of dimensions, in particular to three dimensional space. It is also important to generalize this formalism to the invariant $\mathbb{Z}_{2}$, especially in view of current interest to 2 D and 3D AII topological insulators. The expression for the $\mathbb{Z}_{2}$ topological invariant in terms of the Green's functions was found in Ref. [33]. What remains is to find what it tells us about the edge states (and the zeroes of the Green's functions). All of this will be the subject of future work. In fact, preliminary work ${ }^{32}$ indicates that in this case one can relate the topological invariant to the edge modes as well as to the zeroes in a way similar to that discussed in this paper.
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## Appendix A: Alternative generalization of chiral symmetry in the presence of interactions

Instead of Eq. (18), we could use the following construction to generalize the chiral symmetry to the interacting case. Consider an operator $\hat{\Sigma}$ such that

$$
\begin{equation*}
\hat{\Sigma}^{\dagger} \hat{H} \hat{\Sigma}=-\hat{H} \tag{A1}
\end{equation*}
$$

This operator does not mix creation and annihilation operators, so that its action on those operators is simply

$$
\begin{equation*}
\hat{\Sigma}^{\dagger} \hat{a}_{i} \hat{\Sigma}=\Sigma_{i j} \hat{a}_{j}, \hat{\Sigma}^{\dagger} \hat{a}_{i}^{\dagger} \hat{\Sigma}=\hat{a}_{j}^{\dagger} \Sigma_{j i}^{\dagger} \tag{A2}
\end{equation*}
$$

We can check that noninteracting chiral Hamiltonians automatically satisfy Eq. (A1) due to Eq. (70). An example of an interacting Hamiltonian in 1D invariant under this operation would be (here we have spinful fermions hopping on a 1D lattice)

$$
\begin{align*}
\hat{H}= & \sum_{i, \sigma \sigma \uparrow, \downarrow} t_{i}\left(\hat{a}_{\sigma i}^{\dagger} \hat{a}_{\sigma, i+1}+\hat{a}_{\sigma, i+1}^{\dagger} \hat{a}_{\sigma i}\right)+  \tag{A3}\\
& U \sum_{i}\left(\hat{a}_{\uparrow i+1}^{\dagger} \hat{a}_{\downarrow i}^{\dagger} \hat{a}_{\downarrow i} \hat{a}_{\uparrow i}+\hat{a}_{\uparrow i}^{\dagger} \hat{a}_{\downarrow i}^{\dagger} \hat{a}_{\downarrow i} \hat{a}_{\uparrow i+1}\right) .
\end{align*}
$$

Indeed, it changes sign under the sign change of every creation and annihilation operator on odd sites of the lattice.

As a result of the symmetry Eq. (A1), for every state $|n\rangle$ there exist a state $\hat{\Sigma}|n\rangle$ whose energy is exactly opposite to that of $|n\rangle$. In particular, in addition to the ground state $|0\rangle$, the system should have a maximally excited state $|\tilde{0}\rangle$, with the energy opposite to that of the ground state.

We can then define two Green's functions. One, denoted by $G(\Omega)$ is defined with respect to the ground state. The other, denoted $\tilde{G}(\Omega)$, is defined with respect to the maximally excited state. One can now check that the sum of these two functions,

$$
\begin{equation*}
G^{s}(\Omega)=\frac{1}{2}(G(\Omega)+\tilde{G}(\Omega)) \tag{A4}
\end{equation*}
$$

satisfies the same relationship Eq. (12) which Green's functions for the chiral systems are supposed to satisfy. It follows that this is a legitimate generalization of the chiral symmetry to the interacting case, distinct from Eq. (18). It is possible to prove that in the absence of interactions Eq. (A4) coincides with the usual Green's function, but this does not have to be true in the presence of interactions. We leave the question whether any interesting models of this type can be constructed and studied to further work.

## Appendix B: Spectral decomposition of the chiral Green's functions

The general spectral decomposition Eq. (40) valid for any Green's function can be further specialized to the
case where chiral symmetry is present. In the presence of chiral symmetry, any state $|n\rangle$ with one extra particle compared to the ground state acquires a partner, a state $\hat{\Sigma}^{\dagger}\left|n^{*}\right\rangle$ with one less particle than the ground state. As a result, the spectral decomposition becomes
$G_{i j}(\Omega)=\sum_{n} \frac{\langle 0| \hat{a}_{i}|n\rangle\langle n| \hat{a}_{j}^{\dagger}|0\rangle}{\Omega-\epsilon_{n}}+\frac{\langle 0| \hat{a}_{j}^{\dagger} \hat{\Sigma}^{\dagger}\left|n^{*}\right\rangle\left\langle n^{*}\right| \hat{\Sigma} \hat{a}_{i}|0\rangle}{\Omega+\epsilon_{n}}$.
Here $|n\rangle$ are the states with one extra particle compared to the ground state, while $\epsilon_{n}=\omega_{n}^{+}>0$, defined in Eq. (41). The second term in this expression can be transformed in the following way

$$
\begin{align*}
\langle 0| \hat{a}_{j}^{\dagger} \hat{\Sigma}^{\dagger}\left|n^{*}\right\rangle\left\langle n^{*}\right| \hat{\Sigma} \hat{a}_{i}|0\rangle & = \\
\langle 0| \hat{\Sigma}^{\dagger} \hat{\Sigma} \hat{a}_{j}^{\dagger} \hat{\Sigma}^{\dagger}\left|n^{*}\right\rangle\left\langle n^{*}\right| \hat{\Sigma} \hat{a}_{i} \hat{\Sigma}^{\dagger} \hat{\Sigma}|0\rangle & = \\
\langle n| \hat{\Sigma}^{\dagger} \hat{a}_{j} \hat{\Sigma}^{\dagger} \hat{\Sigma}^{\dagger}\left|0^{*}\right\rangle\left\langle 0^{*}\right| \hat{\Sigma} \hat{\Sigma}^{\dagger} \hat{a}_{i}^{\dagger} \hat{\Sigma}|n\rangle & = \\
\Sigma_{i l}\langle 0| \hat{a}_{l}|n\rangle\langle n| \hat{a}_{k}^{\dagger}|0\rangle \Sigma_{k j}^{\dagger} & = \tag{B2}
\end{align*}
$$

To go from the second to the third line, Eq. (31) was used, while in the final line takes advantage of Eqs. (15) and (34). Finally, this gives

$$
\begin{aligned}
& G_{i j}(\Omega)= \\
& \sum_{n}\left[\frac{\langle 0| \hat{a}_{i}|n\rangle\langle n| \hat{a}_{j}^{\dagger}|0\rangle}{\Omega-\epsilon_{n}}+\frac{\Sigma_{i l}\langle 0| \hat{a}_{l}|n\rangle\langle n| \hat{a}_{k}^{\dagger}|0\rangle \Sigma_{k j}^{\dagger}}{\Omega+\epsilon_{n}}\right] .
\end{aligned}
$$

Note that this is compatible with the constraint Eq. (12).
With the help of this expression, we can write the following explicit construction for matrices defined in Eq. (88). We introduce the matrix element

$$
\begin{equation*}
U_{i n}=\langle 0| \hat{a}_{i}|n\rangle . \tag{B4}
\end{equation*}
$$

We also employ the notations $U_{\alpha n}^{(1)}$ and $U_{\alpha n}^{(2)}$, which are equal to $U_{\text {in }}$ as $i$ belongs to the first or the second sublattice. Now Eq. (B3) gives

$$
\begin{align*}
\Delta_{\alpha \beta}^{(1)} & =\sum_{n} U_{\alpha n}^{(1)} U^{(1)}{ }_{n \beta}^{\dagger} \frac{2 \Omega}{\Omega^{2}-\epsilon_{n}^{2}}, \\
\Delta_{\alpha \beta}^{(2)} & =\sum_{n} U_{\alpha n}^{(2)} U^{(2)}{ }_{n \beta}^{\dagger} \frac{2 \Omega}{\Omega^{2}-\epsilon_{n}^{2}}, \\
W_{\alpha \beta} & =\sum_{n}^{n} U_{\alpha n}^{(1)} U^{(2)}{ }_{n \beta}^{\dagger} \frac{2 \epsilon_{n}}{\Omega^{2}-\epsilon_{n}^{2}} . \tag{B5}
\end{align*}
$$

## Appendix C: Zeroes of the chiral Green's functions and the topological invariant

Suppose the chiral Green's function takes the form

$$
G(\omega)=\left(\begin{array}{cc}
i \omega \delta^{(1)} & W  \tag{C1}\\
W^{*} & i \omega \delta^{(2)}
\end{array}\right)
$$

where $\delta^{(1)}$ and $\delta^{(2)}$ are real positive functions of $x$ and $k$ while $W$ is a complex function of $x$ and $k$. This is a

2 by 2 version of the Green's function Eq. (112). Let us calculate the change in the topological invariant due to this form of the Green's function. Substituting this into Eq. (110) we find
$I_{R}-I_{L}=\lim _{\omega \rightarrow 0} \int \frac{d k d x}{2 \pi i} \frac{\omega^{2} \delta^{(1)} \delta^{(2)}\left(\partial_{p} W \partial_{x} W^{*}-\partial_{x} W \partial_{p} W^{*}\right)}{\left(\delta^{(1)} \delta^{(2)} \omega^{2}+W W^{*}\right)^{2}}$.
Only the terms with nonzero $\omega \rightarrow 0$ limit are shown.
Suppose $W$ vanishes at some special values of $k$ and $x$. At this point, in the limit $\omega \rightarrow 0$, the Green's function obviously vanishes, or as we say, has a zero.

We write $W=X+i Y$ where $X$ and $Y$ are real and they both vanish at those same values of $k$ and $x$. Then
$I_{R}-I_{L}=\lim _{\omega \rightarrow 0} \int \frac{d k d x}{\pi} \frac{\omega^{2} \delta^{(1)} \delta^{(2)}\left(\partial_{x} X \partial_{k} Y-\partial_{k} X \partial_{x} Y\right)}{\left(\delta^{(1)} \delta^{(2)} \omega^{2}+X^{2}+Y^{2}\right)^{2}}$.
As can be checked in a straightforward manner,

$$
\begin{equation*}
\lim _{\omega \rightarrow 0} \frac{\omega^{2}}{\left(\omega^{2}+X^{2}+Y^{2}\right)^{2}}=\pi \delta(X) \delta(Y) \tag{C4}
\end{equation*}
$$

This gives

$$
\begin{equation*}
I_{R}-I_{L}= \pm \int d X d Y \delta(X) \delta(Y)= \pm 1 \tag{C5}
\end{equation*}
$$

One can check that the result of substitution of the form Eq. (C1) into Eq. (109) gives exactly the same expression as Eq. (C2) except with the opposite sign.
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