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The boom of semiconductor quantum computing platforms created a demand for computer-aided11

design and fabrication of quantum devices. Path integral Monte Carlo (PIMC) can have an im-12

portant role in this effort because it intrinsically integrates strong quantum correlations that often13

appear in these multi-electron systems. In this paper we present a PIMC algorithm that esti-14

mates exchange interactions of three-dimensional electrically defined quantum dots. We apply this15

model to silicon complementary metal-oxide-semiconductor (CMOS) devices and we benchmark our16

method against well-tested full configuration interaction (FCI) simulations. As an application, we17

study the impact of a single charge trap on two exchanging dots, opening the possibility of using18

this code to test the tolerance to disorder of CMOS devices. This algorithm provides an accurate19

description of this system, setting up an initial step to integrate PIMC algorithms into development20

of semiconductor quantum computers.21

I. INTRODUCTION22

Silicon spin qubits are rapidly emerging as one of the23

top contenders for quantum computing. Their similar-24

ities with CMOS transistors are fueling expectations of25

having a fully integrated quantum processor with mil-26

lions of qubits, as required by current fault-tolerance27

thresholds1,2.28

With the technology still at its dawn, it is necessary29

to guarantee that the key quantum operations will be re-30

peatable and efficient across devices. One of these key31

operations is the exchange, which spin qubits rely on to32

execute entangling gates3,4. This interaction is activated33

when two spins are close enough to cause their wave-34

functions to overlap. During the execution of a quantum35

algorithm, qubits should be continuously adjusted from36

an exchange OFF mode for single-qubit gates to an ex-37

change ON mode for two-qubit gate operation.38

Since the first proposal of this model in 19983, a vari-39

ety of quantum dot spin qubit technologies has emerged40

in semiconducting systems like silicon and germanium5.41

Despite this, achieving repeatable and controllable ex-42

change coupling is a difficult problem that all of these43

platforms have tackled with different levels of success. In44

the most successful ones, the implementation of two qubit45

gates followed soon after the observation of exchange in-46

teractions6–8, with confirmed realizations of high fidelity47

two qubit gates (>99%) in spin qubits in silicon9–12.48

The exchange coupling depends exponentially on the49

separation between quantum dots4,13. That means that50

if the wavefunctions are too small or too distant from51

each other, or if they are affected by destructive Bloch52

oscillations in the lattice14, the total overlap might be53

too small for exchange to be observed. This is proba-54

bly the main reason for the success of gate-based quan-55

tum dots in this matter. Gate-defined dots are relatively56

large (10 to 100nm) and their size and position can be57

controlled electrically. Even more, in the last few years,58

interestitial exchange control gates between neighbour-59

ing dots have been implemented in quantum dot devices60

with the objective of accurately controlling the interdot61

barrier15 (see FIG. 1.a). This adaptation has signifi-62

cantly improved the success of these devices in creating63

controllable quantum entanglement across multiple plat-64

forms10,16–20. Now, with more and more devices having65

large and controllable exchange interactions, the pursuit66

is for optimization, extensive repeatability, and tolerance67

to disorder21,22.68

With these objectives in mind, we developed an ex-69

change estimation tool based on the path integral Monte70

Carlo23,24(PIMC) approach, which is an ideal tool to aid71

in the fabrication of spin qubit devices25. The main ad-72

vantage of this ab initio approach is its ability to tackle73

strongly interacting systems. PIMC treats the electrons74

as point-like particles immersed in the 3D potential re-75

FIG. 1. a, Schematic of CMOS double quantum dot de-
vice. The quantum dots are formed around the two potential
minima, below the oxide layer. b, Path integral simulation.
The orange profile depicts the potential in the x− y plane at
z = 0. The x-y plane shows the electron path density.
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pelling each other by Coulomb interactions, meaning that76

there is no need to compute costly Coulomb integrals. In77

this setup, the code samples hundreds of random elec-78

tron paths with close to minimum action employing a79

Metropolis algorithm. Quantum operators, such as the80

energy or the electron density, are estimated from the81

mean values among the simulated random paths. This82

makes the algorithm very suitable for extensive paral-83

lelization. Each PIMC simulation runs individually and84

with very little cost in memory and computing power. No85

communication is needed between processor cores, mean-86

ing that a large number of PIMC paths can be simulated87

in parallel in a computational cluster.88

In this paper, we use this approach to perform ex-89

change coupling simulations in realistic 3D models of sil-90

icon CMOS double quantum dots. These dots are con-91

fined electrically against the Si/SiO2 interface by the up-92

per metallic gates observed in FIG. 1.a. The exchange is93

controlled with the J-gate in the middle of two plunger94

gates (P1 and P2). To simulate this system, our PIMC95

code samples 500 realizations of two-electron paths in-96

side the double quantum dot shown in FIG. 1.b. Then97

building on top of the original approaches by Ceperley2398

and Pedersen26, we sample paths that can exchange sev-99

eral times between the dots which allows us to estimate100

the exchange interaction from the relative increase in the101

total energy.102

We observed the expected exponential dependence103

of exchange versus interdot distance4,13, and compared104

it with a well-established full configuration interaction105

(FCI) approach. Then, we proceeded to demonstrate106

one of the main applications of this software, which is107

understanding the potential impact of impurities on this108

operation. Here, we show how a single negatively charged109

interface trap can impact the two-dot system in different110

ways depending on the position where it is placed.111

This approach is extendable to other sources of dis-112

order that are typical in CMOS technology. We have113

already used it, for instance, to understand the impact114

of Si/SiO2 roughness on the exchange coupling, where we115

tested this method against actual experimental data22. A116

deep understanding of these sources of variability, is es-117

sential in the design of realistic strategies to tolerate dis-118

order and scale semiconductor quantum technologies27.119

In general, the exchange coupling in semiconductors120

can be affected by Bloch oscillations in the lattice. This121

could be important in materials like silicon, in which122

there is a 6-fold valley degeneracy. However, in CMOS123

qubits the asymmetric confinement of the quantum dot124

against the (001)-interface lifts four of these degeneracies125

leaving only the two valley states in the z-axis28,29. This126

is very convenient for CMOS, as the remaining Bloch os-127

cillations are perpendicular to the in-plane orientation at128

which the exchange is controlled. While valley interfer-129

ence might still be a hurdle in CMOS quantum dots30,130

its impact is much smaller than in other technologies like131

donor qubits14,31,32 and can be compensated with J-gate132

tunings. Because of this, in this initial approach we ig-133

Parameter Ez ωy cx bx

Units meV/nm meV/nm2 meV/nm4 meV/nm3

Value 20 0.3 8.1× 10−5 6.48× 10−4

TABLE I. Model parameters for equation (2).

nore the valley physics and focus on the effects of the134

architecture and J-gate tunability.135

In this work, we employ an effective mass approxima-136

tion in which the full interacting Hamiltonian for a 2-137

electron double quantum dot is given by138

H(r1(t), r2(t)) =
1

2
v⃗†1MSiv⃗1 +

1

2
v⃗†2MSiv⃗2

+
e2

4πϵSi |r⃗1 − r⃗2|
+ VDQD (r⃗1) + VDQD (r⃗2)

(1)139

where MSi = diag(0.19, 0.19, 0.98)me is a diagonal ma-140

trix with the effective mass of a silicon electron at each141

lattice orientation, and ϵm is the electrical permittivity142

of the material. Here we use the permittivity of sili-143

con which is ϵSi = 11.7ϵ0. The potential of the 3D dou-144

ble quantum dot well is described by a model potential145

VDQD. The most accurate way to estimate this term is146

by performing electrostatic simulations of realistic qubit147

architectures with the tools available in COMSOL. For148

this first part of the paper, we use a simple quartic po-149

tential model in the x axis two form the double quantum150

well (see FIG. 2.a):151

VDQD(x, y, z) =cxx
2
Lx

2
R − bxdJ

(
x2L + x2R

)
+ ωyy

2 − zEz + Vstepσ(z),
(2)152

where153

xL = x− dJ
2
, xR = x+

dJ
2

(3)154

and dJ [nm] is a physical variable of the model that we155

associate with a relative interdot distance. In addition,156

in the other directions, the electrons are confined by a157

parabolic potential in the y axis and an electric field Ez158

in the z axis (see FIG. 2.b-e). We represent this barrier159

in FIG. 2.d) as a soft step with height Vstep = 3.1 eV160

mimicking the free conduction band offset between Si and161

SiO2 multiplied by a sigmoid function162

σ(z) =
1

(e−4(z+2)/a0 + 1)
(4)163

at z = −2 nm, where a0 = 0.543 nm is the silicon lattice164

parameter.165

For a better approximation to realistic CMOS devices,166

we fitted this model to potentials simulated in COMSOL167

for state-of-the-art devices obtaining the values in TA-168

BLE I. The only variable that we are going to sweep is169

dJ , which is designed to emulate the impact of a J gate.170



3

FIG. 2. a-e, Comparison between electron density of the
double quantum dot, with a single PIMC sampling and with
the potential profile at each axis. a, Cut along the x-axis of
the electrostatic potential. b-c, Electron density in the xz
(b) and in the xy (c) planes. The change in color in the
electron paths indicates the shift in the imaginary time. d,e,
Potential profile along the z-axis (d) and the y-axis (e). The
potential in the x-axis is at different scales. The large step of
3100mV represents the gap in the conduction band between
Si and SiO2.

When J is pulsed on, the interdot distance dJ becomes171

smaller which at the same time increases the exchange172

interaction (see FIG. 3.a). Moreover, because dJ is also173

multiplied by the bx term in equation (2), the interdot po-174

tential barrier decreases when J is pulsed (see FIG. 3.b).175

This is confirmed in COMSOL simulations22.176

II. MODEL OF A CMOS DOUBLE QUANTUM177

DOT (DQD)178

III. PATH INTEGRAL MONTE CARLO (PIMC)179

PIMC has multiple applications across physics and180

chemistry24,33. As such, there is extended literature181

about this theory including instructions34, methods23,182

and limitations35. It has also been applied with notable183

success to the simulation of ideal multi-electron quan-184

tum dot systems36,37, including estimates of inter-dot185

exchange coupling in 2D dots26. However, it does not186

yet exist, to our knowledge, a work that incorporates the187

complexity of realistic 3D quantum dot devices with the188

capacity of providing feedback to the process fabrication189

of semiconductor quantum architectures. This is the gap190

we are trying to fill. Here we summarize some of the191

most important concepts for this paper and define the192

notation that we are going to use.193

Lets consider a time-independent Hamiltonian Ĥ with194

kinetic (K̂), potential (V̂ ) and interacting (Î) parts195

Ĥ = K̂ + V̂ + Î , (5)196

such as the one in equation (1). The quantum evolu-197

tion of a particle |r⃗, t⟩ is described by the Schrodinger198

equation199

iℏ
∂

∂t
|r⃗, t⟩ = Ĥ|r⃗, t⟩ (6)200

solved as the unitary evolution201

ψ(r⃗, t) = e
−i
ℏ Ĥtψ(r⃗, 0). (7)202

The Path Integral formulation divides this unitary op-203

erator in infinitesimal time slices via Trotter’s decompo-204

sition205

e
−i
ℏ Ĥt = lim

N→∞

(
e

−i
ℏ Ĥτ

)N

= lim
N→∞

(
e

−i
ℏ K̂τe

−i
ℏ

t
N V̂ e

−i
ℏ

t
N Î

)N

.

(8)206

where τ := t
N . The last step relies on eτ(A+B) ≈ eτAeτB207

as result of Baker–Campbell–Hausdorff formula approx-208

imated to first order in τ ≪ 138–40 . After this, we can209

estimate the propagator of a particle between positions210

r⃗0 and r⃗N as all possible sequences of these infinitesimal211

propagators that take the particle from the initial to the212

end point213

⟨r⃗N , t|r⃗0, 0⟩ = ⟨r⃗N |e−iĤt|r⃗0⟩ =
∑

r⃗j∈R3×N

N−1∏
j=0

⟨r⃗j+1|e−iHτ |r⃗j⟩.

(9)214

For N sufficiently large, the operators e
−i
ℏ

t
N K̂ , e

−i
ℏ

t
N V̂

215

and e
−i
ℏ

t
N Î in (8) commute with each other (consequence216

of Baker–Campbell–Hausdorff formula), meaning that217

they can be applied directly to the wavefunctions in posi-218

tion space. This allows us to express (9) as a compositon219

of the following propagators:220

⟨r⃗j+1|V̂ |r⃗j⟩ :=
V (r⃗j) + V (r⃗j+1)

2
,

⟨r⃗j+1|K̂|r⃗j⟩ :=
mv⃗2j
2

:=
m ∥r⃗j+1 − r⃗j∥2

2τ2
.

(10)221

For 2 electron interactions, we would require a second222

index to describe the particle number.223

⟨r⃗1,j+1|Î|r⃗2,j⟩ :=
1

2

e2

4πϵ

(
1

|r⃗1,j − r⃗2,j |
+

1

|r⃗1,j+1 − r⃗2,j+1|

)
.

(11)224

In total, the propagator can be estimated as225

⟨r⃗N , t|r⃗0, 0⟩ =
∑

{r⃗}j∈R3

e
i
ℏS({r⃗}j), (12)226

where S({r⃗}j) is the accumulated action over a path {r⃗}j227

in the position space, such that228

S({r⃗}j) =
N∑
j=0

τH (r⃗j) . (13)229

One of the main aspects of this method is replacing t by230

an imaginary time iβ/ℏ. When this is done, equation (12)231
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gains an entire new significance as each individual term232

e
−i
ℏ S is replaced by a Boltzman term e−β

∑
j H(r⃗j). This233

transformation creates a parallel between this unitary234

evolution and statistical mechanics where the variable β235

can be thought as the inverse of a temperature 1/kBT . In236

this paper, we simulate electrons in temperatures down237

1 K, which is equivalent to simulated total time lengths238

of 5 picoseconds.239

In this new representation, we can think that the240

statistics of the operators are related to the electron241

paths {r}i which are distributed with a probability242

e−β
∑

j H(r⃗j). Because of the exponential, only the elec-243

tron paths that have a relatively small action are going244

to be relevant. PIMC makes an importance sampling of245

these paths employing a Metropolis algorithm.246

The metropolis sampling starts with a random tra-247

jectory which is to be optimized for minimal action S248

through a series of random updates that are proposed249

after each iteration. At each one of these, the software250

proposes a modification to a section of the electron paths.251

Then, depending on its impact on the action, the software252

accepts or rejects the update according to the following253

rule. If the resulting action is smaller than before, it is254

always accepted. In contrast, if it is higher, the algorithm255

accepts the update with probability256

p = e
−∆S

ℏ , (14)257

where ∆S is the difference between the new and the old258

action. This last part is required to achieve a static bal-259

ance in the algorithm23. Today, there exists a variety260

of updates used in PIMC algorithms (single slice, center261

of mass displacement, etc). For this paper, we chose a262

specific set of them which we described in the supplemen-263

tary.264

Once the metropolis algorithm is implemented, it is265

possible to sample a varied set of random paths {r⃗}i with266

relatively small action. The mean of an operator Ô can267

be computed from the average of the output among the268

sampled random paths P34
269

⟨O⟩ = 1

NR

∑
{r⃗}i∈P

⟨O(r⃗i)⟩ (15)270

where NR is the total number of paths simulated. In271

addition, it is also possible to compute statistical errors272

∆O from the variance of operators as273

∆O = Z95%
STD(O)√

NR

= Z95%

√
⟨O2⟩ − ⟨O⟩2

NR
, (16)274

where Z95% ≈ 1.96 is the z-score for the 95% confidence275

interval. This allows us to estimate uncertainties in our276

computations.277

IV. COMPUTATION OF THE EXCHANGE278

COUPLING WITH PATH INTEGRAL MONTE279

CARLO280

To simulate a system with two electrons we replaced in281

equation (13) the two electron Hamiltonian (1). A visual282

representation of one of the sampled electron paths is283

observed in FIG. 2.b. The bulk of the trajectories will284

be concentrated close to the minimums of the parabolic285

potentials, with certain paths crossing from one dot to286

the other. In addition to this, PIMC also provides a287

proper way to visualize the electron density. This can288

be done by creating a histogram of the position of the289

electrons over all realizations. The result is shown in290

FIG. 2.d-e and compared with the potential profile in291

the different axes.292

To compute the exchange coupling explicitly, we build293

on top of the original approach of Pedersen et al.26 in294

two dimensions. Their method is based on a type of295

bosonization of the paths. Traditionally, the simulation296

of fermionic paths requires a consideration of all pos-297

sible path-exchanging electrons, which gain a negative298

sign in their action upon exchange and lead to what is299

known as the sign problem. In the special case of only300

two electrons, however, one is able to break down the301

time evolution (or, equivalently, the partition function)302

into paths that result in an even or odd number of ex-303

changes (considering spins as completely separable from304

the orbital part of the wavefunction). Sampling the two305

types of paths separately as if they were bosonic parti-306

cles and comparing them allows us to determine their307

energy difference. This reflects the difference in energy308

between singlets (spatially symmetric paths) and triplets309

(spatially anti-symmetric paths), which defines the two-310

particle exchange. This trick would fail in the most gen-311

eral case with either more electrons or if spin-orbit cou-312

pling made the breakdown between spin and orbital parts313

of the wavefunction impossible.314

Then, the actual numerical calculation becomes very315

efficient by simulating two types of paths. The first type316

is when both electrons are confined below their own dot317

without exchanging. Let’s call S0 the average action for318

these paths. In the second type, the electrons are allowed319

to exchange a single time from one dot to the other and320

have an action that we call S1. It is then expected that321

S1 is larger than S0 by an amount δS because in S1 the322

electrons are forced to pass through the interdot barrier323

that has a higher potential. This difference is related to324

the exchange coupling by325

e−βJ =
e−S0/ℏ − e−S1/ℏ

e−S0/ℏ + e−S1/ℏ
. (17)326

which means that327

J =
−1

β
ln

(
e−S0/ℏ − e−S1/ℏ

e−S0/ℏ + e−S1/ℏ

)
≈ 2

β
e−δS/ℏ, (18)328

where the last approximation is valid as long as e−δS/ℏ
329

is small, as we usually find in the simulations. These330
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two states S0 and S1 can be associated with the spin331

singlet (symmetric wavefunction in position space) and332

spin-triplet state (anti-symmetric wavefunction in posi-333

tion space)23 which correlates this method with the tra-334

ditional interpretation of exchange coupling.335

While the initial results for 2D quantum dots were336

successful26, implementing this idea for more realistic 3D337

silicon quantum dots turned out to be problematic as the338

statistical dispersion of the sampled paths measured, for339
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perature β = 1/kBT . Simulations align with an exponen-
tial convergence in β. We fit the results to the formula
log10(J) = a− be−cβℏ to find statistical confidence intervals.

instance, by their standard deviation σ(S) was signifi-340

cantly higher than their difference σ(S0) ≈ σ(S1) > δS,341

making it hard to estimate δS accurately. We solved this342

with a modification to the algorithm. Instead of just sim-343

ulating paths that crossed one single time, we simulated344

paths that exchanged multiple times in the system. We345

verified that each exchange carried an additional constant346

value to the action, implying that SNc increased by a lin-347

ear rate with respect to the number of exchanges between348

the electrons Nc. This is observed in FIG. 3.d in which349

we show the dispersion of Nc versus SNc
of 500 paths350

simulated for each of the four potential configurations in351

FIG. 3.b. The slope of each of these regressions gives352

and estimate for δS, from which we can compute the ex-353

change coupling using equation (18). This also provides354

a natural way to compute the error bars as the standard355

deviation of the slope in the linear regression multiplied,356

in this case, by 1.96 (the z-score associated to the 95%357

confidence interval).358

Figure 3.e shows the output values of our exchange cal-359

culations. Notice that the exchange coupling decreases360

exponentially with the interdot distance as expected13.361

To ensure that our estimates were accurate enough we362

compared our results with two Full CI algorithms imple-363

mented independently41,42. Details of Full CI calcula-364

tions can be found in these references.365

We have a deeper look into what is happening in366

FIG. 3.g. The plot compares the histogram of the posi-367

tion of the electrons for paths that exchanged four times368

in the system. While this metric is not the same as stan-369

dard electron density in quantum mechanics, it is still370
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useful to understand how the electrons distribute across371

the double dot when performing exchange. Notice that372

the density at the interdot region increases significantly373

when the dJ decreases from 30 nm to 15 nm which con-374

tributes to a strong enhancement of the exchange cou-375

pling at a rate of 0.25 decades/nm. In particular, note376

that when the dots are more separated from each other,377

the exchange is as low as 10 kHz. At this scale, the378

exchange is usually not visible in a standard qubit spec-379

troscopy experiment as other effects such as disorder or380

spin-orbit coupling become dominant22. An important381

challenge for this architecture is to fabricate devices in382

which it is always possible to turn ON and OFF the383

exchange coupling consistently. And here we see that384

CMOS devices rely on this high tunability of the inter-385

dot distance to perform this operation.386

A final concern in this algorithm is the role of tempera-387

ture which is inversely related to the variable β. In Fig. 4388

we show that the exchange simulations converge for βℏ >389

2 ps. At this point, the simulated temperature is lower390

than 2 Kelvin. As qubit measurements occur at temper-391

atures ranging from tens of mK and up to 1 K, we can392

assume that the temperature will not have a significant393

role in the value of the exchange coupling.394

V. IMPACT OF STATIC TRAPPED CHARGE395

ON THE SYSTEM396

To test additional applications of this PIMC algorithm397

we make an initial approach to describe the impact of398

disorder on exchange interactions. Here we calculate the399

effect of a static charge trap by adding a Coulomb in-400

teraction term to our Hamiltonian, that describes the401

repulsion between the charge trap and the dot electrons402

as previously described in43. For each electron i ∈ 1, 2,403

we include in equation (2)404

HTrap(r⃗i) =
1

4πϵSi

e2

|r⃗i − r⃗c|
, (19)405

where r⃗c = (xc, yc, zc) is the position of the trap.406

As the focus of this paper is only to show the potential407

of PIMC to tackle these problems, we limit this paper to408

the simulation of a single negative interface trap (zc= -409

1 nm, the same level as the SiO2 oxide barrier) placed in410

the dot line (yc=0 nm) that passes through the middle of411

both quantum dots. Here, xc is left as the only variable.412

This is already the worst-case scenario as any charge that413

is outside the dot-line or that is more deep into the oxide414

would have a smaller impact on the potential configura-415

tion.416

We performed exchange simulations for traps located417

a the positions shown in FIG.5 a and presented the re-418
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sults in FIG.5 b for diferent values of dJ . Notice that419

when the electron is far enough (xc ≈ 40 nm) we recover420

the pristine simulation without any trap. In contrast,421

when the trap is slightly closer to the system we can422

see that exchange increases or decreases depending on423

whether the trap is inside or outside the double quantum424

well. This occurs asymmetrically for the different values425

of dJ , which explains why there is also an impact on the426

exchange control rate d log10(J)
ddJ

(see FIG.5 c). All this427

makes sense because the negative trap pushes the dots428

closer together when it is outside of the double quan-429

tum well, while it drives them apart when it is inside430

(FIG.5 d-e). The most critical scenario is when the trap431

is exactly inside the interdot channel. But even in this432

case, we can see that at dJ = 20 nm there is still an ac-433

ceptable exchange coupling because of the existing elec-434

tron density the interdot channel surrounding the nega-435

tive trap (FIG.5 .e-f).436

VI. PROSPECTS FOR PATH INTEGRAL IN437

THE SIMULATION OF QUANTUM DOT QUBITS438

We have demonstrated that PIMC can be applied to439

the simulation of interacting effects on quantum dot440

qubits. However, our initial success with this protocol441

is in part because the electrons that we simulated lie in442

different quantum dots, and the paths only crossed each443

other when exchange is performed. That means that at444

the current stage we can perform multi-electron simula-445

tions as long as the electrons remain in separate dots for446

most of the time.447

Even with these constrains, this approach be used sim-448

ulate quantum dots chains (or grids) which are of high449

interest in large-scale quantum computing. As long as450

the electrons do not lie in the same dot, PIMC is able451

to simulate all of them interacting with each other with452

only a linear impact on memory and complexity. This453

can be used to study inter-dot correlations, which could454

help to understand the crosstalk effects between electron455

charges at different dots.456

For a more general perspective we would like to simu-457

late systems in which multiple electrons can occupy the458

same quantum dot. This is very interesting for the field459

as it has been shown that it is possible to control spin460

qubits at the outer shell of multi-electron quantum dots,461

with possible improvements in the coherence of single462

qubits44 and also on the strength of the exchange inter-463

actions between two qubits20.464

However, simulating multi-electron quantum dots can465

be problematic in PIMC due to the infamous fermion466

sign problem23. Despite this concern, it’s noteworthy467

that methods to tackle this issue have significantly im-468

proved in recent years35,37 with encouraging results in469

simulating 2D multi-electron quantum dots36. Addition-470

ally, to fully simulate silicon dots, valley physics must be471

included in the model as in a well-closed shell structure,472

a third electron would occupy the upper valley state, and473

not the first p-orbital as usual44,45.474

VII. CONCLUSIONS475

We demonstrated here a method to compute exchange476

coupling in realistic 3D silicon quantum dots, which can477

be applied to the optimization of device architectures and478

studies of tolerance of disorder in silicon qubits. Our re-479

sults agreed with equivalent simulations with full config-480

uration interaction algorithms, which are considered to481

be a current standard in simulating strongly correlated482

systems. We also showed that PIMC provides proper483

methods to visualize the electron density, thus allowing484

us to study features in the quantum dot structure. This485

is well observed in the trap simulation where the electron486

density curves around the negative trap.487

We expect that this initial approach motivates the fur-488

ther applications of PIMC algorithms in semiconductor489

qubits, either by studying charge correlations in large490

grids of single electron quantum dots or by leveraging the491

code to simulate the exquisite physics of multi-electron492

spin qubits. If it is well combined with standard elec-493

trostatic simulation software such as COMSOL Multi-494

physics, PIMC algorithms could provide substantial sup-495

port to the fabrication of optimal and highly repeatable496

CMOS spin qubit devices.497
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APPENDIX A: PATH INITIALIZATION:519

Each initial position of an electron in the ith quantum520

dot (i ∈ {1, 2}) at time t is initialized from a random sam-521

pling of the normal distribution (N)(xi, σi)(t), where xi522
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is the minimum of the potential of dot i and σi is chosen523

to be sufficiently large to cover for both dots. Here we524

chose σi = 30nm. We didn’t observe a substantial de-525

pendence of this variable on the output of the algorithm526

as long as it is big enough to cover an important region527

around the dots.528

To simulate paths with multiple exchanges in the dou-529

ble quantum dot we alternate the position of the electrons530

during the imaginary time. For instance, to initialize an531

electron path with 4 exchanges, we can divide the time532

frame β in four sections: i. t < β/4, ii. β/4 < t < β/2,533

iii. β/2 < t < 3β/4, iv. 3β/4 < t < β. In sections i.534

and iii. the first electron is sampled at the center of dot535

1 and the second electron is sampled in dot 2. Instead,536

in sections ii. and iv. the first electron is initialized in537

dot 2 and the second electron is initialized in dot 1. This538

will guarantee that the electrons are most likely going to539

perform 4 exchanges after the simulation.540

This is, however, not an strict rule. Some electron541

exchanges can disappear or emerge during the metropolis542

iteration of the PIMC simulation. To avoid that this543

happening so often that it becomes intractable the parity544

of the number of exchanges is protected during the PIMC545

simulations. This is done, by fixing periodic boundary546

conditions in the time axis (|r⃗, t = 0⟩ = |r⃗, t = β⟩). By547

doing this, a path initialized to have 4 exchanges, for548

instance, can only end in a path with the same parity.549

Because of this reason, changes in the number of elec-550

tron exchanges during the PIMC simulation are not so551

common, and they are usually easy to track. We imple-552

mented a quick algorithm during the post-processing to553

read the sampled electron paths and estimate the real554

number of crossings after the simulation. As observed555

in FIG. 3.d most of the paths coincide with one of the556

original number of crossings in the initialization (0, 4, 10,557

16). The remaining paths that do not coincide with this558

number, are those ones where the number of crossings559

changes during optimization of the PIMC paths.560

APPENDIX B: UPDATES561

The current implementation only includes two types562

of updates in the simulation23 that provided the best563

configuration for our purposes:564

Staging update: For a time step ti chosen randomly,565

the algorithm time slice subsection starting at ti and with566

a defined length of T ≥ 3, such that it ends at ti+T . The567

update replaces all middle positions r′t of the electron,568

with t′ ∈ (ti + 1, ti + δT − 1), by new positions sampled569

with a normal distribution N (µt′ , σ
′
t) where570

rt′ =
1

T
[(ti + T − t′)rt + (t′ − ti)rti+T ]

σ2 =
τℏ
2m

2
1

(ti+T−t′)τ + 1
(t′−ti)τ

.
(20)571

Here m is the effective mass on the direction of motion.572

This update already covers for the convergence in the ki-573

netic energy and then the acceptance criteria only checks574

for the difference in action attributed to the change in575

potential energy. Meaning that if the action increases576

the code accepts the update with probability577

p = e
−β
ℏ (V (Rn(ti,ti+T ))−V (Ro(ti,ti+T ))) (21)578

where V (Ro,n(ti, ti + T )) accounts for the potential en-579

ergy between ti and ti + T of the old (Ro) and the new580

path(Rn) path respectively. During the algorithm the581

length of the subpaths T changes to obtain a better es-582

timator for the kinetic energy. Thus, we initially set583

T = 27 and when the algorithm reaches convergence T584

is updated to 9 and finally to T = 3. This has a double585

purpose. At the beginning of the algorithm, it is neces-586

sary that the paths have a large range of movement to be587

able to explore varied types of paths. T = 27 is ideal for588

this. When the algorithm converges, the estimate for the589

action will be more accurate if paths updates are finely590

tuned. This is done with T = 3. The code switches591

between these modes.592

Center of mass update: We also implement a593

center of mass update. It takes the entire path594

and moves it in the direction r′ where r′ is obtained595

from a random uniform distribution in the ranges596

([−ax, ax], [−ay, ay], [−az, az]) where we set ax = ay =597

5nm and az = 1nm. The code is given a probability of598

0.05 of implementing this update, and the update is ac-599

cepted according to the rule in equation (21) as it does600

not involve a change in the kinetic energy.601

APPENDIX C: CONVERGENCE AND602

OPTIMIZATION603

To obtain the results displayed in FIG. 3 we first had604

to verify for the convergence of the algorithm at low tem-605

peratures (high β) and number of time slices. We show606

in 4, that for for paths with 8000 time slices the PIMC607

exchange results get stable after βℏ > 2ps which corre-608

sponds to temperatures lower than 7K. In all cases, we609

computed exchange with 500 path samplings with the ini-610

tialization equally distributed between 0, 4, 10 and 16 ex-611

changes. In the first simulations (βℏ < 1ps) we observed612

that the time length was too small for the exchange num-613

ber to be preserved. In consequence the final number614

of crossings of the output PIMC simulations was signifi-615

cantly lower than the initialized number. Hence most of616

the PIMC paths had either 0 or 2 crossings which con-617

tributed to a wrong estimate of the exchange coupling.618

This changes after βℏ = 2ps when the time length is long619

enough for the electrons to exchange multiple times.620

Once we know that the algorithm converges for β, we621

also tested the Trotter convergence in NT . Taking β =622

4ps, we create FIG. 6.a by simulating the convergence of623

the exchange coupling versus the number of time slices.624

We can observe the exchange rate converges at around625

5000 time slices. As it commonly happens in other PIMC626
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FIG. 6. Convergence of exchange (J) simulations, for 500
PIMC sampling paths. a Convergence J versus number of
time slices Nt for βℏ = 4ps. Simulations align with an expo-
nential convergence in NT . We fit the results to the formula
log10(J) = a + bNk

t to find statistical confidence intervals.
b Dependence of the runtime of individual path simulations
versus number of time slices. At about 8000 time slices where
we run most of the simulations, the PIMC runtime of a single
path is about 5 minutes. With 10 cores running in-parallel in
a cluster, 500 paths can be simulated in 50 minutes.

algorithms the error bars do not significantly increase627

with the number of time slices. This happens because628

the uncertainty in the exchange depends on the standard629

deviation of the slope of the linear regression of S versus630

number of exchanges. This does not depend significantly631

on NT .632

Also, simulating longer paths implies a longer runtime633

of the algorithm. This is shown in FIG. 6.b which depicts634

the runtime of single PIMC simulations at different path635

discretizations. Then we performed a quadratic fit of the636

function showing that the runtime of the algorithm scales637

at ∼ N2
t .638

For this paper, we perform all of the simulations with639

8000 time slices which accounts for a 5minute runtime640

per path. The simulations were simulated with exten-641

sive parallelization in Katana(UNSW) and Gadi (NCI)642

clusters, each one with with low memory requirements643

< 1MB and without any communication between multi-644

ple cores. This allowed us to perform large amounts of645

exchange simulations in an amount that is suitable for646

random variability studies (hundreds of simulations with647

varying parameters)22.648

There is also plenty of space for optimization in this649

code. It was fundamentally written in python, with650

proper vectorization, but could be improved systemat-651

ically if written in C or C++. Optimizing the set of652

updates used during each path simulation and the num-653

ber of paths sampled could also significantly improve the654

performance of the code.655
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E. Catapano, P. A. Mortemousque, C. Thomas, Y. Thon-762

nart, G. Billiot, A. Morel, J. Charbonnier, L. Pallegoix,763

D. Niegemann, B. Klemt, M. Urdampilleta, V. El Homsy,764

M. Nurizzo, E. Chanrion, B. Jadot, C. Spence, V. Thiney,765

B. Paz, S. de Franceschi, M. Vinet, and T. Meu-766

nier, in 2020 IEEE International Electron Devices Meeting767

(IEDM) (2020) pp. 30.1.1–30.1.4.768

26 J. G. Pedersen, L. Zhang, M. J. Gilbert, and769

J. Shumway, Journal of Physics Condensed Matter 22770

(2010), 10.1088/0953-8984/22/14/145301.771

27 B. Martinez and Y.-M. Niquet, Phys. Rev. Appl. 17,772

024022 (2022).773

28 F. A. Zwanenburg, A. S. Dzurak, A. Morello, M. Y. Sim-774

mons, L. C. L. Hollenberg, G. Klimeck, S. Rogge, S. N.775

Coppersmith, and M. A. Eriksson, Rev. Mod. Phys. 85,776

961 (2013).777

29 A. L. Saraiva, M. J. Calderón, X. Hu, S. Das Sarma, and778

B. Koiller, Phys. Rev. B 80, 081305(R) (2009).779

30 B. Tariq and X. Hu, npj Quantum Information 8, 1 (2022),780

number: 1 Publisher: Nature Publishing Group.781

31 Y. Wang, A. Tankasala, L. C. L. Hollenberg, G. Klimeck,782

M. Y. Simmons, and R. Rahman, npj Quantum Informa-783

tion 2, 1 (2016), number: 1 Publisher: Nature Publishing784

Group.785

32 M. J. Calderon, B. Koiller, and S. Das Sarma, Phys. Rev.786

B 75, 125311 (2007).787

33 C. Morningstar, “The monte carlo method in quantum788

field theory,” (2007), arXiv:hep-lat/0702020 [hep-lat].789

34 M. J. E. Westbroek, P. R. King, D. D. Vvedensky, and790
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