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Recently, [Song and Bernevig, Phys. Rev. Lett. 129, 047601 (2022)] reformulated magic-angle
twisted bilayer graphene as a topological heavy fermion problem, and used this reformulation to
provide a deeper understanding for the correlated phases at integer fillings. In this work, we gener-
alize this heavy-fermion paradigm to magic-angle twisted symmetric trilayer graphene, and propose
a low-energy f — ¢ — d model that reformulates magic-angle twisted symmetric trilayer graphene as
heavy localized f modes coupled to itinerant topological semimetalic ¢ modes and itinerant Dirac d
modes. Our f—c—d model well reproduces the single-particle band structure of magic-angle twisted
symmetric trilayer graphene at low energies for displacement field £ € [0,300]meV. By performing
Hartree-Fock calculations with the f —c—d model for v = 0, —1, —2 electrons per Moiré unit cell, we
reproduce all the correlated ground states obtained from the previous numerical Hartree-Fock cal-
culations with the Bistritzer-MacDonald-type model, and we find additional new correlated ground
states at high displacement field. Based on the numerical results, we propose a simple rule for
the ground states at high displacement fields by using the f — ¢ — d model, and provide analytical
derivation for the rule at charge neutrality. We also provide analytical symmetry arguments for
the (nearly-)degenerate energies of the high-£ ground states at all the integer fillings of interest,
and make experimental predictions of which charge-neutral states are stabilized in magnetic fields.
Our f — ¢ — d model provides a new perspective for understanding the correlated phenomena in
magic-angle twisted symmetric trilayer graphene, suggesting that the heavy fermion paradigm of
[Song and Bernevig, Phys. Rev. Lett. 129, 047601 (2022)] should be the generic underpinning of

correlated physics in multilayer moire graphene structures.

I. INTRODUCTION

Magic-angle twisted bilayer graphene (MATBG) [1]
hosts superconductivity [2-12] and various other
interaction-induced phenomena [13-34]. In the last sev-
eral years, models have been constructed (in the real
space [35-43], in the momentum space [44-51], or phe-
nomenologically [52-59]) to understand the physics ob-
served in MATBG, among other research efforts [60-124].
Recently a physically-relevant and symmetry-preserving
model that separates the correct energy scales and is con-
venient for studying the correlated phenomena was pro-
posed in Ref.[125]. Tt is called the topological heavy-
fermion model. At the single-particle level, the model
proposed in Ref. [125] consists of localized heavy f modes
(of pg £ip, symmetry) and itinerant ¢ modes, where the
nearly flat bands in MATBG are given by coupling f and
¢ modes (mainly around T'y). The model is topological
because the ¢ modes are anomalous in one valley (when
the normal-state particle-hole symmetry is imposed ex-
actly) and have a double-vortex dispersion akin to that
in one of the valleys of untwisted bilayer graphene, but
at the I'yy point. Using the topological heavy-fermion
model, Ref.[125] finds that the filling of the system is
governed by the heavy fermions, which in a Hartree-Fock
calculation polarize. The Hartree-Fock calculation can
be done efliciently for the correlated states at integer fill-
ings, and a simple rule for the stability of the correlated

ground-states can be derived analytically for those corre-
lated states. Furthermore, the hope is that, using the dif-
ferentiation of degrees of freedom in local and itinerant,
progress can be made in the hard physics at non-integer
filling, as well as at nonzero temperature. Recently, the
heavy-fermion picture has been used to construct Kondo
lattice model in MATBG [126-129], and has been gener-
alized to twisted (M + N)-layer graphenes [130] and to a
variant of the kagome lattice [131].

Motivated by Ref.[125], in this work, we general-
ize the topological heavy-fermion picture to magic-angle
twisted symmetric trilayer graphene (MATSTG) [132-
166], which has also been experimentally confirmed to
host correlated insulating states and superconductiv-
ity [167-175]. Specifically, we first follow Ref.[125] to
construct the heavy f and itinerant ¢ modes, and then
generalize the framework to include the nonzero displace-
ment field £, which couples f and c electrons to the rel-
ativistic Dirac (d) modes. The resultant single-particle
f—c—d model can reproduce almost identically the band
structure of the Bistritzer-MacDonald-type (BM-type)
model [142] in the energy window [—50meV, 50meV] and
for displacement field £ € [0,300]meV. We find that the
f modes dominate the low-energy single-particle physics
for £ € [0,300]meV.

The interaction in the f — ¢ — d model is obtained
by projecting the Coulomb interaction to the f —c —d
basis. Using this model, we perform the self-consistent



Hartree-Fock calculation for the correlated states at fill-
ings v = 0,—1,—2 per Moiré unit cell. The numer-
ical results of our Hartree-Fock calculation are gener-
ally consistent with the previous numerical results in
Ref. [146, 149, 151, 152, 156, 175], where a phase tran-
sition to states with zero intervalley coherence at all
v =0, —1, —2 fillings exists when increasing the displace-
ment field. Nevertheless, we find more additional corre-
lated ground states than found in the previous literature
at high displacement fields. We further perform ana-
lytical one-shot Hartree-Fock analysis at the considered
integer fillings. At v = 0, we provide analytical under-
standing of the loss of intervalley coherence for high dis-
placement field, and derive a simple rule for the ground
states at high fields. The same rule is also derived for
v = —1,—2 under an unrealistic approximation, but the
rule turns out to be consistent with the self-consistent
calculation for v = —1,—2. We also find a symmetry
reason for the similar energies of the ground states at
high displacement fields at all v = 0, —1, —2. Finally, we
discuss the experimental implication of our results.

The rest of the paper is organized as follows. In Sec.II,
we review the BM-type model for MATSTG. In Sec. 11,
we build the heavy fermion f — ¢ — d model for MAT-
STG. In Sec. IV, we perform numerical Hartree-Fock cal-
culations with the f — ¢ — d model for v = 0,—1, —2.
In Sec.V, we perform analytical one-shot Hartree-Fock
analysis for the correlated states with v = 0,—1,—2. In
Sec. VI, we conclude the paper and discuss the experi-
mental predictions. A series of appendices provide all
the technical details of our theory.

II. REVIEW: INTERACTING BM-TYPE
MODEL FOR MATSTG

In this section, we review the interacting BM-type
model of MATSTG, which has been theoretically studied
in Ref. [132-161]. Here the interaction is the Coulomb
interaction screened by a top gate and a bottom gate,
where the sample is placed in the middle of the two gates.
We will only review the contents that are essential for our
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later discussions and are specific to our theory presented
in this work; a more complete and detailed discussion can
be found in Ref. [142].

A. Single-Particle BM-type Model

In this part, we review the BM-type model for MAT-
STG following Ref. [132, 142].

MATSTG is constructed from a AAA-stacking trilayer
graphene by rotating the graphene layers alternatively,
i.e., rotating the top (I = 3) and bottom (I = 1) layers
by —6/2 and rotating middle (I = 2) layer by /2, where
f > 0 corresponds to the counterclockwise rotation and
Il = 1,2,3 is the layer index. We label the lattice con-
stant and the Fermi velocity of the monolayer graphene
as ag = 2.46 A and vy = 5944 meV - A, respectively. We
refer to the unit system in which A is the length unit
and meV is the energy unit as the experimental unit sys-
tem (EUS), since this unit system is convenient for the
comparison to the experiments. However, EUS is not the
most convenient unit system for the theoretical study of
MATSTG. The most convenient unit system is the fol-
lowing simplified unit system in which

hzl,Gozl,kjg:l,’UO:l, (1)
where ky = 3‘;—7;2 sin() and € is the vacuum permit-
tivity. Throughout the entire work, we will use Eq. (1)
unless otherwise (e.g., EUS) is specified.

With the unit system specified by Eq. (1), the single-
particle BM-type model for MATSTG reads

Ho = Ho,4 + Ho,- . (2)

Here “4+” and “—” label two graphene valleys, which are
related by time-reversal (TR) symmetry as

H07_ - TH0,+T71 . (3)

Specifically, Hy 4 reads

—ioc-V—-£% T(r) Vypa
2 .
Ho 4 = /d " ('(/J:r&-,'r',l ¢-T+,r,2 wimﬁ) TT(T) —ig -V TT(T) @S0 | yr2| o (4)
T(r) —io-V+§ Vi3
[
where 9 = (W1 y 4%y ip ¥ up,y)  Hoo can be obtained via
is the vector of creation operators for the + valley and
the lth layer, o = (04,0y), and 0¢ 54, and Sg 4 y,» label Twlr’ﬂ'_l = w:r’laoisy. (5)

the Pauli matrices for the sublattice index o = A/B and
the spin index s =1 / |, respectively. The expression of

In Eq. (4), we assume that the twist angle 6 is small
enough such that the kinetic terms of order O(f) can



FIG. 1. This figure shows MBZ, as well as the g, , ; and
various high-symmetry points. Note that K}, is equivalent to
—Kuwum.

be safely neglected. Moreover, T'(r) = >,_; 54 T;ei™ %
stands for the interlayer hopping between neighbouring
layers with

q; = (0,1)"
Q5 = (—§,—%)T (6)
a3 = (?r%)T :

and

Tj = wooo+w1 COS(ZI(J' —1))os + sin(QI(j —1))oy

3 3

(7)
wo and w; are the AA and AB interlayer tunnellings,
respectively, with wy = 88meV and w; = 110meV in
EUS. The values of wp,; in the unit system specified by
Eq. (1) depend on 6.

In Eq. (4), € is the energy difference generated by the
displacement field, i.e., the external electric field perpen-
dicular to MATSTG. When the displacement field is zero
(€ =0), Hp has a mirror symmetry m, with mirror plane
lying in the middle layer, which is represented as

maph L mst = =0l L (®)

with n = £ the graphene valley index. Here the extra
minus sign comes from the fact that wT ~ are constructed
from the p, orbital of graphene. In fact, MATSTG is
called symmetric owing to the presence of m, symmetry
for £ = 0. m, allows us to recombine wj]’r’l into a m,-odd
sector

Vbt = 75 (003 + 050 0)
Ut = Vb

; 9)

and a m,-even sector

1
d:ry,r = ﬁ(/(p;r],rﬁ - ’(/}11;77',1) .

With the recombination, Hy, can be split into three
parts

Hoy = Horpen+ Hopy + Hoey s (11)
where
~ —io -V V2T(r) ~
(12)

is equivalent to the (valley +) BM model of the ordinary
TBG with wy — v2wg and wy — ﬂwl,

Hopy = / d*r d'. ,(—i)o - Vdy (13)

is just a Dirac cone, the displacement field term

£ ~
H07£,+ = /d2’l“ §w1,r,td+ﬂ° + h.c. (14)

becomes the coupling between the TBG modes and the
Dirac modes, and
Horpo.— = THorpa +T !
Ho,p,~ = THop+T ' (15)
Hoe, - =THoe T .
It is clear that Ho rpg,, and Hy p , commute with m,
while Hy ¢, anticommutes with m,.

Hy has Moiré lattice translation symmetry, which is
represented as

i -1 _ % —niK+R
Tan,T,TTR - ¢nm+R,l~€ l (16)
-1 —niKiR
TRdI},r R :d:ry,r+R e TR,

where | = t, b labels the “layer” of the TBG part, and R
is the Moiré lattice vector with two primitive Moiré vec-
tors being any = 27 (0,-1)T and anp = 4{(@, DT
In particular, K; and K, in Eq.(16) arise from the

graphene valley as shown in Appendix. A, which read
1 1
K, = 5(cot((9/2),—1)T , Ky = 5(cot(e/2), nt. an
To exploit the Moiré lattice translational symmetry
of Hy, it is better to transform the Hamiltonian to the

momentum space. To do so, we first transform the basis
to the momentum space as

- 1 .
T EreProl
wnyp,l 1/_,4/ re 1/)n,v",l

1 .
T _ 2 . ip-
i , = = /d rePrdl

where p € R? and A is the area of MATSTG. Then, we
define

Q=0,UQ_, Qr =bym1Z+bupZ+Eq, (19)

(18)



with
3
= (V3,07

forming the basis of the Moiré reciprocal lattice. Finally,
we define

V3 3
bM,l = q3 - ql = )T (20)

bM2—Q3

U o= w —al with Q € Q o

P
drq =k qwithQ € Q,

with I, =t for Q € Q, and I = b for Q € Q_,. With
Eq. (21), the Hamiltonian becomes

o
> 2 Yike
keMBZ Q,Q'€Q (22)
|:h'r?Q(k>6QQI + \/ihflyQQ/} SO’lZn,k,Ql 3

Horpan =

Hopy= Y Y drohiek)sidieg, (23)
kEMBZ Qe Q,,

and

Hoen= Z Z l/’nkQ nk,Q + h.c.. (24)

keMBZ QeQ,,

Here hva(k:) =(k-Q) o, hﬁ_ QQ =

=2, Ti(0Q.q'+q, +

6Q/7Q+qj-)> hg,Q(k) = [th Q( k)]*7 hl_,QQ’ =
[hi7(—Q)(—Q')]*’ and MBZ is short for the Moiré Bril-

louin zone. In this work, all numerical calculations with
Hj are done in the momentum space by using Eq. (22),
Eq. (23) and Eq. (24). The numerical band structure of
Hy in the + valley is shown in Fig.2(a-d) as red lines.
The definitions of various high-symmetry points in MBZ
are illustrated in Fig. 1.

At the end of this part, we list the symmetries of Hy
for generic £. We have discussed TR and Moiré lattice
translations, which are symmetries of Hy for any values of
E. Beside these two, Hy has spin-charge U(2) symmetry
in each valley, the spinless three-fold rotation symme-
try Cs along z, CoT symmetry (the combination of the
spinless two-fold rotation Cy along z and the TR opera-
tion), an effective unitary anti-symmetry Cs, P, and the
charge conjugate anti-symmetry C. Here anti-symmetry
means that the symmmetry operation anti-commutes
with the Hamiltonian, i.e., CopPHo(CoyP)™1 = —Hy
and CHoC~! = —Hj. (See the symmetry representations
in Appendix. A.)

B. Coulumb Interaction

In this part, we review the Coulomb interaction in the
BM-type model for MATSTG following Ref. [142, 149].

The Coulomb interaction in MATSTG is screened by
the top and bottom gates, which are parallel to the MAT-
STG sample. For simplicity, we assume that MATSTG
lies in the middle of two gates, and then the Coulomb
interaction between two electrons separated by r has the
following form

1 —ip-r
=g e PTVp), (25)
p
where
tanh(¢|p|/2)

V(p) = n&Ve—t2 26
) Elpl/2 2
¢ is the distance between two gates, and Vg = 4m£ with

e the elementary charge and e the dielectric constant.
Throughout this work, we choose

¢ = 100A and Vi = 24meV (27)

in EUS for all numerical calculations, unless specified
otherwise. In Eq.(25), we have included the screening
due to the two gates. It is clear that

V*(r)=V(r)and V(gr)=V(r) Vg € O(2) . (28)

With the form of the Coulomb interaction (Eq. (25)),
the Hamiltonian for the interaction reads
1

Hip = 3 /d2rd2r’V(r ) :p(r)pr’):,  (29)

where p(r) = >, , Q/J;rlmli/)nml is the electron number

density operator. The normal-ordering is defined as
: 0 := 0 — (Gy|O|Gyp) with |Gp) chosen such that

1
767777/(5(1'—7“’)5”/50016531 .

2

(30)

The usage of the normal ordering is just to include a
uniform positive charge background that makes half fill-
ing charge-neutral, as discussed in the following. Based
on the form of the interaction (Eq.(29)), (—e: p(r) :)
should be the total charge density at r. Since we know
—e i p(r) = —ep(r) + e(Golp(r)|Go) and —ep(r) is
the electron charge density, e(Go|p(r)|Go) should be the
background charge density. Note that e(Go|p(r)|Go) =

12e 6(r = 0) = W is nothing but the charge
density of a uniform positive charge background that cor-
responds to half filling, justifying the meaning of the nor-
mal ordering.

H,;,; is invariant under TR, C3, CoT, m., Moiré lattice
translations, Co, P, C, and U(2) x U(2). (See more details

in Appendix. A.)

<GO|¢77 r,l,0, swn',T’,l”a’,S’ |G0> =

C. Interacting BM-type Hamiltonian and Filling

In this part, we review some general properties of
the interacting BM-type model for MATSTG following
Ref. [142, 149].



The interacting BM-type Hamiltonian for MATSTG is
the sum of the single-particle BM-type Hamiltonian and
the Coulomb interaction as

H=Hy+ Hint - (31)

The total Hamiltonian H has U(2) x U(2), T, Cs, CoT
and Tr symmetries, as well as m, if combined with the
action &€ — —& on the electric field. However, due to the
opposite behaviors of H;,; and Hy under Co, P and C, H
does not preserve Cs, P or C, but it preserves the com-
bination of them, i.e., CCs, P. Therefore, the symmetry
properties of the total Hamiltonian are

[T, H] = [Cs, H] = [CoT, H] = [Tr, H]
= [CCo P H] = [U(2) x U(2), H] =0 (32)

—1
m Hm;" = H|g_,_. .

Based on the symmetry properties of H (Eq. (32)), we
know that we only need to study £ > 0 since the negative
& are related by m,. Furthermore, we also only need to
study the non-positive fillings, owing to CCy, P. To see
this, we first define the filling operator

ﬁ:%/d%:p(r):, (33)

where N is the number of Moiré unit cells. The eigen-
value v of U is the filling, i.e., the averaged number of
electrons per Moiré unit cell counted from the charge
neutrality. Owing to [, H] = 0 derived from the charge-
U(1) invariance of H, we can label the energy eigenstates
with definite filling v.

As the filling operator anti-commutes with CCs, P as
{#,CC2, P} = 0 (Appendix. A), we only need to study
v < 0. To be more specific, for any many-body en-
ergy eigenstate |y, g) of H with filling v and energy E,
CCq Pltpy, ) is an energy eigenstate with the same en-
ergy E and opposite filling —v. Then, if we obtain the
set of all othornormal energy eigenstates {|¢, v, E;)} with
filling v, {CCs, Pli,v, E;)} is the set of all orthonormal
energy eigenstates with opposite filling —v, and the two
energy eiegnstates have the same energy if they are re-
lated by C'Cy, P. Therefore, we only need to diagonalize
H for v <0, and we will adopt this simplification in later
calculations.

III. f—c¢—d MODEL

In this section, we construct the heavy fermion f—c—d
model for MATSTG. We start with the single-particle
f — ¢ — d model, and then project the Coulomb interac-
tion to the heavy fermion basis to obtain the interacting
Hamiltonian.

A. Single-Particle f — ¢ — d Model

We start with the single-particle f — ¢ — d model.

1. Review: f and ¢ Modes

We first discuss the construction of the f and ¢ modes
in the TBG part of the Hamiltonian. As shown in
Eq. (12), the TBG part Hy rpe is just ordinary TBG
with a v/2 scaling of the interlayer tunneling [142]. Such
rescaling can be cancelled by the same rescaling of the
energy unit. Thus, given any statement about the or-
dinary TBG with twist angle Orpg, the same state-
ment holds for Horpg with 6 satisfying sin(6/2) =
V2sin(0rpg/2) [142]. When @ is very small (e.g., around
the first magic angle), the condition can be approximated
by 0~ \/ioTBg.

According to Ref. [125], in the ordinary TBG, localized
heavy f modes and itinerant ¢ modes can be constructed
in each valley for each spin by mixing the nearly flat
bands with the four lowest (two above and two below the
flat bands) remote bands around I'y;. Owing to the cor-
respondence between the TBG part Hy rpg of MATSTG
and the ordinary TBG, we are also able to construct such
f and ¢ modes from Hy rpg. In the rest of this part, we
follow Ref. [125] to show such construction. The discus-
sion in this part is the same as that in Ref.[125], and
thus can be viewed as a review of Ref. [125].

First, the f and ¢ modes have the following expressions

f;’k’a’s = ng’k’@w [On.f.a(k)]g, for k EMBZ (34)
Qo

and

cj;,k:,ﬁ,s = Zw;’;,k,Q,d,s [an,c,ﬁ(k)]qg for |k| < A,
Qo

(35)
where o = 1,2, 5 =1,2,3,4, and A, is a small momen-
tum cutoff for the ¢ modes (small compared to the length
of the primitive Moiré reciprocal vectors). v, r.o(k) is a
smooth function of k € R? while keeping f;,k-s-G,a,s =
f;)k)ms with G' the Moiré lattice vector, and @, . g(k) is
a smooth function of k for |k| < A.. Here v, and u, .
are all in the eigen-subspace of the lowest six spinless
bands in valley n; v, ¢ belongs to the subspace for the
nearly flat bands (the remote bands) far away from I'y
(at FM)

f modes are exponentially localized functions with
physical symmetry representations (reps). Specifically,
we can define

1 .
flr=—= > e ®Efl . (36)
\/N keMBZ
where
Pt i i
P = Fhrnss Fykzas flwa) - (37)

The smoothness of v, (k) guarantees the exponential
localization, and the symmetry reps in Appendix. A sug-
gest that f, r creates two spinful p-like orbitals localized
at R. This is why the f modes are localized.
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FIG. 2. The single-particle band structures of MATSTG in the + valley for the parameter values in Eq. (44) and Tab.I. In
this figure, we use EUS. The momentum cutoffs of the BM-type model and the f — ¢ — d model are 24/7 and 2v/3, respectively.
(See Appendix. B for details on the f —c—d model.) In (a-d), we plot the band structure of the single-particle BM-type model
Eq. (2) in red, and the band structure of the single-particle f — ¢ —d model Eq. (54) in blue. £ is the energy difference between
the top and bottom layer generated by the displacement field. In (e-h), we replot the band structure of the single-particle
BM-type model Eq.(2) in (a-d), respectively. The colors of the points show the (square of the absolute values of) overlaps
between the Bloch states and the trial Wannier functions according to the color bar on the right of (h).

Now we construct the low-energy Hamiltonain of
Hy rpc based on the f modes and ¢ modes. First, note

that

U joos = 2 I easPnro®)]a,

a=1,2

4
+3 e g slines(R)ga0(A — [K]) + ...,

B=1

where “

...” labels the high-energy modes in the subspace

Hog,pc =

|k|<Ac

> e

k

spanned by 1[ Then, we can separate out the low-energy
part of Hyrpa,, (in the f and ¢ basis) as
Horpan = Homf+ Home+ Hoppet s (39)
where Hg, ¢c involves both f and ¢ modes, Hy, s only
involves f modes, and Hy, . only involves ¢ modes.

Based on the symmetry, the expressions of the low-energy
terms are

(38)
Hy, =0, (40)
02x2 Vi (Nkyo + ikyT2)
j,’k x ) Y ® SoCn ke (41)
Vi (kymo — 1kyTs) M,
[
and
[k|222

: (77'0 + vl (nkaTe + ky1y) V) (MkaTe — kyry)) ® soCy i + hec. (42)



M ~y Vs vl vy
-0.02678| 0.1265 | 0.7176 | 0.2711 |0.005768

M, B, By | B A
-0.1394 |-0.09818|-0.08583[0.08760| 1.407

TABLE I. Numerical values of the parameters in the single-
particle f—c—d model (Eq. (54)) for the value of 8 in Eq. (44).

where

P i
ke = (Cnkrs Gk,

i _f f f t

ks = (Co k1o Cpket s Cnk2. 0 Cnke2,y) (43)
t o t t t

kil = (Cn ks 1o Cpkes s Cnkat Cnkal)

and A\? is the Wannier spread of the f modes. Here we
choose Hy , s = 0 because the hopping among f modes
is very small (~ 0.1meV), and we only keep terms up
to O(k2) for Hy .. and Ho, s.. Owing to the zero ki-

netic energy of f modes, they are heavy. Here the fac-

LIEP . .- .
tor e~ 7 is added, since it is the coupling between

a wave-packet with spread A? and an itinerant electron
with momentum k. This factor can be neglected for small
k, but adding it allows us to choose a larger A. in later
numerical calculations.

To determine the values of the parameters, we need to
specify . Specifically, we choose

0 =1.4703° (44)

which is close to the first magic angle of MATSTG. In
the rest of this work, we choose Eq. (44) for all numerical
calculations unless specified otherwise.

44 A.) Then, by
projecting Hy rpc to the f and ¢ modes, we can get the
numerical values for the parameters in Eq. (40)-(42), as
shown in Tab.I.

Before moving to other parts of the f —c—d model, we
note that approximate analytic expressions exist for the f
modes. Explicitly, the f modes have general expressions
as

T _ 2 iR-AK; A ot
nR,a,s T /d TZE lw’ﬂala(r )wn,l ro,s

(45)
where
AKt = —q3, AKb =45, (46)
and
MB
wnalo’ \/“ Z Z i(k=Q)r U7I,f7 (k)]Qo
k €Q,,

(47)

with Q being the area of the Moiré unit cell, @, ; = Q,

and Q,p, = Q@_,. Symmetry properties of wmfa(r) are
listed in Appendix. A. The approximate expressions of
w, 1 (r—R) are
nalo
r 2
APPIOX (1) No 1 %e—ig
+1tA \[ \/m
R (48)
x az {5
TEN(r) = — 23 (a +iy)e
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and other expressions can be obtained by acting with
the symmetries on the basis. With Ny = —0.8193,
N1 = —0.5734, Ay = 0.7502 and A = 0.8001, we find the
overlapping probability between the numerical f modes
and the analytical f modes is at least 86% as varying mo-
mentum, meaning that the analytical f modes are good
approximations. By using the analytical expressions, we
find that the low-energy bands of MATSTG are domi-
nated by the f modes, as shown in Fig. 2(e-h).

2. d Modes

The low-energy Dirac modes are just dJr hp With small
momentum |p| < Ag4, where Ay is the small momentum
cutoff for the d modes. Then, the corresponding low-

energy model of d modes is

lp|<Aq
HO dn = Z d Upszz +py0y) ® 50 dn,p s (49)
where
T T T T U
dn, (dn,nA T’dnpAL’danT’dani) (50)

8. f—d Coupling Around nKwm

The displacement field would couple f/c modes to d
modes. The leading-order coupling should happen be-
tween f and d modes around nKjy;. This is because, at
€ =0, d modes cross with the nearly-flat bands around
nKyr in valley 7, and the nearly-flat bands around nKy
are purely given by f modes. (See Fig.2(a,e).)

Based on the symmetry reps in Eq. (A24) in Sec.ITA,
the leading-order coupling reads

|pI<Aq

\pl A2 .
Hon,ra = Z e f; nkntp M1E(To +niT2)s0 dyyp
p
+ h.c.,
(51)

where the p-dependent terms are small (and are ne-
glected) since the rep of Hy ¢ in the original basis is mo-
mentum independent. (See Appendix.B1 for details.)
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Again, we add the factor e~ “5 4o allow a larger Ay

in later numerical calculations, in the same spirit of the
factor for the ¢ modes [125]. By projecting Hp ¢ to f and
d at nKy;, we can get the numerical value of M; for the
6 value in Eq. (44), as shown in Tab.I. Interestingly, the
value of M; can also be estimated by the approximate
analytical expressions of f modes in Eq. (48), resulting

m
N(] W)\%
My =~ —1\/——=-0.1 2
) 2\/9 0.1397 , (52)

which is quite close to the numerical value, suggesting
the good quality of the analytical approximation.

4. f—d and c —d Couplings around I'

We did not yet include a c—d coupling, since we focused
on the 7Ky, where ¢ does not appear at low energies. To
make our model more precise, we add the c—d (as well as
f—d) coupling around T'y;. The forms of those couplings
are tedious, and we find that a more convenient way is to
include them as corrections to the low-energy TBG part
(i.e., Eq.(40)-(42)). Such corrections can be obtained
by using the perturbation theory, since the f — d and
¢ — d couplings are small compared to the gaps between
f/c modes and d modes around T, as elaborated in Ap-
pendix. B2. As Hy ¢ has lower symmetries than Ho rpa,
the correction would bring in terms that break the ex-
tra symmetries of Hy rpg. Nevertheless, we numerically
find that those terms that break extra symmetries can be
neglected without affecting the precision too much. As
a result, the correction due to terms that preserve the
extra symmetries can be incorporated by performing the
following replacement in Eq. (40)-(42)

¥ =+ B, vl -+ BnE*, M — M+ ByE? .
(53)

We can directly obtain the values of B, B,» and By, for
the 6 value in Eq. (44) from the perturbation methods,
and show the results in Tab. 1.

5. Single-Particle f — c— d Model

Combining Sec.IIT A 1-IIT A 4, we arrive at the single-
particle f — ¢ — d model as

H§' = Ho g+ Ho e+ Ho g pe+Hoga+Hopga » (54)

where Ho ., r, Hope and Ho, ¢ are Eq. (40)-(42) with
the replacement in Eq. (53), Ho,.q is in Eq. (49), and
Hop.¢q is in Eq.(51). With the parameter values in
Tab. I, we plot the band structure of Eq. (54) in valley +
in Fig. 2(a-d). We find that the bands of Eq. (54) match
those of the single-particle BM-type model Hy in Eq. (2)
very well for 0 < £ < 300meV and for the energy window

[-50meV, 50meV] (in EUS). The details on the numerical
calculation can be found in Appendix. B.

Before moving to the interacting part of the f —c—d
model, we comment on the difference between our heavy
localied f modes and the heavy modes mentioned in pre-
vious works [135, 176] on MATSTG.

First, we emphasize that our heavy localized f
modes are not the heavy modes mentioned in Ref. [135].
Ref. [135] directly refers to the nearly flat bands in TBG
part as the ultraheavy quasi-particles: however, these
cannot be localized if physical symmetry reps are re-
quired due to the nontrivial topology of the bands. On
the other hand, our f modes are localized, since the Wan-
nier obstruction has been broken by mixing the nearly-
flat bands and the remote bands in the construction.

Second, although the heavy-fermion physics in MAT-
STG was also discussed in Ref.[176], the heavy modes
in Ref.[176] are different from our heavy localized f
modes. In Ref. [176], the dispersionless localized modes
are phenomenologically constructed by coupling the TBG
nearly-flat bands to the Dirac modes at a relatively large
displacement field. It is not clear whether their construc-
tion can be applied to small displacement fields, since at
zero displacement field, the TBG nearly-flat bands are
decoupled from the Dirac cones, and cannot be directly
treated as localized modes due to their nontrivial topol-
ogy. Our dispersionless localized f modes are constructed
by combining the TBG flat bands with the remote bands
around I'yr, which does not rely on the displacement field.
One manifestation of such differences is that the heavy
modes in Ref. [176] have in total 4 flavors per Moiré unit
cell and couple to dispersive modes around My, while
our heavy f modes have 8 flavors per Moiré unit cell
and couple to dispersive modes around I'y (and around
nKy via the displacement field).
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B. Interaction among f, c and d Modes

We now discuss the interaction among f, ¢ and d
modes, which is derived by projecting the Coulomb in-
teraction to the f, ¢ and d modes.

1. Review: Interaction Among f and ¢ Modes

Both f and ¢ modes are constructed solely from the
TBG part of the model. Therefore, the interaction
among f and ¢ modes should have the same form as those
in Ref. [125], which we will review in this part. More de-
tails can be found in Appendix. C.

First, for the interaction among f modes, the leading-



order term is the density-density interaction, which reads

U
Hinry = =D ps(R) = py(R) -
R
U |IR—R'|=|an 1| (55)
LS )

R,R

where pr(R) =3, ;,R,oz,sfanv’lyS' The expressions
of Uy and Us can be found in Appendix. C. In Eq. (55), we
neglect the density-density interactions of further ranges,
as they are exponentially lower owing to the localized
nature of the f modes.

Second, the interaction among ¢ modes turns out to
have the Coulomb form to the leading order as

1
Huntve =5 [ @rdrVie =) pu(r) s pu(r') 5, (50)

where pc(r) = ZB pCﬁ(r)a pC,ﬁ(T) = Zn,s 61777',57507],7",[3,87
and

1 [p|<Ac
T _ —ip-r T
c = — e c . 57)
17,8, / Z n,p,B3,s (
A D

Third, the interaction between f and ¢ modes has two
non-negligible terms. One term is the channel-resolved
density-density interaction as

Hint,W,fc = QZ WB : ,Of(R) :: pc,,@(R) : (58)
R,B

with W, = Wy and W3 = Wy. The last term is

Hin = =220 STt 4 (4)+)

R nasn’a’s’

) N .
: n,R,a,sfﬂl’Rﬂ/»S' . cn’,R,a’JrQ,s’cﬁyRyaJrZS Co
(59)

The interaction only occurs at the Moiré lattice positions,
which is consistent with the fact that f modes are local-
ized at Moiré lattice positions. The expressions of Wj
and J can be found in Appendix. C.

2. Interaction Among d Modes

Inherited from the total Coulomb interaction, the in-
teraction among d modes is given by the Coulomb form

1
Hintva =5 [ Erdr'Vir=r') s pa(r) s palr’) -, (60)

where pd(r) = Zn,g,s d%,r,o,sdm"’,ms and di},r,a,s =
<Ad —ip . .
ﬁ Z‘:‘— ‘ePrdl . which becomes dy s in the

limit of Ay — oo.

Unit U1 U2 W1 W3 J Wfd
Eq. (1) 0.3523(0.02388(0.3409|0.3761|0.09337|0.3647
EUS (meV)| 91.50 88.54 | 97.67 | 24.25 | 94.71

6.203

TABLE II. Numerical values of the parameters in Eq. (63).
Values in the second line of the table is in the unit system
specified in Eq. (1), while those in the third line are in EUS.
More details can be found in Appendix. C.

8. f—d and c — d Interaction

We find that the interaction between f and d modes
and the interaction between ¢ and d modes are both in the
form of density-density interaction in the leading order,
as discussed in details in Appendix. C. Specifically, we
find that the leading-order interaction between f and d
modes reads

Hint,w,fa = QWpa Z pf(R) :: pa(R) : (61)
R

and the leading-order interaction between ¢ and d modes
has the Coulomb form as

Hint viea = /d2rd2r’V(r —7'):pe(r) = palr’) o . (62)

The expression of W4 can be found in Appendix. C.

4. Total Interaction

The total interaction among the f, c and d modes is the
sum of Eq. (55),(56),(58),(59),(60), (61) and (62), which
reads

Hj,ey{tf = 4nt,U + Hint,V,c + Hint,W,fc + Hint,J

(63)
+ Hintvia + Hint viea + Hine,w, fd

We numerically evaluate the values of the interaction pa-
rameters, and the results are listed in Tab. II. Among the
interaction strengths, we can see that the largest energy
scale is 90 ~ 100meV in EUS. We have , Wi, Wey
and U; at this scale. Unlike Ref.[125], W3 is slightly
larger than U; here, since the gate distance is not scaled
by 1/4/2 for MATSTG compared to that in Ref.[125].
(See more details in Appendix. C.) Moreover, W, is also
slightly larger than U; here. Nevertheless, we would ex-
pect that the onsite repulsive interaction U; among f
modes is the dominant interaction channel at low ener-
gies, since U; only involves the f modes (which dominate
in the low energy), while , W3 and Wy, involve the ¢
and d modes with relatively higher energies.

C. f—c—d Model For MATSTG

The f—c—d model for MATSTG is just the sum of the
single-particle part Eq. (54) and the interaction Eq. (63)



as

Hyeq =Y HeW +HI . (64)
n

This is the low-energy model that we propose for MAT-
STG with only Coulomb interaction. The single-particle
band structure (Fig.2) already shows that the f —c—d
model well captures the single-particle physics of MAT-
STG for £ € [-300,300]meV and for the energy window
[—50,50lmeV in EUS. Since the largest energy scale of
the interaction is Uy ~ 100meV, the energy window cor-
responds to [—U; /2, Uy /2], covering the main low-energy
modes affected by the interaction. Therefore, we ex-
pect the f — ¢ — d model Eq. (64) to work for the speci-
fied £ range and energy window even at the many-body
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IV. NUMERICAL HARTREE-FOCK
CALCULATIONS

With our model (Eq.(64)), we perform numerical
Hartree-Fock calculations for v = 0, —1, —2. We will not
study the positive fillings since they are related to the
negative fillings by CCy,P as discussed in Sec. IIC.

Similar to the TBG case [125], the initial states that
we choose for the Hartree-Fock calculation have the fol-
lowing general form

Winitial) = [ | fRCifhGe - - fhCary [Fermi Sea) , (65)
R

level. We will perform Hartree-Fock calculations with
the model in the following section. where
T (gt T T T T T T T
fr= (f+,R,1,T7 feriv i roer frrop fo R T2 R R2 flray) s (66)

each of (3, ..., (44, has eight components, e.g.,

)
)
)
Gz (67)
)
)
)
)

M =Y ras (@)as » (68)

n,x,8

and |Fermi Sea) is the half-filled Fermi sea of the free
¢ and d modes. (See the choice of the initial states in
Appendix. D 2.) Eq. (65) means that we specify different
initial states by specifying different combinations of the
f modes, i.e., specifying

¢=(¢ & o ) - (69)

We can do so because the f modes and its onsite interac-
tion dominate the low-energy physics as discussed in the
last section. By using Eq. (65), we perform self-consistent
Hartree-Fock calculations for v = 0, —1, —2, and the re-
sults are summarized below and shown in Fig.3. (See
details in Appendix. D.)

(

As shown in Fig. 3(a,d,g), for all the considered fillings,
increasing the displacement field £ would lead to a phase
transition, at which the ground states lose intervalley co-
herence.

For v = 0, the low-£ ground states are the Kramers-
intervalley-coherent (K-IVC) states, while there are four
types of competing ground states at high &£, namely
Chern states (Ch = £2), half-Chern states (Ch = +1),
valley-Hall (VH) states and Cy7T -invariant states, where
“competing” means that the differences in their ground-
state energies are beyond our numerical resolution, VH
refers to the state with nonzero valley Chern numbers but
zero total Chern number, and Ch stands for the Chern
number. The low-£ states are metallic, while the high-&
states are insulating. (See Fig.3(b,c).)

For v = —1, the low-£ ground states are a combination
of valley-polarized (VP) and intervalley-coherent (IVC)
states, while there are three types of competing partially-
valley-polarized (PVP) ground states at high &, where
PVP means that one valley has one more electron than
the other valley per Moiré unit cell and the state has
no intervalley coherence. PVP is “partial” because the
VP state for v = —1 should have three more electrons in
one valley than in the other. Both the low-£ and high-&
states are metallic. (See Fig. 3(e,f).)

For v = —2, the low-£ ground states are K-IVC states,
while there are four types of competing ground states at
high £&—two types of VP states and two types of valley
unpolarized states. Both the low-£ and high-£ states are
metallic. (See Fig.3(h,i).)

All these self-consistent Hartree-Fock results obtained
from our f—c—d model (Eq. (64)) are generally consistent
with previous numerical results in Ref.[149, 152, 156],
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FIG. 3. This figure shows the numerical Hartree-Fock results for MATSTG based on Eq. (64), where (a-c) are for v = 0, (d-f)
are for v = —1 and (g-i) are for v = —2. (a,d,g) shows the intervalley coherence of the Hartree-Fock ground state as £ varies,
where the zero (nonzero) value corresponds to the absence (presence) of the intervalley coherence. The solid line is given by
the self-consistent Hartree-Fock calculation, while the dashed is the one-shot result. (b,c,e,fh,i) are the Hartree-Fock band
structures of the ground state (or one of the competing ground states) at the corresponding filling and &, plotted with the
density matrices given by the self-consistent Hartree-Fock calculation.

verifying the validity of our f — ¢ — d model. Moreover,
our calculation finds some high-€ ground states (like the
half-Chern states for v = 0) that are missed in Ref. [149,
152, 156], meaning that our calculation actually refines
the previous results [149, 152, 156].

In particular, we find that the phase transitions charac-
terized by the loss of intervalley coherence (Fig. 3(a,d,g))
can be qualitatively captured by the one-shot Hartree-
Fock calculation, where “one-shot” means only perform-
ing the first step of the iteration, which is numerically
simple to do compared with the full self-consistent cal-
culation and can even be done analytically as discussed
in the next section. Furthermore, we find that the com-
peting energies of the high-£ ground states can be pre-
cisely captured in the one-shot Hartree-Fock calculation.
Therefore, our choice of the initial states in Eq. (65) are
considerably close to the final Hartree-Fock ground states
given by the self-consistent Hartree-Fock calculation, ver-
ifying the fact that the f modes and their onsite repulsive
interaction dominate the low-energy physics.

D2
D2

V. ANALYTICAL UNDERSTANDING

In this section, we provide an analytical understand-
ing for the key numerical results in Sec.IV. As discussed
at the end of Sec.IV, the one-shot Hartree-Fock calcu-
lation (i) can qualitatively capture the phase transition
between states with and without intervalley-coherence
(Fig. 3(a,d,h)) and (ii) can precisely capture the compet-
ing energies of the several found high-£ states. Therefore,
we will use the analytical one-shot Hartree-Fock Hamil-
tonian of the f — ¢ — d model (Eq.(64)) derived from
the expression of the initial states (Eq. (65)) to answer
two questions: (i) why the states without intervalley co-
herence are favored at high £, and (ii) why those high-&
ground states have nearly the same energies.

Let us start with the first question: why the states
without intervalley coherence are favored at high £. Since
we care about high &, let us consider the limit where &
is infinitely large. The validity of this assumption will be
discussed right beneath Prop. 1. The low-energy itinerant
modes are mainly around I'y; and £Ky;. In the following,
we will look at =Ky first and then look at I'y.

We want to minimize the total energy of all the oc-
cupied states at Ky and —Kyg, which is labelled by
Eix,. To do so, let us define (,. We know (; (with
I =1,2,...,4+v) in Eq. (65) has eight components as



(¢i)nas, where n, a and s are indices of the f modes. We
define ¢, as a 4 x (4 + v) matrix such that ((,)as; =
(¢1)nas, which means that

G+
¢= . (70)
(_

Then, as elaborated in Appendix. E 2, in the high-£ limit,
the one-shot Hartree-Fock Hamiltonian at nKy; of MBZ
to the first order of |U; /€| (up to unitary transformation
and total energy shift) reads

€ollaxy
€1lax4
v(Uy 4+ 6U2) 1454
X0 1|2 1
7 ® (CWCT - 5)
- X117 ! 7
C*’?Cin B %
(71)
where
v(Uy + 6Us) V2M,E
Xy = €y Xy » (72)
V2MiE Wiy
v=0,1, x is real, and
V(Ul + 6Us + Wfd)
€y =
2
V(Ul + 6U2 - Wfd) 2 (73)
+(=) { 5 +2M2E2 .

(See Appendix. E2 for details.) Since the chemical po-
tential can be estimated as p ~ v(U; 4+ 6Uz) (f modes
give the filling) as discussed in Appendix. E2 (also in
Ref. [125]), the occupied states of the approximated
Hamiltonian in Eq. (71) are all eigenstates of

1

[e1 — v(Uy + 6U3)|Tgxq — U1|X1,1\2(Cn§]; - 5) (74)

and all negative-energy eigensstates of

UG - ) (7)

for both n = £, where we have subtracted the chemical
potential. The total energy of these occupied states give
E.x,, to the first order of |U;/€|.

Now let us minimize Fik,,. To express Fik,,, we use
A (i=1,2,...,8) to label the eigenvalues of

¢l

¢! o
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Then, we can choose A\; > Ay > ... > A\, > 1/2> N\ppq >
... > Ag without loss of generality, resulting in

E:I:KM = 8[61 — I/(Ul + 6U2)} — U1|X1’1|21/

n 1 77
U0 3) +OHE). 0
where we have used
> TH[Gy¢l] =TT =4+ v (78)
n

To proceed, we note that \; € [0,1] and Z?Zl Ai =
4 4+ v. Then, we know

4+ v

E:tKM > 8[61—U(U1+6U2)]—U1|X1’1 2I/—le

(79)
As elabrated in Appendix. E2, it turns out that the
equality happens if and only if

;
Gt =~ diag(1,1,...,1,0,0,...,0) ,  (80)
¢t —
4+v 4—v

which is equivalent to C+Ci = 0 (i.e., zero intervalley co-
herence). Here = means being equal up to any unitary
transformations. Therefore, we know F,k,, is minimized
if and only if the intervalley coherence of the state van-
ishes.

Now we turn to the I'yy point. As discussed in Ap-
pendix. E2 (and also in Ref.[125]), the main origin of
the symmetry breaking is the J interaction term, which
appears in the diagonal block of the one-shot Hartree-
Fock Hamiltonian for cltlrz, expressed as vW3 + hrr,.
In our case, hr,r, reads

hF1F2 = M’I]()O'wSO

J
) (n:0050¢( 0050 + M00250(( 0050 — Lsxs)
(81)

where M = M + ByE2%. Since we consider the high-&
limit, we have |M| > J. Then, the energy difference be-
tween different states given by hAr,r, should be of order
J, which is generally much smaller than the energy dif-
ference at £Ky; which is of the order U;. Therefore, we
should only focus on the states with lowest Fik,,, i.e.
states with zero intervalley coherence. In other words,
the discussion at +Kjy; already suggests that only states
without intervalley coherence should be favored at large
E.

To further pick out the high-€ ground states among
all states without IVC, let us minimize the energy at I'n.
Since we are considering the high-€ limit, we have |M| >
|v(U1 46Uz —W3)|. Then, by minimizing the total energy
of all the occupied states of vWs5 + hp,p, (i.e., states
of hr,r, that are energetically lower than v(U; + 6Us —

+O(UR/E) .



W3)) while keeping the intervalley coherence zero, we find
that the energetically favored states are (and only are)
the states whose (¢ (up to U(2) x U(2)) are also spin-
diagonal with 4 + v diagonal blocks (labelled by valley
and spin) being (op + 0,)/2 and 4 — v diagonal blocks
being zero. (See details in Appendix. E2.) Eventually, we
arrive at the following rule for the high-€ ground states,
which resolves the first question raised at the beginning
of this section.

Proposition 1. For v = 0,—1,—2, at the one-shot
Hartree-Fock level, a state is energetically favored at high
E if and only if its CCT, up to U(2) x U(2), is spin-valley
diagonal with 4+v diagonal blocks (labelled by valley and
spin) being (o9 £ 0.)/2 and 4 — v diagonal blocks being
zero.

Now let us discuss the validity of the derivation that
leads to Prop. 1. We know that the derivation is done in
the limit that £ is infinitely large, which seems to contra-
dict the fact that the f — ¢ — d model is valid within & =
300meV (EUS), since |[v2ME| ~ U; for £ = 300meV.
However, we show in Appendix. E3 that the derivation
should still be valid for v = 0 at £ = 300meV, since the
quantities required to be small in the derivation are still
small for v = 0 at £ = 300meV. Although the derivation
is not entirely reasonable for v = —1, —2, we find that
Prop. 1 is consistent with the self-consistent Hartree-Fock
calculation for v = —1, —2. Specifically, we numerate all
initial states that satisfy Prop.1 for v = 0,—1,—2, and
we find that they all become high-£€ ground states in
the self-consistent Hartree-Fock calculation discussed in
Sec.IV.

Before proceeding to the second question raised at the
beginning of this section, let us provide an understand-
ing of the appearance of the phase transition with grad-
ually increasing £. In the earlier part of this section, we
have shown that the Hartree-Fock Hamiltonian at £Kj
should favor states without intervalley coherence at high
&; on the other hand, Ref. [125] suggests the TBG part
around I'y; should favor states with nonzero intervalley
coherence. Then, the transition should be a result of the
competition between I'yy and +Ky;. To make it concrete,
let us consider ¥ = 0 and treat £ perturbatively, to con-
sider the case where &£ is gradually increased. We focus
on the competence between K-IVC and Chern states. By
using second order perturbation, we derive the effective
energies for the two states at Ky as

|p|<Aq
K-IVC,y=0 __
EiKM =—4 E |p|
P

Ip|<Aq
_ 16MAE4
Ch,v=0
Eigy =4 Z \/ Ipl* + Ulé
P

(82)
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and at I'y; as

|[k|<Ae
K-IVC,v= ~
e M [(CRaT e
k
+\JUE+ 1600kl + R
|k|<Ac
BT == 3 ) [\/Uf + 16|v,p|> + z\/Ul2 - 1652] ;
k z==%

(83)

where & is treated perturbatively. (See Appendix. E5 for
details.) Then, the total effective energies are

K-IVC,v=0 K-IVC,v=0 K-IVC,v=0
E sV = F sV + E sV

eff T'm +Knm
84)
Ch,v=0 _ ~Ch,v=0 Ch,v=0 (
Ecrt =Er, +Elx, -
As elaborated in Appendix.E5, at £€ = 0, we have
ngjlfVC7V:O < ESh,u:O since E:I;(IXC’U:O _ Ei?{';\fo
and EIE('IVC’”:O < Elgh’”:O. Moreover, at £ = &,
M M

(~ 294.816meV in EUS) that satisfies v + B,£2 = 0, we

K-IVC,v=0 Ch,y=0 . K-IVC,v=0 Ch,v=0
have Eeff > Eeff since EjEKM > EiKM

and E?;VCW:O = Elgg’yzo, demonstrating the existence
of the transition (as increasing £ from £ =0 to £ = &,).

Combining the low-& with the high-£ picture, we arrive
at the following picture. At low &, I'yy dominates and
favors nonzero intervalley coherence. At high £, +Ky
dominate and favor zero intervalley coherence, and the
secondary I'y effect picks out specific states among all
states without inter-valley coherence.

Now we turn to the second question: why the nu-
merically found high-£ low-energy states have compet-
ing energies. We answer this question by showing that
those high-& states have exactly the same Hartree-Fock
energies at the one-shot level. At the one-shot level, we
find (Appendix. E4) that the Hartree-Fock Hamiltonian
is block diagonalzied in spin and valley for all the high-
& ground states for v = 0,—1,—2. Interestingly, the
one-shot Hartree-Fock Hamiltnoians for different types
of states are related by performing spinless version of
C>T, noted as CoT, or spinless TR symmetries on cer-
tain blocks. Taking VH and Chern states at ¥ = 0 as an
example, we have

HAOS = g% {9 HA P+ HAPS—EQS | (85)
where A =VH and Chern, and OS is short for one-shot,
E$? depends on the initial states only through the filling,
and HChem05 ig related to HYHOS as

HChern,OS — HX?,OS + HXﬁ,OS + CQTHY}%’OS(CQ?)_l
+ CQTHY}:IL’OS(CQT)_l .
(86)

Therefore, the one-shot Hartree-Fock energies are exactly
the same for the high-& ground states with the same fill-
ing. (See Appendix. E4 for more details.)



Before concluding the paper, we compare and contrast
our analytic discussion to those in Ref.[152, 156, 175]
Instead of choosing the f — ¢ — d basis in our work,
Ref. [152, 156, 175] chose the TBG nearly-flat bands and
the Dirac cones as basis for the analytical discussions. As
a result, Ref.[152, 156, 175] did not give a general sim-
ple analytic rule for high-& states as Prop.1 or simple
symmetry argument for competing energies as ours, in-
dicating the great simplification brought by our f —c—d
model. Furthermore, Ref. [152, 156, 175] do not provide
an understanding of the appearance of the transition; the
simple picture of the heavy fermion model explains the
transition based on the competition between the energies
at 'yt and +£Ky; points.

VI. CONCLUSION AND DISCUSSION

In conclusion, we construct an effective heavy
fermionic f — ¢ — d model for MATSTG with local-
ized heavy f modes and itinerant ¢ and d modes. Our
f — ¢ — d model can reproduce the previously-obtained
single-particle band structure of MATSTG in the energy
window [—50meV, 50meV] and for displacement field £ €
[0,300)meV in EUS. Our f — ¢ — d model can also repro-
duce and refine the previous numerical Hartree-Fock re-
sults for v = 0, —1, —2. Remarkably, based on our f—c—d
model at v = 0,—1,—2, we propose a simple analytical
rule for the high-€ ground states, which explains the gen-
eral loss of intervalley coherence observed in numerical
results, and we find analytical symmetry arguments that
explain the completing energies of the nearly-degenerate

J
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high-£€ ground states.

For experiments, we predict that at charge neutral-
ity and high displacement fields, Chern gaps for Ch =
+1,4+2 can be observed by scanning tunneling micro-
scope in the presence of an out-of-plane magnetic field. In
particular, we predict that Ch = +2 gaps should be most
pronounced, since our arguments in Appendix. F show
that the orbital effect of the magnetic field can lower the
energy of the Chern states.

We leave a more detailed
study of such prediction for the future. Our work both
generalizes and puts on firmer footing through analyti-
cal reasoning the applicability and the importance of the
topological heavy fermion model in naturally explaining
the emergence of Coulomb interaction-driven correlated
phases in Moiré multilayer graphene systems.
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Appendix A: More Details on the Basis of the Hamiltonian

In this section, we provide more details on the basis of the Hamiltonian and the furnished symmetry reps.
Let us use £K to label the two graphene valleys with K = 4—’;(1, 0) in EUS. (Recall that EUS is the unit system

3a

in which A is the length unit and meV is the energy unit, as discussed at the beginning of Sec. II.) Given a single

graphene, its electron basis near +K reads

i(xK+p) (Ra+7s) .t

(A1)

CRG+7T0,5

+ 1
C:I:K+p,a,s - Z e
vV Ng o

where N¢ is the number of lattice points for graphene, R labels the Bravais lattice points of graphene, 7, labels
the vector for the sublattice, and CEG 4r,.s Creates an electron with p, orbital and spin s at Rg + 7,. We note that
¢ here is for the electron basis of the original graphene following the notation in Ref.[125], not to be confused with
the ¢ modes in Eq. (35).

Now we rotate the graphene by a generic angle 6 counter-clockwisely about the out-of-plane axis (denoted as Cy)
and shift the graphene along the out-of-plane axis by d., we have
i£6 (A2)

' i1t -
Ta.Cocreyr,Co T, = Co. cy(Ratrs)®

and

i(:l:C@K+C'9p)-(C9RG+CgTU) T —isz9

t —1p—1 _
Ta.CochkipoCo Ty = Cd.,CoRc+Com,€ °

1
=D ¢
Ne CoRc
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where we define

T — (T T
CRo+1s — (CRGJrTa,T’ CRG+TU7~L) (A4)

T _ (At T
Cikipo = (Cikipot Cikipoy) -
We can then define

1 Y KR (CoRatCoro) o

T _
c -
d;,0,£CoK+p,0,s / d»,CoRc+CoTs,s
Ne &R, (A5)

CIl 0,+CoK :(CL 0,+CoK-+p,A »CT 7CT 7CT )
2,0,£2CoK+p 2,0,+2CoK+p,A, 17 ~d,,0,+CoK+p, A, ~d,,0,+CoK+p,B,1 “d,,0,£CoK+p,B,|

which gives
T . + —1p—1 iz
Ca. 0.+CoK+Cop = La. Cocix, pCq Ty "00€ 27 . (A6)

Based on Eq. (A6), we clearly see that the symmetry reps of Cs, Co and T symmetries are the same for 02z79i09K+p70,3
and CI)’O, LK ip.o,s SiDCE Cs, Cy and T commutes with Cy and Tj;,. The symmetry reps of m, are also the same, except

that d, is flipped by m, in c:;z’@’iceK+p’ms. Specifically, we have

t -1 _ 7 +i2ro
Cscq. 0 +0,k1p03 = Ca. 0 4CoK1CspC 50

1 -1 _
Cacy, 9. +0px4pC2 = Ca. 050K —pTa50 (A7)
t -1 _ :

Teq, 0 +00x4pT = Ca. 050K pT0iSy

T -1 _ .t
M=Cq_ g 20k4p™s = Cla, 0, +0oK+p(—0050) -

(Recall that C3, Cy and m, are defined to be spinless operators.) The lattice translations for 022,9, +CyKip.o DOW
becomes

T -1 _ T —i(£CoK+p).CoRg
ToyraCa. o, +0ok 19T CoRG = Ca.0. 400K+ p° : (A8)

Now we take the continuum limit, i.e., treating the graphene lattice as a continuous media. Then, Cy Rg — r with
r taking continuous values in R?, £CyK and o become internal degrees of freedom, and p now also takes values in
R2. Specifically, we have

T T
Cd.,0,4+CoK+p,o,s  Cd.,0,4CoK,p,o,5 * (A9)

Symmetric reps of c:;z 0.4CoK.po.s 0 czlz 0.+CoK1p.os are exactly the same as Eq. (A7) for C3, Cy, T and m,. The

. . t .
translation operation of Cd. 0,+CoK,p,o,s becomes continuous as

T -1 _ f —i(£CyK+p)r
Treq, 0400k poslr - = Ci. 0, 405K p.o.s© : (A10)

1/)2;77,7l70ys in Eq. (4) is defined as
Yl = (A1)

n,r,l,0,s dz,1,01,mCo, K,r,0,5 7

where 0; is the twist angle for the ith layer, d. ; is the position of the [th layer along the out-of-plane axis, and

t _ 1 S e
c =— > ¢ ¢ . (A12)
d,,0,£CoK,r,o,s / d.,0,£CeK,p,0,s
A P
Then, we have
T —1 . 7i7](C9 K)-’r‘(]
TT0¢7777‘J7U,8T7‘0 - djn,’r-{-'r‘oJ,a,se ! . (A13)

Eventually, based on Eq. (9), we know that K, in Eq. (16) are determined by K; = C_g,2K and K, = Cy /5K, since
we choose 01 = 03 = —0/2 and 6, = 6/2.



We define

i i i i
Yot = D i as Vi O rim Vi)

and define wT 7 and dT » by Eq. (9)-(10). Then, Cj5 is represented as

C ot _ it oMoz Zx s

Sw'q,r l wT],Cg"' l 0
t -1 _ gt nic.2F .

ng C dn Car € 380 ;

CsT is represented as

027-{/;;’71’;(027-)71 = @7,477 018y
CoTdl) (CoT) ™t =d _, ouisy ;

we can define an effective Cy, as

ol (Co) =30 (s [
2 e V2T L T O 100 1

v T
C?a: (C2m) - din Copr 0zS0

we can also define an effective P as

0 -1

10/
vl

nrl ZwT—rl’n

Pd} P~ =nd'

—1,—7

then Cs, P is represented as

O PU! (Co0P) =00 (D050

7,—Cagr,l
CQdeL;p(CQzP)_l = dq,—Chr NoxS0

with (—=1)* = —(=1)’ = 1 and Cy,7 = (x, —y)7T; the rep of Tg is in Eq. (16); T is represented as

T T_ —wT ~0’018y

n,m,!

'Td:erf = dT_mr ooisy ;
C is represented as

cyl Tt =9l -

n,r,l

- T
cdf .t =d},

with C? = 1. The symmetry reps in the momentum space can be naturally obtained by using Eq. (21).

The symmetry properties of : p(r) : are

Tiplr): Tt = p(r):
Gy : plr) : O3 =: p(Cyr) -

16

(A14)

(A15)

(A16)

(A17)

(A18)

(A19)

(A20)

(A21)

(A22)
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Combined with the fact that p(r) is invariant under the spin-charge U(2) in each valley, we have

[T, Hint] = [C3, Hint] = [C2T, Hint] = [mz, Hint]
= [TRa Hznt] = [C21P7 Hznt] = [Ca Hznt] (A23)
=[U(2) x U(2), Hine] =0 .
The symmetry reps of f and c are particularly important for deriving the low-energy effective model. The relevant
high-symmetry points in MBZ for Hyrpg are I'm, Ky, and My (shown in Fig. 1). Based on the origin of the f
modes, we know that the symmetry reps of f should carry the symmetry reps of the nearly flat bands at Ky and

My, and carry one 2D irreducible rep (irrep) of the remote bands at I'y;. According to Eq. (34), the symmetry rep of
f is determined by the form of vy, ¢ (k). Then, we require v, ; to guarantee the following the rep of f

CoT £} 1 (CoT) 7 = [l sy
Csfi,k(CS)_l = fi7c3k€i”2%80
szkaCz;l = flychkTmSo
Pflka_l = fly_kiTzso

Tnfl (T = fL o oo

L =TF T 'ro(-isy) -

(A24)

The spinlesss parts of the reps here are the same as those of f in Ref. [125], except the extra e~ {(EvFa2)-E factor in
the rep of translation, which will be discussed carefully below. Furthermore, to guarantee the exponential decay of

the Wannier functions of f modes, we have to require v, s to be smooth while keeping
[On.1.0(k + G)lQs = [Un,1.0(k)lQ-co - (A25)

The existence of such smooth v, s is numerically verified in Ref. [125]. Note that the 2D irrep carried by fi r,, is just
the spinless T's if we only consider D3 (spanned by C3 and Cy,) [177].

Now we show that the extra e '(Ev+22) "R factor of f modes under Moiré lattice translations (shown in Eq. (A24))
can be safely neglected for any values of angle, similar to Ref. [125].

First, we show under certain special values of the angles, we can make K + g4 a Moiré reciprocal lattice vector,
and thus e~ (Ev+92)-R hecomes 1. Combined with Eq. (6), Eq. (17) and Eq. (20) , we have

Ky +qy € by1Z+ by pZ

& é(cot(()/?) — /3, 0) € { <\{)§/1,1 +/3n,, 27“)

ni, Ny € ZZ} (A26)

1 1
5 cot(6/2) — ;\ﬁ) € V37 .
Therefore, we can choose 0 to satisfy

1 0 Ve
— cot () V3 — 0mod V3 (A27)

2
such that e (v +92)'R hecomes 1.
Second, even if § does not satisfy Eq. (A27), we can define an operation as

YflWYr' = f)enota) R’ (A28)
where Yg belongs to the valley U (1), which is obeyed by the system. Then, we can redefine YrTRr as the new lattice
translation, which does not has the e~ (Eo+492) B factor in Eq. (A24). This is what was done in Ref. [125].

For the convenience of the derivation in this study, we simply choose 6 to have the value in Eq.(44), which
approximately satisfies Eq. (A27). Nevertheless, Eq. (44) is not required for omitting the e~ Ko+a) R factor of the
lattice translation in Eq. (A24).
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At Ty, the remote bands have one remaining 2D irrep (also corresponding to I's of Ds) of the remote bands at
'y, and the near-flat bands have two 1D irreps (corresponding to I'; and T'y of D3). They should be carried by the
¢ modes. As a result, the reps furnished by the ¢ modes are

CoTel (Gt =cl | is,,

Cacl (Ca) ™ =l o, 50

C’gxcj_,kC’Q_ml = CL,szk 50 (A29)

—ir,

P Pt=c | T |

—ir,

TRCT,_ kTIEl _ CL ke*i(KbHJerk)'R

=Tl T u(—isy)
where ¢ = (c! ol ), cf = (! ¢ ), and ¢f = (c! ¢l ,). Note that carries the

n.k n,k, 'z “n,k,I'1 T2 /7 “n,k,Ts .k, 1 “k,2/ .k, 112 n.k,3 k.47 0,2,y,2
index « for f;k and carries the index 3 for cj]’k’m and cn’k’rlrz. According to Eq. (35), Eq. (A29) is guaranteed by
choosing a special u, . g(k) with |k| < A.. Furthermore, in order to guarantee the resultant effective Hamiltonian
to have a smooth matrix rep, we need to require @, . g(k) to be smooth. Such required @, . g(k) always exists for
|k| < A.. The reason is that u, . g(k) is effectively defined on an open manifold instead of a torus, as we do not
impose any relation between @, . (k) and @, . g(k + G) if both k and k + G have magnitudes smaller than A..
We would like the compare the lattice translations of the f, ¢ and d modes after considering Eq. (A27), which read

TRf;,kTél _ f?;kefik:'R
Tch%legl - cj7 po kR (A30)

)

TRdi]’prl — d;,pe—i(nKﬁp)R — di]’pe_i(nKb"F"?‘b+(P+"7KM))'R — dT e—i(p+nKM)~R ,

where we used Eq. (A24), Eq. (A29), Eq. (6), Eq. (16)-(18). and Fig. 1. According to Eq. (A30), ¢! ) and f & trans-

forms in the same way under the Moiré lattice translations. It means that c;

modes for small k. On the other hand, according to Eq. (A30), d

the Moiré lattice translations, i.e., k in d
nKy point of the f modes.
Symmetry properties of w, 7 (r) (defined in Eq. (47)) are listed below.

 is around the I‘M point of the f; K
77 P 77KM and f); r transforms in the same way under

mk—nKa 18 the same as k in f77 L Thus, d};’p with small p are around the

Calo(T) =W 5 (7)
wi1t4(C5'r) = wirea(r)
(C5'r) = wyrp(r)e /3

Writs ) (A31)
Wyto (1) = —iwl,,(Cop 7)
1) = o C5lr)

(r) +1TE(_,’.) ’

where @ = A/B for ¢ = B/A.

Appendix B: More Details on the Single-Particle f — c — d Model
1. More Details on the f — d Coupling Around 7Ky

In this part, we will present more details on the f — d Coupling Around nKy;.
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In general, the f — d coupling reads

|p|<Aa
Ho,p.ra = Z Z f;,khn,fd(kap> ® sodn,p + hec. (B1)
keMBZ p

where we have used U(2) x U(2) to rule out the inter-valley coupling and the spin-orbit coupling, and En, ri(k+G,p) =

Em td(k,p) for any Moiré reciprocal lattice vector G. Hy,, rq preserves the Moiré lattice translation T, CoT, Cs,
Cy, P, TR, and the combination of m, and & — —&. Then, according to Eq. (A24) and Eq. (16), Tr gives

TrHo, taTg" = Honta VR
& hy ra(k, p)e i1 HNasthP) R — (ks p) VR
= ?med(kap) = Z 4 ,kanMJrGEn,fd(k, k—nKu + G)

G
lp|<Aq _
S Hopra= Y. > 1D pk-nkutchyralk,k —nKy +G) @ sodyp + h.c. (B2)
kEMBZ p G
|p|<Ad . _
& Hoy,pa = Z Z o Op.p—micaiin, 1a (', P — nKnt) ® sodyp + hc.
D’ P
|p|<Aq
& HO,n,fd = Z fr];,ernKMhmfd(p) ® Sodn)p + h.c.

P

where hy, ra(p) = i~zn7 ra(p +nKwm, p). Since we are considering the coupling around 7Ky, we only consider p to the
first order. Then, Cy7T and C3 give

CoT el 4q(P)Te = Iy 1a(P)
Cy: €7 hy pa(p)e” ™=*"/% = hy a(Csp) (B3)
& iy pa(p) = Mymo + {7+ 02(ps +ipy) (7 — i1,) + 01 (ps — i) (72 + im) + O(P°) |
where Ml, M{ are real and vy, v] are complex. Furthermore, Cy, P gives
Tyhi pa(P)Te = —hy 1a(Cayp) & My = M & vy = v} = [v1[e'T . (B4)
Therefore, we have

h+,fd(p) = Ml (1o +i75) + Vfd,21 [em/4(px + ipy)(Ta: - iTy) + e—iw/4(px - ipy)(Tx + iTy)} + O(p2) ) (B5)

where the combination of m, and & — —& requires that M, and vrg,1 are odd in €. To further simplify hy rq(p), we
project Hy ¢ 4 in Eq. (24) to the f and d basis at Ky. Explicitly, we have

Hosr= Y 3 S S0 qusdekaos the

kEMBZ QeQ, o.s

£ -
Yo 2 D52 FlkaslTera®)gedi ks +he

kEMBZ QeQ. a,s o

Ip|<Aq < (B6)
= Z Z 5 Z fl,erKM,a,s Z [’i)lr,f’a(p + KM)]aad+7P+KM*Q,U’S +he + ..
P 0,8 o Qe
|p|<Aq

£ .
= 2 20 M ke g T ra® + Kooy ot pos + ot

p 0,5 «
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where we have used Eq. (38) for the second equality, and ... contains high-energy modes. By comparing Eq. (B6) to
Eq. (B2), we arrive at

E _ . E .
[th,fd(P)]ag = §[U+,f,a(P + KM)]Q:KM,U ~ §[U+,f,a(KM)]Q:KM,U ) (B7)

where we neglect the momentum dependence of vy, ¢ (k) in the last step since Ref.[125] shows the momentum
dependence of vy, ¢ (k) should be small as the f modes have small Wannier spread and have Wannier center at la
position. Owing to Eq. (B7) and Eq. (B5), we get

M, = M,E

(B8)
vfg1 =0

with the value of M; in Tab.I. Therefore, combined with the 7 symmetry and the extra exponential decay factor, we
have Eq. (51) as the leading-order term of the f — d coupling around nKy;.

2. More details on f —d and ¢ — d Couplings around I'ng

In this part, we provide more details on the how we project out the f — d and ¢ — d couplings around I'y;. We will
focus on the + valley, since the Hamiltonian at the — valley can be obtained by the TR symmtry.

According to Eq. (23), the d modes with lowest energies at 'y in the + valley are dﬂ_’O’ql, d1707q2 and dlyqug, which
gives energies +1 owing to Eq. (6). Then, we consider the following f — d and ¢ — d couplings around T"

n d+»’<’»‘11
+,c—d,I’
(Ci,k,rg. Cj-,k,rlm f—];-,k:) @S0 | dy kg, | (B9)
hy f-ar
d+»k7Q3

where f and c are defined in Eq. (34) and Eq. (35), respectively, hy s_qr is a 2 X 6 matrix, and h4 c—qr isa 4 x 6
matrix. Here we neglect the momentum dependence of the f — d and ¢ — d coupling away from I'y; since the matrix
rep of Eq. (24) is momentum independent. To obtain the forms of hy y_qr and hy .—qr, we use Eq. (38) to project
Eq. (24) to the low-energy modes around T'y:

Hoe v+ = Z Z Z g,(zj-,k,Q,a,sd*hk,Q,U’S +h.c.

kEMBZ QeQy 0,5
[k|<Ac <
= Z Z 25 Zfi,lc,a,sWn,fya(k)}aadﬁk@,ms+ZCi,k,a,s[ﬂn,fyﬁ(k)]ﬂcﬁgodJr,k,Qyms +he+..
k QeQ, o o B
[k|<Ac £ £
=2 > XX ks nsa®laedikqes =D chup g linrsR)ondi ks | +he
k Q:fI17Q37Q3 0,8 &4 B8
[k|<Ac £ £
S5 SHED DD Bl DY FUNCIIISTRPSRRS SRR ST SR RS
B

k Q=4g,,93,93 ;5 o

(B10)

where we neglect the momentum dependence of vy, ¢, (k) and ,, ¢ g(k) again, and ... contains high-energy modes. By
comparing Eq. (B10) to Eq. (B9), we can get the forms of h4 s_qr and hy .—qr, which read

*

h+,f7d,1“:§ [U4,£100)]g,, 4 [U4,£,1(0)]q,,B [U4,£,1(0)]g,,4 [V+,£,1(0)]g,B [U+,£,1(0)]g,a [U+,£,1(0)lq,.B (B11)

(U4, 72(0)]gy, 4 [U4,72(0)]q,, B [V+,72(0)]g,4 [04,7,20)]q,,B [V+,72(0)]g,4 [U4,7,2(0)]q,,B
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and
[Ut,c,1(0)lq A [Ug,c1(0)lq,,B [Ut,c1(0)]gya [Us,c1(0)]gy B [Us,c1(0)]gya [Us,c1(0)]q,, 5 *
b oar = & | [Fre2Oaa [ec2Ola,p freaOlaa e [roaOlga ieaOos
T 2 [uges(gya [Ures(0g,B [Tres(0)]ga [Tre3(0)]g,n [Gres(0)lga [t.es(0)lg,n
[Ut,c,4(0)]g,,a [U4,ca(0)]q,,B [U4,c4(0)]qya [U4,c4(0)]qy,B [Ut,ca(0)lg,a [U,c4(0)lq,B

(B12)
On the other hand, according to Eq. (40), Eq. (41) and Eq. (42), the f and ¢ block without the f —d and ¢ — d
corrections (é.e., the f and ¢ block that comes from Hy rpe in Eq. (22)) reads

Ct kT3
(Ci7k7pg 617"571—‘11—‘2 fj_ﬁk) th,O(k) ® S0 Cy kI T2 (B13)
Tk
with
022 Vs (koo +ikyT.) yT0 + vy (k2w + kyTy)
hyo(k) = Vi (ko — 1kyT2) M, v (kpTy — kyTy) . (B14)
v10 + VU (kyTy + kyTy) V) (kT — kyTy) 022

Based on Eq. (23), the Hamiltonian for the low-energy d modes around I" reads

dy kg,
(d:_,k,ql quQ d:—,k,q:,) hyi (k) @ so di kg, (B15)
d+,k,q3
with
(k—qy) o O2x2 O2x2
hiq(k) = O2x2 (k—qy) o O2x2 . (B16)
O2x2 O2x2 (k—q3) o

Now we show it is reasonable for us to treat hy y_qr and hy .—qr as perturbations, and then we will project out
the d modes around I'. Since hy f_qr and hy . qr depend linearly on £, we choose & = 300meV (EUS) and find
that the absolute values of the matrix elements of hy f_4r and hi ._qr are no larger than 0.22, while the gaps
between the levels of hy ¢(0) and the levels of hy 1(0) are no smaller than 0.87. Therefore, we can treat hy s_qr and
h4 c—ar as perturbations. Then, according to the second-order perturbation theory, we may project out the d modes.
Explicitly, we have

h+,c—d,F
hy o(k) L
+,f—dT
T ® so (B17)
h c—d,
PR k)
hy f—ar

as the effective Hamiltonian around I'y, and by treating h4 y_qr and hy ._qr as perturbations, k4 o(k) gains the
following correction according to the second-order perturbation theory [178]:

1
hiyc—ar 1 hyc—ar

h+,f—d,F h-‘no(k) - h+,1(k) h+’f,d,p

(B18)
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To the first order of k, Eq. (B18) brings in many different corrections. By comparing the resultant band structure
of the f — ¢ — d model to that of the BM model, we find the most important three corrections are those in Eq. (53).
Specifically, the correction to M accounts for the increasing gap of the nearly flat bands at 'y when increasing &, the
correction to <y accounts for the decreasing gap of the remote bands at 'y when increasing &£, and the correction to
v} accounts for the change of the band structure along I'yy — My due to €. The values of B parameters of Eq. (53),
which are shown in Tab.T are also directly given by Eq. (B18).

3. More details on the band structure calculation

In this part, we present more details on how the numerical calculations for Fig.2 are carried out. Owing to the
exponentially-decayed factor in Ho ,, rq and Hg y, fc, we are allowed to extend A. and A4 to outside MBZ [125]. Then,
we can reexpress thp and d;f],p in Eq. (54) as cfwk_G and di],k—Q’ respectively, where k € MBZ, G is the reciprocal
lattice vector, and Q € Q,. In this case, the original definitions of A, and Ag require |k — G| < A, and |k — Q| < Ag.
For the convenience of numerical calculation, we alter the definitions, and instead require |G| < A. and |Q| < Ay,
while keeping k running over the entire MBZ. As a result, the terms in the single-particle f — ¢ — d model in Eq. (54)
become

Hy, =0, (B19)

O2x2 U*(ﬁ(kz - GJ))TO + 1(k -G )TZ)
Hope= D>, >, Cra - ) v 50Cn.k—G
kEMBZ |G|<A. v (N(ks — Ga)1o —i(ky — Gy)72) (M + BpE2)Te

(B20)

_k—G|%\?
Homge= > 3 et [flulov+ By&)m + ik = G) - (s socnn-crs
keMBZ |G|<A, (B21)

+f;;7k(v’*/ + By &) (k - G) - (n7s, *Ty)SQCn_’k_G71“1F2j| + h.c.

o _ t t _ i i
with Cnk—Gy = (Cn,k—G,l’Cn,k—G’,2) and Cnk—G,I Ty — (Cn,k—G737Cn7k—G,4)7

1QI<A4
Ho = Z Z dT,k_Q(n(/fz = Qqu)ox + (ky — Qy)oy)so dyk—q » (B22)
kEMBZ Q€Q,
and
Q= lk—Q|*\?
Hop fa = Z Z e” 2 f;k MyE(mo + nit2)so dyk—q + h.c. . (B23)

keEMBZ QeQ,

Fig. 2 is plotted by choosing A. = Aq = 2v/3, Eq. (44) and Tab.I.

Appendix C: More details on the interaction among f, ¢ and d modes

In this section, we provide more details on the interaction among f, ¢ and d modes, which is derived by projecting
the gate-screened Coulomb interaction Eq. (29) to the f-c-d basis. Throughout this section, we assume A, and A4 to
be small, i.e., A., Ay < 1. Owing to the assumption that A. is small, we, just for the convenience, formally define

[Un,c.5(k+ G)lgo = [tn,c3(k)]g-co for k < A., only when A, < 1, (C1)

where @y . g is defined in Eq. (35), and G is any Moiré reciprocal lattice vector. Note that if A. becomes large such
that there exists k and k + G with |k|, |k + G| < A., then Eq. (C1) cannot be used anymore, since we want c}; to be

independent from c,Tc et
As the density operator p(r) can be split into two parts as

p(r) = B(r) + pp () (C2)



23

with

an vilyp7 for the TBG block and pp(r) = ) df pdy.r (C3)
n

the interaction Eq. (29) can be split into three parts as

Hine = Hip?® + Hi 09 P + HE, (C4)
where
HIBG = /d2 Ve =) p(r) = plr')
HIBG=D /dQTdQ’/’,V(T —7'):p(r) : pp(r'): (C5)

HP, = /d2rd2r’V(r —7"):pp(r) = pp(r): .

Before discussing each part in Eq. (C5), we derive the following expressions for the convenience of the latter evalu-
ation of the the normal ordering, Based on the choice of |Gy) in Eq. (30), we have

1
<GOWJ n,p,l,0, swﬁ P o’ 8’|G0> 2 nn’(spp’all’(sacr’(sss/ . (CG)

Then, combined with Eq. (9), Eq. (10), Eq. (18) and Eq. (21), we have

- - 1
<GO‘¢;)k)Q,g7swn’,k’,Q’,a’,s’|GO> = §6nn’5kk’5QQ’5ao’5ss’
<GO‘Jz,k,Q,msdn’,p,o’,S’|G0> =0 (C7)

1
(Gold) 4 5 sy pr 07,51 |Go) =

50 Oyt BBt -

Then, combined with Eq. (34) and Eq. (35), we have

1 /
G0|f ko, an ko’ s"GO> 25n7]’5kk’5(x0/65«9
Golf} ko sCr i 7.571Go) = 0
(C8)

G0|f k.o, Sd ,p’ 0, 9/|G0> =0

(
(
1 /
<G0|Cy, k.5.sCn ks | Go) = 25nn/5kk'55ﬁ/588
(
<G0|Cn k,B,s dy pr,00,5|Go) = 0.

In the following, we will discuss how we project the three parts in Eq. (C5) onto the f, ¢ and d modes. All the

numerical evaluations throughout this section are done with the parameter values in Tab.I and Eq. (27).

1. Review on HLZ¢

We discuss HTBC in Eq. (C5) first. Since HIBE only depends on 1, its projection onto the f and ¢ modes should
have the same form as the interaction terms in the ordinary MATBG as discussed Ref.[125]. This subsection is a

review of the interaction in Ref. [125], except that we use the parameter values for MATSTG.
To do the projection, we first need to figure out the projection of wT to f1 and cf. Combining Eq. (38) with

)r7 )o- S

MBZ MBZ

Jnu \erﬂm ;rhp,l \FZ Z D nk Q. \FZ Z DYl g (C9)

kE QeQ, kE QeQ,
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we have

MBZ

,(/J;r],'rlas_ Z Z _l(k r Z f,kas ﬂfa( )]Q

k QGQ a=1,2

[k|<Ac

\F > Z e QTN gl s(B)go + s

E  QeQ, B=1,...,4

(C10)

where “...” means the high-energy modes. Combined with Eq. (36) and Eq. (57), we get

MBZ

wzrlgsiﬁ Z ZfT,RQSZ Z k Q)(’f‘ R) IQR[’Unﬁ (k)}aa
_l’_

a=1,2 R k QEQ (Cll)

C"'r7~,7'7575 Z eiQ' [un,c,ﬁ(k)](*go + .. )
B=1,....4 QeQ, 7

where f;R,Q)S is defined in Eq. (36), and Ciz,r, is defined in Eq. (57). By defining

B,s

Igin () = D €V [y,5(0)] Qo (C12)
QGQnJ

and using AK7 defined in Eq. (46), we eventually get

" ~ T —inAK+R _ _ * T *
1/}177r,l~70_75 ~ le§f ,R,a,se l w'r]alo'(r R) + 5 4Cn,r,ﬁ,sgnBlU(T) ) (013)
a=1, =1,...,

where we use Eq. (47) and
e_mAKT'R — eiﬁ(—)l'h'R _ eiQ‘R for Q c Qn’fv (014)

and (—)! = —(—)® = 1. With Eq. (C13), we can derive the projection of 5(r) to f and ¢ modes, resulting in

~ ~T -~
p(’l") Z wnmlg,swn,r,lja,s

nlo,s

2
™

t - AK ‘R t *
Z Z f77 R, s€ K nolea(r - R) + Z CTIJ‘ﬁvsgnBTa(T)

a=1,2 R B=1,....4

| DD Farans@™ TR (=R Y enrprs8,50,(T)

a'=1,2 R/ B'=1,...,.4

AK; R+i AK~R ’
Z Z Z Z n,R,a, sfnR o s€ - " 71a70(r B R)wna’fa(r -R)
R

a=1,2 a’'=1,2 R/

(C15)

nl,o,s

inAK~R, (..

+ E: E:Cn,'r,,@sgnﬁla )fTI,R,oc,se ! wnalg(r R)"'h-C'
B=1,.,4a=12 R

©

+ o) Z s Crir 59 57 (19 07, (1)

B=1,..,48'=1,.

At the single particle-level, we mentioned that it is legitimate to neglect the hopping among f modes due to the
extreme localization of the Wannier functions, meaning that we can adopt the following approximation

r—Rw*, - (r—-R)~0if R#R . (C16)

w n’a’l'a”

nalyo (



With this approximation, we have

)~ > Y Y g R s (P = Rw, 7 (r - R)
n

,7777(713 a=12 R o’'=1,2
N
+ Z Z Z 77 ”‘ﬁv‘ignﬁla )fn’R’a*Sem Kl anafa(r - R) + h.C.
B=1,.
+ Z Z 77 T,6,8 77 B Sg’r]ﬁla( )gnﬂ’fd(r)
B=1,...,4 B'=1,.

Furthermore, according to the symmetry properties of the Wannier functions Eq. (A31), we have

W o7, (1) = W' g, (=7) = [(_)linZE(T)]* = (_)Tiwﬂla(r)

W_op, (1) = W 7. (T)

with [ = ¢/b for [ = b/t and & = A/B for o = B/A, just as Ref. [125]. Then, we have
* o L _
Zwﬂl}(r - R)w+21~0(r -R)= _IZwHTo(T —B) () w,pm(r - R) =0,

resulting in

Z wnaTa(r - R)w:a/l‘d("" —R) =0 for a # o .

This expression brings simplification to the projection of p(r) as

s~ Y { S 3 F st (¢ Ry, ()

nlos \a=12 R

i AK
+ Z Z Z "7 T7ﬁ799n6l0 )fn,R,a,sem K anoja(r - R) + h.c.

p=1,..,4a=12 R

+ Z Z 77 .8, Enyr. B/ Sg’r]ﬂla'( )‘gnﬁ/TO (7’)

B=1,....4 f'=1,.

2

Furthermore, Eq. (C18) shows that ) 5 ‘ is independent of 1 and o, and then we can define

wnojo’ (’I”)
(1) = 3 10,00, ()]
lo

Then, we have

pr nf r- ) + Z Z Z Z 077 .0, an’R &S Zgnﬂla mAKT'ana‘lva(r - R) + h.c.

n,s |B=1,...,.4a=12 R

+ Z Z Z 77 r,8,sn.m.B s Zgnﬁla )gn,ﬁll}(r> )

s f=1,...40'=1,.., To
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(C17)

(C18)

(C19)

(C20)

(C21)

(C22)

(C23)
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where py(R) is defined under Eq. (55). By further defining
pry(r Z pr(R)ny(r — R)

pec(r Z Z Z nr,Bs .78 ézgnmg )95, (T)

n,s B=1,..., 4 p'=1,. (C24)

'Dpf Z Z Z Z 77 7,8, 5f7] R,a,s Zgnﬁlo mAKernaTa(r - R)

n,s p=1,..,4a=12 R
pre(r) = ply(r)
we eventually arrive at
p(r) = prp(r) + pec(r) + pes(r) + pre(r) - (C25)

With Eq. (C25), the expanded H! P becomes

int
HEPS % 5 [ @rde Ve =) s gslr) s pyg )
by [V =) ) et
b [V =) o) 5 pelr)
+ % / Prd'V(r — 1) : pop(r) = pop(r) —&-h.c}
# g [ BBV 1 50 5 s e (C26)
+ % /d2Td2T'V(r —7") i prp(r) i pre(r’) +h.c.]

(1
+15 /d27’d2r’V('r —7') t pee(r) it pes(r') : +h.c}

+ :;/dQTdQT/V(T _7:/) :pcc(r) . Pfc(T/) . +hC:|
+ % /d2rd2r/V(T — r’) [: pcf(’f‘) i pfc(rl) C pfc(”‘) .. Pcf("'l) :} .

In the following, we will discuss each term in Eq. (C26), as were discussed in Ref. [125].

a. 2 [dPrd>r'V(r—r'):prr(r) o ppe(r’) :

To simplify this term, we first evaluate the Fourier transformation of ny(r) as

= /d2r ng(r)eP” = /d%Z |’w+1‘l”0(r)|2€ip-r — Z + sk +p)Uys p1(k) , (C27)
lo

kGMBZ

where Eq. (47) is used. Based on Eq. (A31), we can derive useful symmetry properties of ns(r) and n;(p) as

ng(r) =nj(-r) ng(p) =n}(p)

ng(r) =ns(Csr) and ng(p) = ns(Csp) (C28)
ng(r) = ng(Coar) ny(p) = ny(Carp)

ny(r) =ng(—r) ny(p) =ns(—p)
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With the definition of ns(p), we have

}/dQTdQT’V(r —7") ppp(r) i ppp(r)

_ Iél/dz rdr'V (e — v'ns(r — R)ns(r' — R') : ps(R) = ps(R)) (29
= Z ps(R) = py(R):U(R-R'),
RR'

where

UR-R)= /d27"d2'r‘/V(’l” —r)ng(r — R)ny(r' — R')

= /d2rd2r’V(r —rng(r)ny(r' — R'+ R)

—1i -r —1 i —i r— / (030)
:/dz 2 /727” pr)e P V(p)e P )an py)e P2 (r-RAR)
P
1 N i (R—R'
Zznf(p)V(p)nf(p)e p(R-F)
p
Numerically, we find
U(0) =91.50meV , U(ai) = 5.387TmeV , U(a; — a2) = 0.5079meV (C31)

in EUS, which shows that U(R) decays very as |R| increases. Therefore, we only keep the terms up to the nearest-
neighboring terms and get

1
§/d2rd2r’V(r =) ppp(r) i prp(r’) = Hipru s (C32)
where H;p, v is defined in Eq. (55). In Eq. (55), we have
Uy =U(0) (C33)
and
1
=: > U(R). (C34)
R#0
Since U(R) decays very fast as |R| increases, Us is dominated by the |R| = |ai| contribution. The reason for

choosing an expression of Us that is not equal to U(a;) is that such choice can reduce the error in calculating the
interaction-induced chemical potential shift, as discussed in Ref.[125]. The numerical values of U; and U, are in
Tab. II.

b 3 [drd®r'V(r —7"): pec(r) it pec(r’) :

To simplify this term, we first derive the expression of ) = ¢ . ﬂlo( )g17 575 (T) as

P AGIECOEDY Z A T (1)) PO PR Ll o (1))
l~0'

lo Q€Q,, QeQ,;
=> > Ze R R (0)) S O (1)

ro (C35)
= > > > ¢ e (G)gelines(0)les

Qe o G

= Ze-lc’" Ul 50 (G)iig,e.5(0)
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where Eq. (C1) and Eq. (C12) are used. Then, we have
Y9 ()90, (1) = DT 5 (G)itge0(0) (C36)
7. G

Then,

1
/d2rd2r'V(7’ — 7Y pee(P) it pee(r’)

2
S LCGATEI S SIS STAUTRE
ms BB
. M 7 !
X Z ZZ ’ Cm,r’,ﬂl,scn1,1",l31781 : ng,ﬁ’lflal r’ gmﬁ{ll"l (')
m,s1 B By lioy

B 5 12 - :
= /d rd°r V ZZ Z Z 777 r,8,s Cnr,Bls 6771,7"7[317516771’1‘/7’81’31 . (037)

n,s B,8' n1,s1 B1,81
iG- iG !~ ~
xZe T o (Gl (0 Ze TG 5 (G )iy e, (0)

MBZ
11 —i(k+G"+G)-
i DI VIN(CEL) 3 95 3D S KL MR
k. GG .G” n,s 8,8’ m,s1 B1,8]
. s 7k7G// G/ . I —~
/ 771 v ,B1,sCn1,m By ,s1 - € i G ui},o,B(G)unyc,ﬂ’ (O)Um ¢,B1 (G/)Umycﬁi (0) .

Owing to small A, < |g;| =1, we have
/ drich g cqrps e GO Z0i G+ G A0 . (C38)
Then, we have

Prd®r'V(r — ') : pee(r) 2 pec(r’) :

\

1
2
MBZ

AL TVE LT ST [l e (c39)

n,5 B,8" Mm»s1 B1,B8]
x / Pr' e e g €T (G s (OU! o (G)Upy e (0)
Furthermore, we numerically find that
D Vlk+ Gt (=G (O 5, (G (0) = V(R Fs (C10)

with only 8% error. Then, we have

%/dQTdQT/V(T — 7Y pee(P) it pec(r’)
MBZ (C41)

/d2 /d2 /AZV o ik-(r—r' ZZZZ nrﬁschﬁs:: :[7177,/7615677171751751: .

s B m,s1 B

Again owing to small A., we can extend the summation of k from MBZ to R2, leading to

%/dzrdQT'V(r —7') : pec(P) it pee(r’)

Nf/dz /d2 /AZV ERAED D) DD D DL PRI L PRI S

ns B mi,s1 B

(C42)



resulting in
1 2,72,/ / !
3 drd*r'V(r — ') : pec(r) it pec(r’) = Hintve

where Hjp v, is defined in Eq. (56).

c. [drd®r'V(r—r'):pps(r) s pec(r’) :

First, by using Eq. (C36) and Eq. (C28), we have

MBZ
/erdQTIV(r — 1) 1 ppp(7) i pee(r’) = Z (R) : ZZ Z o—ik-R
R ms BBk

X Z /d2 ikt G —C TNLCﬁ(G)a,,,Cﬁ,( Wk +Gnsk+G):c nr,ﬁscn,7ﬂ,sz )

GG’
Then, by using Eq. (C38) derived from the small A., we get
MBZ
[ =)o) s e §: (R): ST R
ms BBk
/d2 Rl e st DU s (G s (OV (k+ Gy (k+ G) .
G

Again owing to small A., we can choose k = 0 in V(k + G)ns(k + G) as a good approximation, resulting in

/d27’d27’/V(T’ —7")  ppr(r) i pee(r’)
MBZ

SH OIRTICED DD D) Sl K ST PRSP o
R

ns BBk

where

[Xylpe =D 0 . 5(G)iiy.es (0)V(G)ny(G) .
G

Based on with Eq. (A29) and Eq. (C28), we have

e~ 1o el o O O
X+ - X+ - X+
oo g0 Oz Oz
Oy * Ox Oz Oz *
Og Oy Oz Oz
resulting in
W1 ago
X, =0

29

(C43)

(C44)

(C45)

(C46)

(C47)

(C48)

(C49)
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with Wy, W5 € R.

Then, combined with the fact that small A, allows us to extend the summation of k to R?, we
arrive at

/dQT‘dQ?“/V(T‘ —7')  ppp(r) it pee(r’)

MBZ
1 ik ik
ORI DD Dl / ErERT ) s DWsdas
R ns BE K (C50)
1 —ip- ipr’
= QZ :pf(R) ZZ 1 Ze pR/dQT’e” : Cj],r’,ﬁ,scﬁ:""aﬁvs : Wp
R s B p
= Hint,W,fc )
where Hint w, sc is defined in Eq. (58).
d. 5 [&rd® V(e —v')[: pes(r)  pre(r’) : 42 pre(r) 2 pep(r') ]
To simplify this term, first note that
000, (MR, 1 (r = R)
lo
_ . | MBZ _
=2 > TV linepOlgee™ TR 3 Y SOy k)
= _ NVQ ; ,
o QeQ, ; kE Qe ;
1 MBZ 4
~NVa Z Z ek (r=R) Z 9"y . 5(0)] 5y [0y, 1.0 (k)] Qo (C51)
e k Q.Q€Q, ;
| MBZ .
= NVQ Z Z k=G (r=R) Z[ﬂn,c,ﬁ(o)]aa[5n,f7a(k)]Q+Ga
k G Qo
1 .
= = Z elp-('r—R)an c ﬂ(O)T:Jn f a(p) )
NVQ 4
where we use Eq. (47), Eq. (C12), Eq. (A25) and Eq. (C14). With Eq. (C51) and Eq. (C16), we have
1
3 /dzrdzr’V(r —7")  pef(r) i pre(r’)
1 1
~ §,A2N /dZszT/Z Z : cj]vrvﬂasfn’R’ﬂ"g : Z Z : fnTlﬂRaa/vs/Cn/’r/’ﬁ/’s/ : (052)
17,8 BaR n',s’ B'a’
« Z elp1T—ir -pgfipl-R+iP2-RV(p)a;f’7c”8 (O)an,f,a(pl + p)ﬁj}/,ﬁa/ (py + p)an/7c76/ (0) .
P,P1,P2

Hefe p; and p, are carried by the ¢ modes, and thus we can set them to be zero in ﬂ;)c7ﬂ(0)’ﬁn,f7a(p1 +p)’17;2,)f’a, (py +
D)y ¢, (0) as a good approximation, resulting in

1
5 /d2rd2r’V(r — 7" pep(r) i ppe(r) :
. 2,72 q i
O 00 3) ST 5 U RSN
7,8 BaR n’,s’ B'a’ (053)
% Z eipl"r‘fi'r' -I’z*ipl-R+iP2-RV(p)ﬂj]’c’ﬁ (O)gnafva(p),ﬁ;/’f,al(p)ﬂn’,c,ﬂ’ (O)
D;P1,P2
Q
S SPSEL TN 3 it SURPIPTRE
7,8 afR

T)/,S/ a/ﬁ/



where
Tuastaprsr = AZV 510 (P e s Oy 0 O ()
which satisfies

Jnaﬁ,n'a’ﬁ/ = J;’a’ﬁ/,naﬁ .

Similarly, we have
Ar'V(r—7r"): pre(r) = pep(r’) :

J
1 2 2 AR 7y .. .
5 d*rd°r'V(r — ") : pre(r') i pep(r)

Q2 >y Z i i
. .. . *
5 : fn’,R,a’,s’cﬂl:Rﬁ/vsl - Cn,R,ﬁ,sfn;R;OQS : Jnaﬁ,n’a’ﬁ’ .

R n,s,a,fn',s" 0B

N

As a result, we have

%/dQTdQT,V(’I’ =) [ pep(P) ppe(P) t 2 pre(r) it pes(r') 2]

~ gt o .
Q)Y > Jnasaras  fr pasr Rt O g g€ Rp,s ¢ Feonst.

R ns,a,B8n,s"a'f
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(C54)

(C55)

(C56)

(C57)

Numerically, we find the biggest components of Jy,ag,n/a/s’ are equal to Jyi3 n13, Jn24,n24, Jn24,—n13, and Jp13,—n24,
whose magnitudes are 24.25meV in EUS. The next biggest components of Jy,a 3,/ s have magnitudes being 6.478meV
in EUS, which are roughly a quarter of those of the biggest components. Therefore, we only keep the biggest

components of Jy,g.,a/p . Furthermore, based on Eq. (A24) and Eq. (A29), we find [125] that
Inismis = Jn2an2a = —JIn2a, 3 = —Jp13,—n24
which is independent of 7. Then, we define
J =Jy13,413

leading to

1
3 /dQTdQT/V(T‘ =) [ pep(P) = ppe(P) t + 1 pre(v) it peg(v') i) = Hint g + const. |

where H;,; s is defined in Eq. (59).

e. 5 [dPrd®r'V(r—r'):pes(r) s pep(r’) : +hec
By using Eq. (C51) and Eq. (C16), the term can be simplfied to
1
§/d2rd2r’V(r =7 pep(r) it peg(r') : +hec.

| IFal <A [kal<A.

Z Z chnkl,ﬁsﬂ?ﬁaézch,kg,ﬁ' o Rt

kz  ms aBR s of B

1 —iky- et 1 ~
x e ek ZV @} 5 (0)0n, 5.0 (P + k) (T o (0)Ty .00 (—p + k) + hec..

(C58)

(C59)

(C60)

(C61)

Then, due to the small A., we can set k; = 0 and ko = 0 in (a27c’ﬂ(0)5n,f7 (p+ k1))@ v e (00 g0 (=P + k2)),

resulting in

1
3 /dzrdzr’V(r —7') s pep(r) s pes(r') s the = Hy, 7,

where

Q
— T T
Hint,j - 5 Z Z Z J*TI'/B/QI:Wﬁacn,R,ﬂ,scn’,R,B’,s’f77'~,R70/y5'f77’R704;3 + h.c. .

R n,s,a,87',s",0',8

(C62)

(C63)



[ 3 [@rd® ' V(e —7"):prp(r) s pes(r') s +he] & [5 [ dPrd®*r'V(r —7') : prs(r) = pre(r’) : +h.c.]

With Eq. (C24), Eq. (25), Eq. (C16), Eq. (C27), and Eq. (C51), we can get
/dszZT,V(’I‘ —7')  prp(r) it pes(r') : +hec.

=g o s [ 5D S b g SV st

n',s' Baf

X —= E P2 1P RuT, (00 f.0r(Py — P) + hec. .
,c,8 n',fa’ \P2
\/ﬁN -

DN | =
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(C64)

Since p, is carried by ¢ modes and thus is small due to the small A., we can set p, = 0 in ﬂj}, .5/ (00 .0/ (P2 — P)

as a gOOd approximalion, resulting in
2 2,/ / /
= drdrb(r—r):pff(r)::p (’r):—i—h.c.

1
%52 ZZC’Rﬁ/s’fn, R.B s [ Ngrar + hec.

R nsB//

where
1= T V@I @) (0)T s p)

Based on Eq. (A24), Eq. (A29) and Eq. (C28), we find

~  2x ~ ~
Y+ = Y+€l 372 = Y+O'I = — Y+O'z = Yj 3
ao Oy Oz

leading to

~ 1

Y, =0= 3 /d2rd2r'V(r —7") s prp(r) i pep(r') s +he. =0 .
Similarly, we have

/d2rd2r'V('r —7) i prp(r) i ppe(r’) i +hee. =0 .

N

g [3 BRIV =) ¢ pee(r) = pes(r) - thic] + [1 [ dPrdPrV (e — 1) - pee(r) = pre(r’) s +hec]
By using Eq. (C24), Eq. (25), Eq. (C36) and Eq. (C51), we can get
B /d2rd2r’V(r —7') t pec(r) 2 pep(r’) +h.c} + [; /dzrdQT’V(r —7") : pee(r) i pre(r) : +hec.
=5 [ ErEV ) Gpelr) g} R

/d2 d*r /ZZ Z Z{ CoprB,sCnm, B8+ s C1T717”"731,81f7117R7a1731}

s 8,8 ni,s1,81,01 R

XSS Y (p — Gl (G e (00 P B TIRYL (010, sy~ P+ G)

P G p

(C65)

(C66)

(C67)

(C68)

(C69)

(C70)
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Clearly, both p and p, are carried by ¢ modes, and are small due to the small A.. Then, we can set p = p; =0 in
T

Uy, e (OUny .0, (P1 — P+ G) as a good approximation, resulting in
1 2,72,/ ! l 1 2,92,/ / !
= [ d&rd*r'V(r — ") pee(r) i pep(r') c +he | + |5 [ Erd 'V (r —1") 1 pee(r) = ppe(r’) : +hec.
2 2 (C71)
~ int, K ,
where
1
Hint,ic = 593/2 Z Z Z Z{ C;,R,B,scanﬁﬁ'ys :76171,12,,81,51 fn1’R5a1751}K"7/3/8/7771/31a1 + h.c. (C72)
n:8 B,8" m,s1,1,010 R
and
1 - - ~
Kopgmsron = g O V(G o 5(G)itye (U], 5, (007 1.0, (G) - (C73)
G
Numerically, we find the biggest components of K,gg/ , 8,, have magnitudes being 7.054meV in EUS.
h. In sum
In sum, we have
HzTny ~ Hint,U + Hint,V,c + Hint,W,fc + Hint,J + Hint,j+ Hint,K + const. ) (074)

where the definitions of Hint,Uy Hint,V,c: Hint,W,fca Hint,J7 Hint VE Hint,K can be found in Eq (55)7 Eq (56)7 Eq (58)7

Eq. (59), Eq. (C63), and Eq. (C72), respectively. Among all these terms, only H, , 7 and H;,: x do not preserve the
number of f modes. Moreover, according to Tab.II, the strengths of H, , 7 and H;,  are small compared to the

onsite interaction among f modes in Hine yr, as |J| ~ U1/4 and |K, g8/, 810, | < U1/10. Therefore, we neglect H,

znt,j
and Hi,¢ . We can also neglect the const. in HiTn?G, since it is just a shift in the total energy, leading to
HE;LtBG ~ Hint,U + Hint,V,c + Hint,W,fc + Hint,J ) (C75)

At the end of this part, we address the issue of the v/2 scaling. As discussed in Sec.III A 1, the parameters values
of the single-particle TBG block of MATSTG are v/2 scaled compared to those of the ordinary MATBG discussed in
Ref. [125]. As shown in Tab.II, the same /2 scaling does not necessarily occur to the interaction strengthes in H B¢
of the MATSTG compared to those in Ref. [125]. It is because we choose the gate distance (Eq. (27)) for MATSTG to
be the same as that for MATBG, since there is no obvious reason for us to decrease the gate distance by a factor of
V2 when switching MATBG to MATSTG. Therefore, the relative ratios among the interaction strenghes in H1B% of
the MATSTG are not the same as those in Ref. [125], allowing W3 and W3 to be slightly larger than U;. Nevertheless,
we should still expect U; dominates the low-energy physics since W7 and W3 involve ¢ modes with relatively higher

energies, while Uy only involves the low-energy f modes.

2. Details on Hg;fG_D and HY,

Now we turn to the other two terms in Eq. (C5), i.e., HIBG=D and HP,, which are not covered in Ref. [125]. First

int wnt?
note that
1 1 |p|<Aq _
B s = —= S Pl = > e Prdl L b=dl (C76)
0,70, 0,P,0,5 7,P,0,8 nT,0,8 ’
VA% VA %

where dI is defined under Eq. (60), and “...” represents the higher-energy d modes. Then, we know

n,7,0,8

pp(r) = pa(r) + ..., (C77)
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where pg(7) is defined under Eq. (60). Combined with Eq. (C25), we have
HIBG=D /d2rd2r’V(r —7'):p(r):pp(r'):

R~ /d2rd2r’V(r —7") i ppp(r) i pa(r’)

(C78)
+ {/ drd®r’'V(r —v') : pes(r) 2 pa(r') : +h.c.
+ /d2rd2r’V(r —7') 5 pee(r) i pa(r’) o .
Furthermore, we have
HP, = /d27“d27“/V(T‘ —7'):pp(r) : pp(r') :
1 (C79)
ok /dQTdQ’/‘/V(T — 7Y pa(r) 2 pa(r') := Hint,v,a
with H;py v,q defined in Eq. (60).
In the following, we will discuss each term in Eq. (C26).
a. [drd®r'V(r—v'):psr(r) i pa(r'):
With Eq. (C24), Eq. (C27) and Eq. (25), we have
/dQTdQT/V(T‘ —7') pps(r) i pa(r') :
= /dQ’I”d2T‘/V(’I" —7') Z cpf(R) ing(r — R) : pa(r') :
R
(C80)

! 1 —ip-(r—7’ 1 —ipy-(r— /
= /d27’d2T jZe P )V(p)z cpr(R): jan(pl)e Prr=R) . p(r') :
p R P1
;1 ip-r’ —ip- /
:Z:pf(R):/dzrﬁZep V(p)ng(—p)e P pa(r') .
R p

Since p is carried by d modes here and Ay is small, we can adopt V(p)ns(—p) =~ V(p = 0)ny(p = 0). This
approximation is rather good since if we choose p = q‘“’ with g4 defined in Eq. (6), the error is less than 6%, i.e.,

V() (—%)
V(p=0)ns(p=0)

> 94% . (C81)

Then, by defining

Wya= V(o =0ns(p=0)., (Cs2)
we have
[ Vi =) pgs) s patr):
~Y ip R):V(p=0)ns(p=0)
7 (C83)

= QZ cpp(R) = pa(R) : Wiy

R
= Hint,W,fd »

where Hipny w, ra is defined in Eq. (61). The numerical value of Wipq is listed in Tab. II.
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b [&Prd* 'V (r—7'): pes(r) i pa(r’) : +hec.
With Eq. (C24), Eq. (C51) and Eq. (25), we can get
/d27“d27“/V(7" —7'): pre(r) iz pa(r’) : +hec.

/d2 d2r /Azeﬂp r— T)V Z Z 777',5 JoRoas \/‘ZelPl r—R) Lc,ﬁ(o)anyf,a(pl):Pd(""/) thee.

n,s B,a,R

/ drd” ’*Z Sl paras: Y EPTPITY () PIRG 0V, ()P pa(r') : Hhec.

n,s B,a,R p,P1

/d2 i /,42 YD ihepsfiras: Y PV (p)e PIPEGL (0)7, pa(py+ PP palr') : hec.

7,8 B,a,R PPy
(C84)

As p, is carried by ¢ modes and p is carried by d modes, both of them are small, and we can adopt

0 50T pa(py +P) 2T 4(0)Ty,1a(0) =0 (C85)

as a good approximation, where the second equality comes from the orthogonality of u and v at the same momentum.
Then, we know

/dgrdzr’V(r =7 pep(r) i pa(r’) : +he. =~ 0 . (C86)

c. [&rd*'V(r—7r'):pec(r):: pa(r'):
With Eq. (C24), Eq. (C36) and Eq. (25), we can get
/dZ’I“dQTIV(’I” —7') ¢ pee(r) 2 pa(r’)

1 H ’
_ 2,92,/ —ip-(r—7r") T . —iG-r> T ~ . AW
- / drdr 4 Z PETVD) Y i patnrs D€ O o (Glinep(0) : palr) (C87)

n,8,8,8’ G
= [ G OTVD) 5 i) st T e O i)
n,8,8,8

As p+ G is carried by ¢ modes and p is carried by d modes, both of them should be small, and thus we should only
keep G = 0 in summation, resulting in

/dzrd2r’V(r — 7)1 pee(r) 2 palr’) :

1 —ip- ipr ~
= /d2rd2r'ﬁ Ze PV (p) Z : 0177?7,8780777,1’5/,5 P “L,C,B(O)umcﬁ’(o) pa(r’)
P

n,8,8,8’

1 : /
= /d%‘d%ﬂ’j1 Ze“p‘(r_r 'V (p) Z :CL,r,ﬁ,scnv”‘,B’S i pa(r')
3

7,8,8

(C88)

= /dQTdQT/V(’I" —7"): pe(r) 2 pa(r') = Hint vied

where Hjpn v,cq is defined in Eq. (62).

d. In sum

In sum, we have

H PP = Hingwpa + Hint,Vied » (C89)
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where Hipnyw, ra is defined in Eq. (61), and Hipy,v,cq is defined in Eq. (62). Furthermore, we have
HP\, =~ Hiptva (C90)

with Hipy v,q defined in Eq. (60).

Appendix D: More Details on the numerical Hartree-Fock Calculations

In this section, we provide more details on the numerical Hartree-Fock Calculations.

1. Hartree-Fock Hamiltonian

We first present more details for the Hartree-Fock Hamiltonian.

In general, given an interacting Hamiltonian of the form

1
H =Y vty + 3 D Uiy inis sl 0, i, (D1)

] 91,%2,13,%4

with some generic fermion annihilation operator ;. The Hartree-Fock approximation is to choose the ground state
as a single Slater determinant:

|T) = a{aga;..a;\,|0> , (D2)

where af, =Y, %T (Cn)i and (3, (o, ..., {n are orthonormal vectors. Then, the Hartree-Fock Hamiltonian is derived as

1
Hyp = ngwjtij +3 Z Uiyisisia (1#;[11/%401'21'3 + 1/122?/11'302'11'4 - @2%40@1‘3 - 1/’:1 ¢i30i2i4> —Ey, (D3)

i, 11,%2,13,%4
where O;,4, = (0[] 05, |0) = SN (¢5¢T)y5, and

1
Bo=3 D Uiiinisia (04, Oiiy — 04,504, - (D4)

11,%2,13,%4

Hpr satisfies (V|Hpp|V) = (V|H|¥). Note that Hyp has the same form as the mean-field Hamiltonian; in fact, the
Hartree-Fock approximation is equivalent to the mean-field approximation. O;,;, is called the order parameter or the
density matrix. (V|Hgp|P) is also called the Hartree-Fock energy.

Now we come back to MATSTG. We only consider the states that are invariant under the Moiré lattice translations.
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Moreover, similar to Ref. [125], we only care about the following averaged density matrices for simplicity

1
If _ - T
07]101181,77201282 - N fn1,R,a1,slf772»R70t2752
R

|p|<Ac
1 nA

Onlﬁlsl n2Basa N Z m,p,ﬁl,sl Cn2,p,B2, S2> - 2C57717725ﬁ1ﬁ258132

\P\<Ad
Odd < > _Mhas s
no181,M0282 N 7,P,01,51 771770’2,82 2 010298152

\P\<Ad [p'|<Aa

017,6151, nBasz — 3N Z Z Z 51’ P’ ,C3nq; <d77 P,Uhéld_np ‘72152>

p n=0,1,2
|p\<A (D5)
cf _
07115181 nNao2sy Z < 771717751 51f772!p’0‘2’52>
p
ofe = [OCf]T
|1D|<A

df E
07710181,772a282 - N 771,p,01,81f7727P+771KM7a2 82>

ofd = [Odf}
1 IP|<Ac&lp—n2C5 g, |<Aa
_ T
0771,318177720262 - 37N Z Z CT]l,P,BLSldeP n2C% q1»‘727~52>
n=0,1,2 p

Odc _ [Ocd]T
where (...) is the expectation done with respect to Hartree-Fock ground state, my, = %ZI;J‘SA“, and np, =
= leISAd. We note that the expressions O7f, O, O7¢ and O°/ are the same as those in Ref.[125]. We also
note that for dn pors ad d_yp oy 5, 0 On6181, nﬁzsz’ p and p’ must be different in order to preserve the Moiré
lattice translations, owing to the fact that d p and d p are around Ky and —Kyp points, respectively, as discussed
in and below Eq. (A30). Because of the same reason we choose the d and f modes in ()77101&17772@252 as dm,pm,91 and

S p+mKar,az,s. t0 preserve the Moiré lattice translations.
Then, combining Eq. (64) with Eq. (D5) and Eq. (D3), the Hartree-Fock Hamiltonian reads

Hpgr = ZHeff +Hy +Hy,e+ Hyg+ Hyeq + Hw, e + Hw pa + Hj
(D6)
- (EU +Eve+ Evg+ Evied+ Ew, e + Ew,sa + Ej) + const. |

where Hgf;f is in Eq. (54), const. stands for a scalar that is independent of the ground state, and the rest of the
terms are discussed in the following. Before going in to details, we define f); = (., f;,k,ms, ), f}; = (..., f);’R’a’S, ),
c;f, = (... Al ...), and di, = (..., df ).

> n,p,B,8’ »¥n,p,0,s)
First, we go over Hy, Hyc, Hw ¢c, Hj, Ey, Ev,., Ew,fc. and Ey, which are the same as the corresponding Hartree-
Fock terms in Ref. [125] since they only involve the f and ¢ modes derived from the TBG part. For more details, one

can refer to Ref. [125].

Hy = Z {pf(R) (U1 (Tx[07] — 8.5) + 6Ux(Tr[07] — 4)] — Ulf;[off]TfR} , (D7)
R
and
Ey = gTr[Off]Q(Ul + 6Us) — Ulg Tr[07077) . (D8)
1 lp|<Ac
Hy.= ﬁV(p =0) Z chp Tr[O°]] (D9)

p
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and

Ey.= %V(p = 0)(Tr[O%]? + 16n,, Tr[O]) . (D10)

Here we neglect the Fock channels for Hy, . and Ey., same to Ref. [125], since otherwise the Hartree-Fock calculations
would heavily depend on the cutoff A. due to the simplified density matrices chosen in Eq. (D5).

i ce [ WinoToso e i [ WinoToso ferT
Hwyfe= Y fifiTr|O - > [O7 fp
kEMBZ WinoToso > W3n0ToS0 o)
11
Ip|<Ac Ip|<Ac
Winotos WinoTos
Cp + c cp(Tr —4),
;}chT 1707050 ) L 1707050 pTOff 4
W3noToso P W3noToso
10,2,y,> are Pauli matrices for the valley index, and
Winemos Wen07ns
Ew.je = NTe[OF] T [0 [ 107070 +2Nny, E:M% (Tr[0!]—4)— N Te[o/ ofe | 7 HTT0%0
Ws3n07050 WsnoToso
(D12)
J T ce T ce T
Hy = D) Z e [WzTOSO(Orlrz,rlrz) M2ToSo +7707z50(0r1r2,r1r2) 770%80} Jr
keMBZ
[p|<Ac Osus Oss
+ 3 Z CL,Fle 1. 7050 Tr[O7¢ ] 4 no7.s0 Tr[O7€ | fp
p N=ToSo 1707250
Ip|<Ac 0 0 (D13)
. 8x8 |1 . 8x8 |14
+ 3 Z fZT, 17050 Tr[OF )+ momso Tr[O7 1| eprir,
P N=ToSo 07280
J Ip|<Ac
=5 D2 s [:7050(07)  namos0 + mo7e50(07) o750 — moToso] epurars
P
and
’ TI‘[Off]
a+a
Z Z nas n'a’s’ (a’+2)s’717(a+2)s(7777, + (_1) ) - J]\]n/\C 2
nm’ aa’ss (D14)
+ ﬂ > O &k (7 + (=1)°%")
2 n(a+2)s,nas " n’a’s’' n'(a’+2)s’ m )

nn’,ss’,aa’

where OF, 1, is the 8 x 8 diagonal block of O that correspond to Cj;,k,B:BA,s'
Now we move onto the terms that are not covered in Ref. [125]. First, H;n. v.q in Eq. (60) can be re-written as

1 I
Hintva = 5 /dQTdQT/V(T —r'):pa(r) = pa(r’) :

:%/ﬁm%vwfwmmmf%mgmmﬂf%mg

= %/dQszT/V(T —7') |:pd(7')/)d(7"/) - %n/\d (pa(r) + pd(r’))] + const.

A
11 <
= *ZZ E : Op,.p+p, Ops.p+p; V ( E E dn P1,0,8 n Dot A’ py,o7 s Ay py s

(D15)

P P1P2P3P4 nos n’o’s’
11 & in
A
+ 5]2‘/(1)1 7p)ZdT,p,a,sd:r],p,a,s - dv sznpae n,D,0,8

PP nos p nos



which leads to the following Hartree-Fock Hy 4

Aqg
11 +
HV,d = 5] 2 : § : 61’4;1’4’171 6P2>P+p3 E : 2 : |: 7,P1,0,8 77 Py4,0,8 <d7]’,p27o"7s’d77/’p370',75/>

P P1P2P3P4

nos n'c’s’

T T _qf T
dn,p17o,sd77"17370'73' d’l’]',pQ,o'/,S'dn3p4>0':S dT]’,pQ,O'/,S’dn)sz)o':S dn,pl,o—}sdﬁ'ypgyfflys'

Ag
11
t
+dn \P2,0",8’ 1y py.ot st <d;(hp1’0,sd77’1’4’075>} + 24 ZV(pl -p) dL,p,o,sdiz,p’ms

4nAdV

0y

p

Neglecting Fock channel

b, P nos
Z 7,P,0,8 77,19,(7 s
nos
1 L
i dd
qV@=0 zp:d;dp Tr[0%] |

where we have used Eq. (D5). Similarly, we get Ey, 4 as

N
Eva=55V(p=0) (Tr[0%)? + 8np, Tr[O™)) .

Second, Hint,v,cqa in Eq. (62) can be re-written as

8 4
Hint,v,ea = /dzrdzrlv(r —7")(pe(r) — ﬁnAc)(Pd(T/) - ﬁnAd)

8 4

= /d2rd2r'V(’r —7') [pc(r)pd(r’) — ﬁn/\cpd(r’) — QnAdpc(r)} + const.

A. Ag
_ 1 ) ) V(p) cf d! d ¢
A D2,P+P1 “P3,P+Py Cn.py.B,sM py,o’ s A py,0" 8" Cnups, s

P P1P2 P3Py nos 7]'0'/3/
_ 8n d 4n
A“V( )Zde - A"’V Zc cp + const.
P P

which leads to the following Hartree-Fock H;pnt v cd

1 Ac Ad
HV,cd = _71 5pz,p+p15p3,p+p4 [ n,p1,8,8 Cn.py.B,s <dn’,p3,o",s’dnlxpmgl’sl

P DP1P2 P3Py

nos n’o’s’

T T T T
+<cn,p1,[3,sc7hp2n3a3 dn’,p3,a’,s’dn'ap4;0/75/_ Cn,pl,ﬁ,sdn’,m:ff’d’ dn’,p3,a’,s’cnapza5y5

T T
7cn7p175,sdn’,p4,a/,s’ dn’,pg,a’ s Cn,py.B,s

Ag Ac

4 4
*%Acwp:mzdw TRV (=0 chey +const
D P
Neglecting Fock ch 1 ES. 1 S
eglecting Fock channe Z ol Cp Odd + QV( —O Z de TI'[OCC]

Similarly, we get Ey .q as

Eyeq =

2Q

ﬁV(p = 0) (2 Te[0Y] T2[0°] + 8nyp, Tr[0°] + 16n,, Tr[0))
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(D16)

(D17)

(D18)

(D19)

(D20)
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Third, Hne,w,rq in Eq. (61) can be re-written as

4

Hintw.fa = QWsa Y (ps(R) —4)(pa(R) — Q)
R

OWra Y pr(R)pa(R) — 4QWsa Y pa(R) — Ana,Wra Y ps(R) + const.
R R R

MBZ A4 (D21)

_ Wfd 5 f f
- ki1+py,pstkatG nkl,a,s 77 ,Po,0’,8" 7] P30’ 8" I kg0

nasn'cs’ kiks P2P3

Aa MBZ
—4Wra Z dfydp — Anp,Wya Z fh fie + const.
p k

which leads to the following Hartree-Fock H;pne w,fd

MBZ Ag4

HWfd - Wfd Z Z Z Z Z6k1+172 p3t+kat+G |:f17 k1, stI k4,08 < p2,o’,s’d7llap3a‘7/vs/>

nas n'os’ kiks PaP3

1 U T T
+ <f17,k1,a,sf77»k’470¢13 dn/,p2,ﬂ’,s’d77/7P370/75/ - fn k1, sdﬂlypsvg/vs/ dn’ Py,07, s/fn,k:4,a,3

MBZ
—f;,kha,sdn',p3,a/,sf <dj,/,p2,g/7s/fn,k4,a,s>:| — 4Wyq Zde —4npa Wia Z £ 1
Ip|<Aq IpI<Aq
= Wra T (O fhfr+ Wra(Te[0%) — 4) > dhdy — Wia( Z Z dl, 0L frpawins + hoc)
: ’ (D22)
where we have used Eq. (D5). Similarly, we get Ew, ¢q as
Ew,ga = NWyq (Tr[0Y] T[O7] + 4ny (T2 [O7] — 4)) — NWyq TH[OY O] . (D23)

Comparing Eq. (D22) to Eq. (D11), we can see d}; p couples to fir pynicy, while c;f, couples to fp, showing that d modes
are around the nKy; points and ¢ modes are around the I'y; point.

For the calculation of Hartree-Fock density matrices, we choose A, = Ay = /3 (|bai| = [bm2] = V/3 according to
Eq. (21) as a comparison), and the iteration for the self-consistent calculation stops when the error of the Hartree-Fock
ground state energy is smaller than 10~*meV in EUS. The initial Hartree-Fock density matrices are given by the initial
states, which are specified below. To rule out the symmetry breaking induced by the artificial cutoffs, we address the
momentum points in MBZ in a symmetric way. Specifically, when we need to sum k over MBZ for determining the
density matrices in Eq. (D5), instead of actually summing k over MBZ, we sum k over the completion of MBZ, i.e.,
the union of MBZ with its all edges and corners (shown in Fig. 4), and include a factor of 1/2 for terms with k on the
edge and 1/3 for terms with k at the corners.

The Hartree-Fock band structures are plotted for A, = Aq = 2v/3, in order to compare with the single-particle
band structure.

2. Initial States

Now we specify the initial states for the self-consistent Hartree-Fock calculations for » = 0, —1, —2. The choice of
the initial states are inspired by the numerical results in Ref. [149], which show that (i) the ground state at low-& is
similar to TBG, and (ii) the ground states at high-€ have zero inter-valley coherence. Therefore, for all the considered
fillings, we will include all the initial states that correspond to those used in the study of TBG in Ref. [125] and include
representative states without inter-valley coherence.

Recall that we choose the initial states to have the form of Eq. (65), where |Fermi Sea) stands for the hall-filled
Fermi sea of the free ¢ and d modes. For the initial states without inter-valley coherence, the filling in each valley
is well-defined and can be evaluated as v, = Tr[Q,C);] — 2 for the n valley, where (,, is defined in Eq. (70); we have
vy +v_ = v. Then, we choose certain representative initial states without inter-valley coherence for all combinations
of (vy,v_) with vy <w_, since the v, < v_ subspace is related to the v, > v_ subspace by the TR symmetry.
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(a) (b) *
o o
[ ) [ )

[ )

FIG. 4. The edge of the MBZ is shown in (a) as the black solid line, where the cornors are excluded. The corners of the MBZ
are shown in (b) as the black dots. Only half of the edge in (a) belongs to MBZ, and only one third of the corners in (b)
belongs to MBZ.

The initial states that we choose for the self-consistent calculations at v = 0 are

IVPG=") = [T /L run /L rs St Ry fL Rz, [Formi Sea) (D24)
R

v 1 . . . . .
|IVCO O> = H Z(fl,R,l-,T - 1fi,R,2,T)(quL.,R,1,¢ - lfi,R,Q,l,)(_lfi,R,l,T + fl,R,Q,T)(_lfi,R,l,i + fLR727¢)|Ferml Sea)
R

(D25)

V= 1 .
K-VCT™") = [T (L m + L o) L my + L o) S mi + L rat) (S may + fL o,y ) [Fermi Sea)
R

(D26)
1,v=0 .

‘PVPO > =117 raa /RSt R ST Rty [Fermi Sea) . (D27)

R
‘PVP31DZO> =1/ ri /L ria S Rt fT po, [Fermi Sea) (D28)

R
|VH5=0> = H fl,R,l,Tfi,R,1,¢fi,R,l,Tfi,R,l,i|Fermi Sea) , (D29)

R

[Cherng™) =[] /L ras /b rasf ! R f! mo, [Fermi Sea) | (D30)

R
|half-Chern§=") = [[ f1 r1+fl ri i/l Ri ST Ros|Fermi Sea) | (D31)

R
and

|CoT-invariant =) = H fl7R,17ifi,R,27Tfi7R71,¢fi7R727T|Fermi Sea) . (D32)

R

Here |VPEZO>, |IVC5:0> and ‘K—IVC5:0> are chosen because the corresponding states are used in Ref. [125] for TBG.

|VP6:O> is also a representative state without inter-valley coherence for (vy,v_) = (2,—2). We choose ‘PVP%’”:O>



42

and ‘PVP(Q)’”:O> as the representative states without inter-valley coherence for (v4,v_) = (1, —1). We choose |VHg:0>,

|Chern5:0>, ‘half—Chern5:O> and |CgT—invariant6’:O> as the representative states without inter-valley coherence for

(vs,v-) = (0,0).
The initial states that we choose for the self-consistent calculations at ¥ = —1 are
\VPE=" = [[ L risfl mi fL R s Fermi Sea) | (D33)
R
e 1 . . . .
‘IVCO 1> = H Tﬂ(fi’R’l’T - 1fi,R,2,¢)(fJ_,R,1,¢ - lfi,R,ZJ,)(_lfi,R,l,T + fj—,R,Q,T)'Ferml Sea) (D34)
R
v=— 1 :
[Veveg=t) =[] SR+ I rot) I g + L Ra)fL g,y [Fermi Sea) | (D35)
R
PVP(l),u:—1> _ Hfi,R,l,Tfl,R,l,ifLR,l,i|Fermi Sea) , (D36)
R
PVP%’”:’1> =TI #f ront! mo f! g, |Fermi Sea) , (D37)
R
and
PVPS,U:*1> _ Hfi7R71,¢fiyR,27Tfi7R71,i|Fermi Sea) . (D38)
R

Here |VPS=_1>, IVCS=_1> and ’VP+IVCS=_1> are chosen because the corresponding states are used in Ref. [125]
for TBG. |VP5271> is also a representative state without inter-valley coherence for (vi,v_) = (1,-2). We
choose ‘PVP%’V:_1>, PVPS’V:_1>, and ‘PVPS’V:_1> as the representative states without inter-valley coherence
for (v4,v_) =(0,-1).

The initial states that we choose for the self-consistent calculations at v = —2 are
v=— 1 .
K-VCe™%) = [ 5L rut + L 2 ) (L iy = FL o) [Fermi Sea) | (D39)
R
_ 1 . . :
veg=) =11 Q(fl,R,m ~ifL pot)(=ifL g1t + ] poq)|Fermi Sea) . (D40)
R
|VPS:_2> = Hfi,R,l,Tfl,R,ZHFermi Sea) , (D41)
R
‘VP%’V:_2> = HfLR,l,ifLR,ZT'Fermi Sea) , (D42)
R
‘VP%’V:72> = Hfi,R,l,Tfl,R,1,¢|Fermi Sea) , (D43)
R
‘valley—unpolarized(l)’”:_Q> = H fi)R)LTfLRJ,HFeTmi Sea) , (D44)
R
and
‘Valley—unpolarizedg’”:_Q> = H fLR,17¢fLR72’¢|Fermi Sea) . (D45)
R

Here |[K-IVC§=?), [IVC{~?) and |VP§= ?) are chosen because the corresponding states are used in Ref. [125]
for TBG. We choose ‘VP(I)’”:_2> and ‘VP%’V:_2> (as well as ’VP5=_2>) as the representative states without inter-

valley coherence for (v4,v_) = (0,—2). We choose ‘valley—unpolarized(l)’”:_Z> and ‘valley—unpolarizedg’yz_Z> as the

representative states without inter-valley coherence for (v4,v_) = (=1, —1).
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Appendix E: More Details on Analytical Understanding

In this section, we provide more details on the analytical understanding.

1. One-Shot Hartree-Fock Hamiltonian

We develop the analytical understanding by using the one-shot Hartree-Fock Hamiltonian, which is derived as the
follows. First, based on the initial state Eq. (65), we can derive the initial density matrices as

[Ofilngsmprs = Ony [Zn] g0 0ssr with [Zy] 55 =0,

0dd —

mn ? El
O%:07O{7§i:0 ( )
o¥ =0, 0/"=0

int ini

OCd :07 Ogﬁl:O7

int

where Z, is a 4 x 4 matrix Then, we can substitute Eq. (E1) into the Hartree-Fork Hamiltonian Eq. (D6), and the
resultant Hartree-Fock Hamiltonian is the one-shot Hartree-Fock Hamiltonian, which reads

Hyros = Z HIT 4 Hyos + Hv.eos + Hw fe.os + Hios + Hy.a.0s + Hy.ca.0s + Hw.fa.0s — ESS + const.
n

0,m
(E2)
where ngf is in Eq. (54),
ES® = Eyos + Eveos + Ew.feos + Eros + Ev.aos + Ev.edos + Ew ta.0s (E3)
Hyos = Z f;r:;thR , (E4)
R
1 t
hU:§U1+I/U1+6VU2*U1CC ) (E5)
N N
Eyos = 5(4+V)2(U1+6U2)—U15(4+V) ) (E6)
Hyco0s=0, (E7)
Evc.os=0, (E8)
lp|<Ac
Hwfeos = Y chhw jecp (E9)
P
vWingTos
hw o = 1707050 ’ (E10)
vW3noToSo

Ew, fc,0s = 2Nvna, (2W1 + 2W3) + const. (E11)
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lp|<Ac
Hjos = Z CLhJCp , (E12)
D
0
hy=| 23 , (E13)

1:7050¢¢ 27080 + MoT250¢C N0 T2 S0 — M0T050
J
Ejos = *gVN”AC + const. (E14)

Hy.4,0s = Hy,ca,0s =0, (E15)

Ev 405 = const.

E16
Ev.ca.0s = const. , (E16)
|p|<Aq
Hw ja.os =Wrav Y, dpdy (E17)
P
and
Ew.ta,0s = 4NWyana, + const. . (E18)

Here “const.” consists of scalar terms that do not depend on the density matrices. It is clear that the dependence
of EOOS on the ground state is only through the filling v, which is solely determined by the f modes at the one-shot
level. Therefore, the energy difference for different states with the same filling only comes from the operator part,
which we will focus on in the following.

2. Simple Rule for High-£ States: High-£ Limit

Now we provide more details on the analytical understanding of the simple rule for high-£ states, under the high-&
limit. Here high-£ limit mean that we choose |€| to be infinitely large compared with all other energy quantities. We
also approximate the chemical potential as

n= V(U1 + 6U2) R (Elg)
which is the correction of the chemical potential due to the density-density interaction of f modes [125]. The validity
of these simplifications will be discussed in Appendix. E 3. In Appendix. E 3, we will demonstrate the validity of those
approximations for v = 0.

Throughout this part, we choose v € {0,—1,—2}. As an effective theory, we will focus on the Hartree-Fock
Hamiltonian at +Kyr and I'y;. We will first consider £Ky; and then consider I'y.

a. :|:KM

The one-shot Hartree-Fock Hamiltonain around +Kj; reads

[pl<Aq frnKutp
Kn o $ + K
HifRos = D (L acuip £ ks ip Bho) Wi R0s(P) | f- s (E20)
p

d’?vP
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MiE(m9 +i12)s
LU, + v(U) + 6Us) — Uy ¢ 1€(m )0

Mk os(P) = Osxa (E21)
MiE(ry —im)s0 Ouxa | Wrav + (pa0e + Dy )so
and
1 t 044
Ky §U1+Z/(U1+6U2)—U1CC .
huros(P) = My E(1o —iT2)50 . (E22)

Osxa MiE(T0 +1i72)s0 ‘ Wiav + (—=pz0z + pyoy)so

By performing d;fm, — d;f],pe_”z%so, we have

V2METos
Knm TKum %Ul + V(Ul + 6U2) - UlCCT oo
hiF0s(P) = g os(P) = O4x4 (E23)
V2MiE1050 Oaxa ‘ Weav + (=pe0y + pyoz)so
and
LUy + v(Uy + 6Us) — U ¢t Oaxa
_ ~_ 5U1 1 2)— U1
hHIIE'iV(I)S(p) — hHI;‘iVIOS(p) = \/EMlgToso y (E24)
04><4 \/§M15T080 ‘ Wde -+ (—szy — pydm)SQ

which are convenient to use.
Since we focus on £Kjys in this part, we only consider p = 0 for fj_ HKn+p? fi
define the following two unitary matrices:

Kn+p and d;fhp. To proceed, let us

X0,1 X1,1 1
U+KM = 1 & ]14><4 and U*KM = X0,1 X1,1 & ]l4><4 ’ (E25)

X0,2 X1,2 X0,2 X1,2
where

v(Uy 4 6Us) V2M,E

Xy = €yXy > (E26)
\@Mlg Wde K o

v=0,1, Xy = (X~.1, X~,2) is real, and

+2M2E2 (E27)

U(Ul + 6U; + Wfd) - v(Uy 46U — Wfd) 2
6"/ = 2 + (_) 2

Then, we use ﬁnKl\/I to unitarily transformation ﬁ%KFBfO 5(0) to

eollyxy IX01* X6ax11 (6 — 1) X3,1Cndn
~t K ~ . nbny T 32 .
U;KNIh%FI\:IOS(O)UﬂKM = €1l4xq %! X1,1X0,1 ‘Xl,l|2 X1,1Cndn
V(Ui + 6U2)Laxs X0,1C—nCh X1,1¢=nC) C—ndn -3
(E28)

We perform the transformation in Eq. (E28) because (i) it gives a block-diagonal term (i.e., the first term) that has
the three blocks with energies €p, €1 and v(U; 4+ 6Us), and (ii) the gaps among ey, €; and v(U; + 6Us) are of order |£]
according to Eq. (E27), which is much larger than U; in the high-£ limit. Therefore, in Eq. (E28), the elements (of the
second term) that couple different blocks in the first term can only change the eigenvalues at the order of O(|U;/&]).
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In the following, we will neglect all corrections to the energies that are of order O(|U; /£2|). Then, we only need to
consider the following Hamiltonian

eollaxs — Uy

’ Z(qu; - %)
K ~
U:'KMh;]IFI\vAOS(O)U"KM ~ e1laxa — Uilxi1 (66— 3)

v(Uy 4+ 6U2)1yxq — Ul(C*ﬂCin -

(E29)
Recall that €, < v(U; 4+ 6Us) < €p and the gaps between them are of order O(|€]), which is much larger than Uj.
Then, based on the expression of the chemical potential in Eq. (E19), the ¢y block should be fully empty, while the €;
block should be fully occupied. Eventually, we know that the occupied states of Eq. (E29) are all eigenstates of

[ex — v(Ur + 6U2)]Laxa — Urlx1,1 [ (¢¢0 — %) for both n = +, (E30)
and all negative-energy states of
U1 (¢ — %) for both n = +. (E31)
We have subtracted the chemical potential in Eq. (E30) and Eq.(E31) compared to the corresponding block in
Eq. (E29). We label the total energy of all those occupied states as Eik,,.

We want to minimize Eyik,,. Recall that Eq. (E30) should be fully occupied for both n = +. To express the
remaining contribution to Eyik,,, we use A; (i = 1,2,...,8) to label the eight eigenvalues of

t
G+t ] (E32)
¢t
since all negative-energy states of Eq. (E31) are all negative-energy states of
¢t 1
-U, - = (E33)
¢¢t) 2

We choose Ay > Ay > ... > Ag without loss of generality, and choose n to be the largest integer that gives A\, > 1/2.
Then, according to Eq. (E30) and Eq. (E31), we have

Eixy = 8ler — v(Ur + 6U2)] — Ur[xi,1 [ ZTY ol — Ulz =) +O(ULP/IE])
N (E34)
=8ler — v(U1 + 6U2)] — Unlxaal*v — U1 Y (A 2) +O(UiP/I€])
i=1
where we have used
D Tr[G¢] = Te[C¢T =4+ v . (E35)
n
T
To proceed, let us derive the constraints on A;. First, as s ; is positive semi-definite, A\; > 0. Second,
¢

Ai < 1. To see this, recall that ¢ defined in Eq. (69) is a 8 x (4+v) matrix whose columns ((1, ..., {44.,) are orthonormal.
Then, there exists 4 — v 8-component vectors, (i,...,(4_,, such that (i, ...,(4y and (i,...,¢4—,, form an orthonormal

basis of C8. Let us define the ¢ = (Cl §4ﬂ,> as a 8 x (4 — v) matrix, whose columns are orthonormal and which
satisfies (T¢ = 0 and ¢¢T + (¢t = 1g4s. Then, we have

¢¢h it N Sy

Cfd ¢ ¢t giar c.ct = Lsxs = CnC:g + @@; = lyx4 . (E36)

N

)
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Combined with the fact that @,@; is also positive semi-definite, we can get A; < 1. Third,

8
=) Tl =4+v. (E37)
i=1 n

In sum, we know A; € [0, 1] and Z§:1 N =4+ .
With the constraints on \;, we have

- 4
Y h=4+v< ;”. (E38)

i=1

To see this, we first consider n > 4 + v, which gives

_4+1/ 44+v—n 4+ v

1 n
‘Z(Ai—i)—‘ ‘ 5 st < (E39)
1=1 i=1 =1
For n < 4 + v, we have
n n
1 1 4+v
- )<y = .
D=3 5<— (E40)
=1 =1
For n =4 + v, we have
- 1 - n - n 4+4+v
L — — ) = — =< ;] — T — .
2Ni—g) =3 N5 <) Mg = (E41)
=1 i=1 =8
Therefore, we proved Eq. (E38) and we know the equality in Eq. (E38) only happens when n =4 + v.
Eq. (E38) and Eq. (E34) give
9 44 v 9
E:I:KM 28[6171/(U1+6U2)]*U1|X171‘ v—U; 5 +O<|U1| /|5|) . (E42)

Then, we know that the lowest Fyk,, is achieved if and only if """ ; A; = 4 + v, which only appears for n = 4 + v.
. 8
Owing to >, _; A\; =4+ v, we have

i=1

S N=d+v&n=4+v (E43)
=1

<:>)\1:)\2:...:)\4+1,:1

<:>)\1:)\2:-~-:)\4+V:1&)\4+V+1:)\4+V+2:~-~:/\8 =0.

Therefore, the lowest Fixk,, is achieved if and only if

;
GGt =~ diag(1,1,...,1,0,0, ...,0) , (E44)
¢t ——
4+4v 4—v

where 2 stands for matrix similarity defined by unitary transformations in U(8). Eq.(E44) suggests that
¢l
¢t

is a projection matrix. Then, we know

¢ch etel o | [

Tr
¢ ¢t ¢ ¢t ¢ ¢t

= Tr [¢¢T] = Tr [¢¢T¢CTT (E45)
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which results in
Tr(¢ ¢t ¢+ (e ¢t ¢y = (¢ ¢l g ¢ty + e ¢t ¢ ¢ty + ey ¢t ¢l + Trle¢heicty, (E46)

which results in
T ¢ ¢l =0= ¢ =o0. (EAT)

Combined with

t t
Gy = ¢t = Gy ~ diag(1,1,...,1,0,0,...,0) , (EA8)

G¢h=0= . .
¢t ¢t T

we know (,¢' = 0 is equivalent to Eq.(E44). Therefore, in the high-€ limit, the lowest Ei,, is achieved if and
only if (4 Ci =0 (i.e., the intervalley coherence is zero), if we neglect all corrections to the energies that are of order

O(|U1/&2)).

b. T'm

Now let us turn to the I'yy point. The one-shot Hartree-Fock Hamiltonian at I'y; reads

UL+ v(Uy 4 6Uz) — U1 (¢ A1g
Y1 vWi (E49)
vWs +hrir,

where 5 = v + B, £?,
v J t t
hr,r, = Mnoogzso — 3 (n:0050¢¢ 20050 + M0 =50C¢TM00 250 — 1g) (E50)
and M = M + By E2%. Owing to

(—%Ul + I/(U1 + 6U2))11(4+l,)

1
FUL+v(U1 +6Us) = U (¢ = .
(53U +v(Uy + 6U2)) 14—y

, (E51)

the eigenvalues of

UL +v(Us +6Us) — Ui (CT Al
?]lg I/W1

(E52)

does not depend on the ¢ as long as v is given. Therefore, we will focus on hp,r,.

Since we consider the high-€ limit, we have |M| > J. Then, the energy difference between different states given
by hr,r, should be of order J, which is generally much smaller than the energy difference at £Ky; which is of the
order U;. Therefore, we should only focus on the states with lowest E1k,,, i.e. states with zero intervalley coherence.
In other words, the discussion at +Ky; already suggests that only states without intervalley coherence are favored at
large €.

Now we show that hr,r, further picks out the favored high-£ states among all states without intervalley coherence.
Since we now only care about the states without intervalley coherence (i.e., C+Ci =0), we have

¢¢h

(= (E53)

¢ ¢t

In general, (77(;5 has the following form

Glh= D W) ouse s (E54)

ure{0,z,y,2}
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where (y;),,, are the real coefficients. Owing to the spin-charge U(2) symmetries in each valley, namely U(2) x U(2),

we can always first rotate >, cqo ., oy (Un)., 0280 10 30 cio..y (Yn),, 0250, and then rotate 35 .\ -y (Un)g, ToSy
t0 3=, c(0,0,23 (Un)o, O0Sy. Therefore, we have

(U)o = W)y = (Un)gy = O (E55)
up to U(2) x U(2). With this observation, we have the following expression

bon tbsy o ban—biy

5 B) 0252 + Z (y'r])uy OpnSv (E56)

pn€{0,z},ve{0,2,y,2}

gngg = ag,y + an0oSs, + 008, +
up to U(2) x U(2). Then,
hr,r, = ~ (E57)

up to U(2) x U(2), where

~ ~ bo_ bs_ bo_, — b3_
hy = Moyso — J |ag,y + ayo0s; + €y008. + wazso /B

5 5 (E58)

025z | +

N[

According to Eq. (E49), the eigenstates of hr,r, with energies lower than v(U; 4+ 6Us — W3) are occupied. Before
proceeding, we list some useful constraints derived from (¢ being a projection matrix of rank 4+ v. First, Cnd;cndz =

C,?C); gives

aon = m,,
’ 4
b3_, +b3_ m, (E59)
Boraeg et e

u€{0,2},ve{0,z,y,2}

where m,, = Tr[(n(:;] € Z and m4 +m_ =4+ v. Then, owing to the fact that the diagonal elements of qu are in
[0,1], we have

ag,y + Gy + ba_y, 00 + ay — ba_y, a0,y — an +bz_y, a0, —an —bz_y € [0, 1]

Gy +bzy € [~ 12,1 — 0] & ay — by € [T, 1 — ]

- —ay +b3y € [- 1= P & —ay —bs_y € [ 1= ]
N an € [=7, 1= P& £byy €[ —ay, 1 - 7 —ay]
an € [-1+ 2, P & £byy € [T +ay, 1= +ay]
= Jay| € [0,min(Z2, 1= E0)] & oy | € [O,min(% ag 1= T8 —ay)] & fboy| € [O,min(% — a1 - 20t a)
(E60)
Then, since we only care about v € {—4,—3,—2,—1,0}, we have
lay| = |ba—y| = |bs—y| =0, for m, =0
la,| € [0, %}  [bay] € [0, % +ay), |bs_y| € [0, % —ay], form, =1
Jagl €10, 51+ ool €10, ~lagl), bl € [0, ~ lagl] , for m, =2 (61)
lay| € [0,1—%}  |bay| € [0,1—%7%1 b3yl €[0,1 — %Jran} , for m, =3
lay| = |ba—y| = |bs—y| =0, for m, =4,
which leads to
b3+ b3, < min(T2,1— ). (E62)
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In sum, the constraints that we will use are summarized as

ao,n:% y My €ZL>0, My +m_ =4+v
aj, +a+ci+ % + > (W) = %
nef{0,z},ve{0,z,y,2}
lay| € [O,min(%, - %)]  |bay € {O,min(% +ap,1— % - an)} b3y € O,min(% —ay,1— % + an)]
bg_n + b%_n < min(%, - %) .

(E63)

We label the four eigenvalues of En as E};l‘f < ETI;I\Q/I < E;%‘ < E};I),f Owing to |M | > J, we can solve the eigenvalues

perturbatively to O(M?), where M; = \M /J|. To do so, we use the following unitary matrix

A N (E64)
- = S0
T2\ 41
—by_
~ ~Mjy—ays, — cysz 2=
~h,~ 2-m —b3_p
U,§7’7U77 =" U , (E65)

—bs
=
My —ays, — ¢Sz
—b3_

where we used the fact that M < 0 and J > 0. Then, we can project the the off-diagonal b,_, and b3_, terms to the

diagonal block, and get two effective Hamiltonians from [7);%"@7 as

2 — 1 [ —ba
My — sy —egse £ —— | " +0(M;?) (E66)
2MJ _b3—71
leading to
2—m i 1 _ i — _
BT ===+ (C)P My 4 (05, + 65, M 1} +(-1) [, [a2 + 2+ O(M; 1)] +O0(M;?),  (E6T)

where i = 1,2, 3,4 and [i/2] is the smallest interger that is no smaller than /2. Since we have |]\7\ > [v(U+6Uy—Ws))|
in the high-£ limit, Ef)lf with ¢ = 1,2 are the only occupied levels, leading to

1
Ery /= =AMy = (0] + b3 + 05 + b)) M} + Eyry /T + O(M;7) (E68)

where E,—_o r,, contains the other contribution that does not rely on ¢ as long as v is fixed. To lower Er,,, we just
need to maximize b? + b3 + b2 + b3. In the following, we will do it for v = 0, —1, —2 separately.

For v = 0, we have three cases distinguished by the values of my, i.e., there exists ng € {+,—} such that
(M, M—p,) = (4,0),(3,1), (2, 2), which respectively leads to

1
> min(72, 1 - Ty = 0,51 (E69)
Owing to Eq. (E63), we then have

1
Er,/J > —4M; — 5M;l +Ey—ory/J +O(M;?) . (E70)
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Then, by exploiting Eq. (E63),

1
Er,/J=—-4M; — §M;1 + Ey—ory/J +O(M;?), i.e., minimizing Er,, for v = 0 states without intervalley coherence

my=m_ =2

< 2 12 2 4 B2
b1+b2+b3+b4:1
my=m_ =2

=

Y+ b5 =b3+b5 =3
my=m_ =2
& |bi] = [ba| = [bs] = |ba] = §
afl + Cg} + ZHE{O,Z},VE{O,J;,y,z} (yn)iy =0Vne{+ -}
(ET1)

Then, combined with Eq. (E63) and Eq. (E54), it means that Er,, is minimized if and only if (¢T is (up to U(2) x U(2))
spin-diagonal with each of the 4 valley-spin blocks being %(1 to,).

For v = —1, we have two cases distinguished by the values of my, i.e., there exists ny € {+,—} such that
(Mg, M—p,) = (3,0),(2,1), which respectively leads to
. My my, 13
_ - - 2 E72
S w1 = 3 (E72)

Owing to Eq. (E63), we then have

3
EFM/Jgi—4&0——§A471+IL=_LFM/J—%CKA17%. (E73)

Then, by exploiting Eq. (E63),

3
Ery/J =—4M; — gMJ_l + Ey—ory/J +O(M;?), i.e., minimizing Er,, for v = —1 states without intervalley coherence

My =2, M_y, =1

A 3
bi + 03 + 05 + b3 = 3
< /'Zno B 2’2mino :1 : 2 2 1
b2*770 + b3*770 =32 b2+770 + b3+770 — 1
— _ _1 2 2 2
PN My, = 2 ’ |b2*7lo| - |b3*770| — 2 a’no + Cng + Zue{o,z},ve{o,r,y,z} (yTIO)HV =0
M_pny = 1, |a—770‘ € [07 %] ) % < (% + ano)2 + (i - a—no)2 ) b%+n0 +b§+n0 = i

1 2
& Mg =25 b2 | = [b3—ne| = 3, ag]o + Cg]o + Z/LG{O,Z}VVE{O,x,y,Z} (y”‘))uu =0

2
Moy, =1, a_p, = i%? ‘b2*770| =0y t %7 |b3*770| = —G_p, + i ) Cano + Z#G{O,z},ue{o,x,y,z} (y*nohy =0
(E74)

Then, combined with Eq. (E63) and Eq. (E54), it means that Fr,, is minimized if and only if (¢T is (up to U(2) x U(2))
spin-diagonal with 1 valley-spin block being zero and each of the remaining 3 valley-spin blocks being %(1 +0.).

For v = —2, we have two cases distinguished by the values of my, i.e., there exists ny € {+,—} such that
(M, m—p,) = (2,0), (1, 1), which both leads to
. My my, 1
E —11- =—. E75
. mln( 4 ) 4 ) 2 ( )

Owing to Eq. (E63), we then have

1
E}M/J;i—4Ab~—1A@*4—EWEQIM/J+w)m¢;%. (E76)
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Then, by combining Eq. (E63) with the discussions for v = 0 and v = —1, we can get that Fr,, is minimized if
and only if ¢¢T is (up to U(2) x U(2)) spin-diagonal with 2 valley-spin block being zero and each of the remaining 2
valley-spin blocks being (1 + o).

Therefore, we obtain the statement that for states without intervalley coherence, Er,, is the lowest if and only of
¢¢T (up to U(2) x U(2)) has a spin-valley diagonal form with 4 + v blocks being (o & ¢.)/2 and 4 — v blocks being
zero.

c. In sum

Let us summarize the whole procedure. In the high-£ limit and given v € {0, —1, —2}, we require the ground states
to first minimize the total energy of the occupied levels of Eq. (E29), which make them have zero intervalley-coherence,
and then minimize the total energy of the occupied levels of Eq. (E49). Then, we arrive at the Prop. 1.

We numerate all initial states that satisfy Prop.1 for v = 0,—1,—2. All the states we found are (up to the
symmetries of the total interacting Hamiltonian Eq. (32)) included in Appendix. D 2.

Explicitly, at v = 0, the states that satisfy Prop.1 are |VH6’:0>7 ’Cherngzo>, |half—ChernS=0>, |Cg7'—invariant6’:0>
and their symmetry-related states.

At v = —1, the states that satisfy Prop.1 are ’PVP(I)’V:71>7
related states.

At v = -2, the states that satisfy Prop.1 are ‘VP%’”:_2>, ‘VPg’”:_2>, ’valley-unpolarizedé’”:_2>,

PVP(Q)’”:71> and ‘PVP%’”:71> and their symmetry-

Valley—unpolarized?)’uz_Q> and their symmetry-related states.

According to Sec. IV, these inital states, after performing the self-consistent calculations, give the high-€ low-energy
states with very similar energies (similar for a fixed v).

3. Simple Rule for High-£ States: £ = 300meV in EUS

(Recall that EUS is the unit system in which A is the length unit and meV is the energy unit, as discussed at the
beginning of Sec.I1.)

In Appendix. E 2, we analytically derive Prop. 1 by looking at Ky and I'y in the high-£ limit, i.e., assuming an
infinitely large £. Furthermore, we assume pu = v(U; + 6Us). However, as shown in Fig.2, we can only claim the
validity of the f — ¢ — d model in £ € [0,300meV] (EUS). Therefore, in this part, we will discuss the validity of
Appendix. E2 for £ = 300meV (EUS).

First, we note that |M| > [v(Uy + 6Uz — W3)| need to hold in order to use Eq. (E68). For & = 300meV (EUS),
we have |]T4/\ ~ 0.14. However, for v = —1, we have |v(Uy + 6U; — W3)| &~ 0.12, which is close to |M|, for v = -2,
we have |v(Uy + 6Us — W3)| &~ 0.24, which is larger than \M| On the other hand, the same issue does not occur for
v = 0 since |v(U; + 6Uy — W3)| = 0. Therefore, the simplifications in Appendix. E2 are not all valid for v = —1, —2.

Now let us focus on v = 0, for which u = v(U; + 6Us2) = 0 is exactly correct. We discuss +Ky first. We have
€, = (—=)|V2M;€| and x,, = %(1, (—)7sgn(M;E)) according to Eq. (E27). Then, Eq. (E28) becomes

60]14><4 % % + 1 %Cncin
7t K 77 1] ® (Cay — 2) 1 -t
UnKMhHF,OS(O)UnKM = €1lax4 U 5 3 ﬁCnC_n . (E77)
044 Ll BCadh [Cacty — 3

Since P;; € [0,1] and |P,»;| € [0, %] for any hermitian projectoin matrix P, the elements that couple different el x4,
1
2V2
than |ﬂM1€|. The energy contributions of the elements that couple different eglyx4, €114x4 and 01444 blocks are

€114x4 and 01444 blocks have amplitudes no larger than U, while the gaps among those blocks are no smaller

2
of the order ‘4]\%5‘ ~ 0.3, which can be neglected. Then, it is legitimate to only consider the Eq. (E29), which

eventually leads to the fact that only states without inter-valley coherent should be considered.

Now turn to 'y, In Eq. (E67), the terms that we neglect compared to the largest-order term are of order MJ_3 ~
0.29, which is also reasonable. Then, the later derivation based on Eq. (E67) in Appendix. E2 should all be valid,
leading to Prop. 1. Therefore, the derivation in Appendix. E 2 should be valid for v = 0 even if £ = 300meV (EUS).
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The numerical evidence for the validity for » = 0 and £ = 300meV (EUS) is that if we only compare the energies
of the occupied levels of the one-shot Hamiltonian at +Ky; and I'y; for the initial states in Appendix. D2 at v = 0
and £ = 300meV (EUS), we can get the right ground states, as shown in Tab. III.

Initial States I'm Kum —Kwum Total

|K-IVCE=")  |-1.30093|-1.15152 |-1.15152|-3.60397
[TVCE=?) -1.27088|-1.15152|-1.15152 |-3.57392
|VP§=?) -1.27088 |-1.32885 |-1.32885|-3.92858

[PVPy=%)  |-1.28591|-1.32885|-1.32885 | -3.9436
[PVPy =) |-1.28591-1.32885|-1.32885 | -3.9436
|VHE=?) -1.30093 |-1.32885 | -1.32885 |-3.95863
|Cherng=")  |-1.30093|-1.32885 |-1.32885|-3.95863
|half-Cherng=") |-1.30093 |-1.32885|-1.32885 |-3.95863
|CoT-invariant§=") |-1.30093 |-1.32885 | -1.32885 | -3.95863

TABLE III. This table shows the energies of the occupied levels of the one-shot Hamiltonian at +Ky and I'v for the initial
states in Appendix.D2 at v = 0 and £ = 300meV (EUS). The first column specifies the initial states. The second, third and
fourth columns specifies the energies of the occupied levels of the one-shot Hamiltonian at I'vi, Km and —Kwu, respectively.
The fifth column shows the total of the second, third and fourth columns. The states with the lowest total are the lowest four,
which are the high-€ ground states found in the numerical calculations described in Appendix. D.

4. One-Shot Hartree-Fock Energies for High-£ States

The competing energies of the high-£€ Hartee-Fock ground states with fixed v can also be understood analytically
at one-shot level.
At v =0, the one-shot Hartree-Fock Hamiltonains for different high-£ initial states are related with each other:

FVHOS _ HX?’OS JFH_YE’OS JrHY’}%,OS I HY,I}OS _ EOOS ’ (ET8)
HOMem:0S — VIO L gYVIOS L Oy THY S (CoT) ™ + CoTHY 'O (CoT) ™! — EPS (E79)
Hhalf—Chern,OS _ HI?,OS _|_ HXE,OS + CQT—HY;IJOS(CQT—)_l _|_ HY7H7OS _ ESDS , (ESO)
HCgT—invarath,OS _ CQT—H_\‘_[?7OS(027-)_1 + H_\‘—/'E,OS + CQT—HY?,OS(CZT-)—I + HYﬂ,OS _ EOOS ’ (Egl)
where
1 J e
HXE’OS = Ho s + (*iUl) Z f;,RM,stfn,RM,s + (*5) Z C;,k,Fng,stcnka‘lF%S ) (E82)
Ry k

Hy,, s is the spin-s part of Hy, which is specified in Eq. (54), and 7T is the spinless time-reversal symmetry.
At v = —1, the one-shot Hartree-Fock Hamiltonians for different high-£ initial states are related:

HPVPLOS = gPVPrOS | gPVPLOS | gPVPLOS | gPVELOS _ pOS (E83)

HPVP08 = 0T HESTHOS () 4 O HESTHOS (0T 4 HPSPO% 4 gP{Pos — g0s ()
T r7PVP1,08 T\ — PVP,,08 PVP,,08 PVP,,08

HPVP2O08 = CyTH S O%(CoT) ™ + HY 007 + HEYPVO2 4 HEYPHO8 — g8 (E85)



where
1 1 1 a
PVP;,08
H W77 = Howq + Z fi,RM,T(_§U1 — 06Uz = Ui+ §U”Z)f+aRM,T + (=) Zci,k,rsﬂzc%kfzﬁ
Ry k
Ae 7 Aqg
+ 3> el erras (—Ws + 57e)Ckrirat + (= Wra) Sodl L adips
k D
1 1 1 Ae
PVP,,0S8
HE" = Howy + 3 1L gy, (25U =602 = SUL+ GUT) frmat + (CW0) Y e i, mecr ks
Ry, k
A Ag

= J
2 herin (Wa+ grdesinimay + (W) D dyp ydipy
k P

A
1 c
PVP;,08
HOYPOS = Hy 44> fi,RM,T(_iUl — 6U) f— Ryt + (= W1) > el pop Tkt
k

Ry
Ae J Ag
el rra g ("Wa )= ka2t + (=Wra) dodl ppdops
k p
and
Ac
HEVEPROS — g, f L 60, — 2Uy - LU W f
-1 = Ho— L+ Zf—,RMA(_i 1= 00z = 5U = SUT) o rar s+ (5T Dl kry T
R]\/[ k
Ac J Aq
+ Z Ct,k,Fle,,L(_W?) - §Tz)07,k,1“11“2,¢ + (=Wra) Z di,p,ﬂap,i :
k P
At v = =2, the one-shot Hartree-Fock Hamiltonains for different high-£ initial states are related:
VP1,08 _ 77VP1,08 VP;,08 VP;,08 VP,05 _ 1208
HEVE2 =H 7+ H P OGS+ H Eg™
FVP2,08 _ C27-H—Y§1,OS(CQ7*-)71 +H—YS,1’OS +HY§~1’OS + HYihOS - Eé)S ,
— = = =1 = ——1
HYUPROS = O, THY O3 (CoT) + THYWOST  + THYOST 4+ HY 0% — EPS
— — = ——1 _
HVUP208 = CyTHY O3 (CoT) T + THY W OST 4 HY 2O + CoE ) 0%yt — EQS
where
Ac
HYPHO% — |, i S0y — 120, — Loy 4 1o 20, y
LT =Hopq+ ) Tt ry g (=301 = 1202 = SUL 4+ ST ) fe st + (22W1) Dl krg 4Ok
R[\/[ k

Ae Aqg
J
+> el erraa(—2Ws + 57e)C R rira t + (—2Wra) > dl L dipt s
k D

VP,,08 T 3

Hy w77 =Hovy + Zf+,RM,¢(_§
Ry

Ae Aq

J
+ )b iy (-2Ws — 3T )Cr ks L+ (—2Wid) Y odlpdipy s
p

1 1
U, — 1205 — §U1 — iUsz)f+’RM’¢ + (—2W1) CT&-,k,l"3,¢TZc+»ka31¢

=z

o4

(E86)

(E87)

(E88)

(E89)

(E90)

(E91)

(E92)

(E93)

(E94)

(E95)
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A

HYTVO% = Hy 44+ fi,RM,T<_gU1 — 1205)f— Ryt + (=2W1) Y el p i ko
N Fat N g (E96)
+> el o (—2Ws + %)C—,k,rlrm +(=2Wpa) Y dl L adpy
k p
and
A
HYTOS = Hy -+ fi,Rﬂ4,¢(—gU1 — 1205) f— Ryt + (=2W1) Y el Tk
N Fat N g (E97)
+> el rra (—2Ws + %)C—,k,rlm,¢ +(=2Wpa) Y dl | d gy
k p

Combined with the fact that the dependence of Ef’® on the states is only through the filling v, all the listed high-£
initial states with same v have exactly the same Hartree-Fock energies. The exact degeneracy will be broken in the
self-consistent calculation. It is because the density matrix obtained from the self-consistent calculation will have
nonzero O7¢ (defined in Eq. (D5)), while Of¢ = 0 for the initial states shown in Eq. (E1). To be concrete, let us
consider the VH state and the Chern state for v = 0, whose exact same energies at one-shot level require

VH,0S VH,0S _ 77Chern,0S Chern,0S
Hiymm +Hy 77 =Hy +HY, (E98)

according to Eq. (E79), which further requires

Ogxs Ogxs

T [0{ | = Tr[Offern ] (E99)
7=T050 7=T050
: se [ Osxs : . fe Ogxs
according to Eq.(D13). As Tr[O{y | is not necessarily equal to Tr[Of} .., | beyond one-shot
T=ToSo N=ToS0

level, the energies of the VH state and the Chern state for v = 0 are not necessarily the same in the self-consistent
calculation. However, the self-consistent calculation shows that the degeneracy breaking effect is very small.

5. Treating £ as a Perturbation at v =0

In this part, we will treat £ perturbatively at ¥ = 0 in order to analytically answer two questions: (i) why there is
a phase transition as we gradually increase £7 (ii) and what are the Chern numbers for the high-£ ground states?

Let us discuss (i) first. To answer this question, we again try to develop effective models at +Ky; and at T'y.
Since we consider £ as a perturbation, the low-energy modes at £Ky; should be the d modes, since the f modes have
energies :l:%Ul at nKy. Then, based on Eq. (E23) and Eq. (E24), we can project £ to the d modes via the second
order perturbation and get the following effective Hamiltonian at nKy;

M2E2
U,

1
(CnC; - 5114) — P20yS0 + NPyO xS0 - (ElOO)

The effective energy at =Ky is given by occupying the lowest 4 bands in each valley. Then, by using Eq. (D26) and
Eq. (D30), the effective energy at +Ky reads

Ag
Eﬁizc’yzo = 742 |p| for the K-IVC state,
P

A "
= 16ME
Ef;g;*‘) =—4 E Ip|? + T% for the Chern state.
P

We mention that our Eq. (E100) is similar to Eq. (29) in Ref. [156] , though Ref. [156] was only able to derive their
Eq. (29) for Chern-diagonal states.

(E101)
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On the other hand, around I'y;, the matrix form of the one-shot Hartree-Fock Hamiltonian in the basis

(f;,, CL,Fs’ CL,IHFQ) reads

%Ul - UlCCT v+ 'Ui(pxnszTO +py7707—y50)
h?j(k) = h.c. 0lgxs v(kan=ToS0 + KyinoT.s0)

h.c. MnoTyso — % [nzmsogdnzmso + noT250CCToTL80 — 7707'050]
(E102)
where f}; = (. f;’k’ms, )y CI),F3 = (...7017%&5, ) with f=1,2, CL,Fle = (.. c;’p’ﬁ’s, ..)with 8 = 3,4,5 = v+ B,E?,
M = M + BjE2%, and we neglect v/ and B,»E? since v is small and we consider a perturbative £. Note that

U0)hLS (k)UT(0) = hRS when v, =0 (E103)

(k)’C*UA(@C
where U(6) is a chiral U(4) operation [125] with the form

Ux(0)
U(9) = Ux(6) with Uz(#) = exp liZé)’“’AW and Ug(0) = exp [iZ@“”BW . (E104)
Ug(0) . .
and
A v = Svy NaTxSv, xSv, N2ToSy
e (M0T0Sw, N T. Ny T: N=To )u (E105)

B;Ll/ - (7707_051/7 “NxTxSv, —NyTzSv, nzTOSV),u .

Since €705 (i 1ve =0 = (vi,u—o derived from the initial states in Appendix. D2 and we know VH and Ch states
have the same energies at the one-shot level, the energy difference between Ch and K-IVC states around T'y; relies on
v.. Then, we focus on

$UL — UrlCt 5 4 0, (pan=TeTo + PynoTySo)

(E106)
h.c. 0lgxs
Filling the lowest 8 bands would give the effective energy at I'yj, resulting in
Ac
BEVOr=t =2y [\/Uf +16(|v.p| — [7])2 + \/Uf +16(|v.p| + m)z} for the K-IVC state,
k (E107)

\/Ul2 + 16]v.p|? + z:\/Ul2 +1672| for the Chern state.

Ac
Ch,y=0 _
EFM - Z
k

K-IVC,r=0 Ch,y=0 _.
Then, we know F VU < BT since
) FI\I FM ’

z==

Vaz+ (b—c)2+a® + (b+ )2 > 2v/a? + b2 = ‘\/a2+b2—\/a2+02’+’\/a2+b2+\/@24—02‘ fora>0and b>c¢>0

(E108)
derived from
8(\/2+(b )2+ /a2 + (b+ )2) 1 o 1 @ 0VYa>0b>c>0. (EL09)
- a —C a [ = - — _ a I .
Oc a?+ (b+ ¢)? a?+ (b—c)? U
In sum, the total effective energy is
K-IVC,v=0 _ -K-IVC,v=0 K-TVC,v=0
Eeff - EFM + EiKM E110
ECh,y:O _ ECh,u:O ECh,z/:O ( )
eff - I'm T LKy

_ K-IVC,v=0 Ch,v=0 _. K-IVC,v=0 Ch,v=0 K-IVC,v=0 __ »~Ch,v=0
Clearly, at £ = 0, we have Eeff < Eeff since Ep < Er, and B g = EJK, - Moreover,

at £ = & (=~ 294.816meV in EUS) that satisfies v + B,£2 = 0, we have E ;" "= > EJ/"™" since B V"™ =
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Elg 1r=0 and Ei;vc,uzo > Eglf("jzo, demonstrating the existence of the transition (as increasing £ from £ = 0 to
g _I\Ig ) M M

=E.).

Now we turn to the question (ii). Before answering the question, let us first specify our convention for the Berry
connection. Given a isolated band with the cell-periodic part of its Bloch state being |ug), the Berry connection is
defined as

A(k) = —i(uk|V|uk) - (E111)

The berry curvature is just the curl of the Berry connection.
With the convention specified, let us answer the question (if). As discussed in Appendix.E2, [VH{™"),

|Chernf="), |half-Chernf="), |CyT-invariant;=") and their symmetry-related states are the v = 0 states that
are energetically favored at high £. If we plot the Hartree-Fock band structures of |VH6’:O>7 ’Cherng:()),
|half—Cherng:0> and |C’2T—invariant5:0>, we find that their Hartree-Fock band structures remain gapped even for
small £. Therefore, we are allowed to use determine the Chern numbers of [VH{™"), |ChernS:0>, |half—ChernS:0> and
|CoT-invariant§=") at small € Since the one-shot Hartree-Fock Hamiltonians of |VH{="), |Chern5:0>, |half—Chern5:0>

and ‘CgT—invariantg :O> are related with each other, let us consider the VH state first. Recall that the one-shot Hartree-
Fock Hamiltonian of VH state is spin-valley diagonal as shown in Eq. (E78). Moreover, owing to the U(2) x U(2)
symmetry and TR symmetry of the VH state, we have

YOS < 08
’ flipping spin (E112)
VH,0S __ 7=¢7VH,057F"1
HZ570 =TH T

where T is the spinless TR operation. Thus, we only need to study the Chern number of H VILOS at small €.

Since we are considering the small £, we can study the TBG part and the d modes separafely. We first determine
the Chern number of the TBG part of HX?’OS7 following Ref.[125]. The TBG part of HX’I%’OS has the following
matrix form

_%UITZ v+ Ui(pacTw + pyTy)
h.c. 012><2 v(szo + kyi’l'z) (E113)

h.c. ]/\\/.77'30 — %TZ
in the basis ( LCL,Fs’CL,Fng)’ where f,i = (...,f;,k,ms,...), cLIg = (...,c;,p7ﬂ7s,...) with f = 1,2, and CL,Fle =
(e c;’p’ﬁ’s, ...) with 8 = 3,4. By projecting the f modes to ¢ modes via second order perturbation (which is allowed
since f modes have high energies (+U;/2) and are topologically trivial), we get

U%’yQTZ v(kyTo + kyit.)

— (E114)
h.c. M, —

J
2Tz

where we have neglected the k? term. Since the gap stays open as we tune (%727 —%, M) to (m > 0,—m,0) based
on Tab. I-IT, we can determine its Chern number by

m, v(kyTo + kyits)

, (E115)
h.c. —mT,
which gives Ch = 1 owing to v > 0.
Now we turn to the d modes. Around Ky, HX?’OS has the following matrix form
1 .
=Uq0, My (19 +1i0,)E
e 1o +io) (E116)
M, (TO - iaz)g P20z + DyOy
Again, by projecting the f modes to d modes via second order perturbation, we get
4
— M &%, + pyoy, + pyoy (E117)

U
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giving Ch = —1/2. Therefore, we have Ch = 1/2 for HX?’OS. Owing to the U(2) x U(2) symmetry and TR symmetry
of the VH state, we have

1
Ch = o7 for HYHOS (E118)

The Chern number is not an integer for Hy H.08 hecause H, VILOS is built from three Dirac cones of at 1 valley.
If such up both valleys (and include the trivial high-energy completlon) we should have well-defined interger Chern
numbers. By using the relations between different high-£ states below Eq. (E78), we have

11 1 1 v=0
Ch_§+§_§—§—0for |VH0 )
11 1 1 =
Ch = ststsTs= 2 for |Cherng=")
1 1 1 1 (EH9)
. . v=0
Ch = 3 + 3 + 373 =1 for |Cg7'—1nvar1ant0 >
1 1 1 1 . . =0
Ch — -3 + 3 + 5 5= 0 for |CoT-invarianty=") .
If we include the symmetry related states, we have
Ch = 0 for VH states
Ch = £2 for Chern states (E120)

Ch = #+1 for half-Chern states
Ch = 0 for Cy7T -invariant states .

Appendix F: Local TR-odd C3-even U(2) x U(2)-Invariant Perturbation on high-£ states at v =0

In this section, we present general symmetry arguments on how local TR~odd and Cs-even perturbations affect
high-€ states at v = 0 to the leading order. We also assume the local perturbation to preserve U(2) x U(2) symmetry.
For the VH states, if we keep the tensor-product nature of the states, we have the symmetry rep as

[VH) = (|[VH, 1), |VH, 2)) (F1)
with
SR
leading to
(VH|Hs|VH) =0 . (F3)
For the Chern states, if we keep the tensor-product nature of the states, we have the symmetry rep as
|Chern) = (|Chern, 1), |Chern, 2)) (F4)
with
B o
leading to
(Chern|H;|Chern) = bo, (F6)

For the half Chern states, if we keep the tensor-product nature of the states, we have the symmetry rep as

|half-Chern) = (|half-Chern, 1), |half-Chern, 2), |half-Chern, 3}, |half-Chern, 4)) (F7)
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with
Cs|half-Chern) = |half-Chern) 7,0 (F8)
T |half-Chern) = |half-Chern)7yo,, ,
leading to
(half-Chern| Hs|half-Chern) = by190, + ba7,0, . (F9)

For the CyT-invariant states, if we keep the tensor-product nature of the states, we have the symmetry rep as

|Co T-invariant) = (|Co T -invariant, 1), |Cy T -invariant, 2) (F10)
with
C5|CyT-invariant) = |CoT-invariant)o, (F11)
T|CoT-invariant) = |Cy T -invariant)oy, ,
leading to
(Co T -invariant| Hs|Co T-invariant) = 0 . (F12)

Here among the four types of states (i.e., VH, Chern, half-Chern and C57), we neglect the mixing between different
types of states induced by Hj, since it is exponentially small due to the local nature of the perturbation Hs. Moreover,
the off-diagonal terms in Eq. (F9) are exponentially small for the same reason. As a result, we see that Hs can shift
the energy of certain Chern states by —|b| energy, favoring it.
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