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Electronically ordered states that break multiple symmetries can melt in multiple stages, similarly to liquid
crystals. In the partially-melted phases, known as vestigial phases, a bilinear made out of combinations of the
multiple components of the primary order parameter condenses. Multi-component superconductors are thus
natural candidates for vestigial order, since they break both the 𝑈 (1)-gauge and also time-reversal or lattice
symmetries. Here, we use group theory to classify all possible real-valued and complex-valued bilinears of a
generic two-component superconductor on a tetragonal or hexagonal lattice. While the more widely investigated
real-valued bilinears correspond to vestigial nematic or ferromagnetic order, the little explored complex-valued
bilinears correspond to a vestigial charge-4𝑒 condensate, which itself can have an underlying 𝑠-wave, 𝑑𝑥2−𝑦2 -
wave, or 𝑑𝑥𝑦-wave symmetry. To properly describe the fluctuating regime of the superconducting Ginzburg-
Landau action and thus access these competing vestigial phases, we employ both a large-𝑁 and a variational
method. We show that while vestigial order can be understood as a weak-coupling effect in the large-𝑁 approach,
it is akin to a moderate-coupling effect in the variational method. Despite these distinctions, both methods yield
similar results in wide regions of the parameter space spanned by the quartic Landau coefficients. Specifically,
we find that the nematic and ferromagnetic phases are the leading vestigial instabilities, whereas the various types
of charge-4𝑒 order are attractive albeit subleading vestigial channels. The only exception is for the hexagonal
case, in which the nematic and 𝑠-wave charge-4𝑒 vestigial states are degenerate. We discuss the limitations of
our approach, as well as the implications of our results for the realization of exotic charge-4𝑒 states in material
candidates.

I. INTRODUCTION

The vast majority of phase transitions can be understood
employing Landau’s concept of a symmetry-breaking order
parameter 𝜂 that acquires a non-zero expectation value ⟨𝜂⟩ ≠ 0
below a transition temperature 𝑇𝑐 – or below a threshold value
of a non-thermal tuning parameter. Fluctuations above 𝑇𝑐,
encoded in the expectation value of the bilinear 𝜂2, can also
be captured within the Ginzburg-Landau formalism via meth-
ods that go beyond mean-field, thus describing observable
phenomena such as para-conductivity and diamagnetic fluctu-
ations above the onset of superconductivity [1–3]. The ver-
satility of the Ginzburg-Landau approach in describing dis-
parate systems without a detailed knowledge of the micro-
scopic interactions involved makes it a powerful phenomeno-
logical method to assess the properties of various correlated
materials.

When the order parameter has mutiple components, 𝜼 =

(𝜂1, 𝜂2, . . . ), as is the case in magnetic and superconducting
phases, the quantity |𝜼 |2 is just one of many bilinears of the
general form 𝜂𝑖𝑀𝑖 𝑗𝜂 𝑗 , each of which describes a different fluc-
tuation mode (summation over repeated indices is implied).
The matrices 𝑀𝑖 𝑗 defining these bilinears are constrained by
the symmetries of the system, much alike the types of order
parameter 𝜼 allowed are themselves restricted by the same
symmetries. While ⟨|𝜼 |2⟩ is always non-zero, since the bilin-
ear 𝜂𝑖𝛿𝑖 𝑗𝜂 𝑗 transforms trivially under the symmetry operations
of the system (i.e. it does not break any symmetries of the sys-
tem), the other bilinears 𝜂𝑖𝑀𝑖 𝑗𝜂 𝑗 generally have non-trivial
transformation properties. In these cases,

〈
𝜂𝑖𝑀𝑖 𝑗𝜂 𝑗

〉
can be

interpreted as a symmetry-breaking composite order parame-
ter which only acquires a non-zero value below a temperature
𝑇∗ ≥ 𝑇𝑐. When 𝑇∗ is larger than 𝑇𝑐, there is a range of tem-
peratures 𝑇𝑐 < 𝑇 < 𝑇∗ in which

〈
𝜂𝑖𝑀𝑖 𝑗𝜂 𝑗

〉
≠ 0 but ⟨𝜼⟩ = 0,

which defines a so-called vestigial phase [4–6]. This denom-
ination is motivated by the fact that the symmetries broken
by

〈
𝜂𝑖𝑀𝑖 𝑗𝜂 𝑗

〉
≠ 0 correspond to a subset of the symmetries

broken when the primary order parameter acquires a non-zero
value, ⟨𝜼⟩ ≠ 0, i.e. the vestigial phase is a partially-melted
version of the primary phase. Evidently, vestigial order is a
fluctuation phenomena, whose description requires methods
that go beyond the mean-field approximation. More broadly,
vestigial phases are an example of intertwined orders [5], as
the bilinear

〈
𝜂𝑖𝑀𝑖 𝑗𝜂 𝑗

〉
and the order parameter ⟨𝜼⟩ are intrin-

sically connected, notwithstanding the fact that they describe
ordered states with different broken symmetries (for a recent
review on vestigial orders, see Ref. [6]).

The idea of vestigial order is a natural generalization to
electronic systems of concepts typically employed in studies
of liquid crystals. As such, vestigial electronic nematicity has
been widely investigated in a number of correlated materials
[7], such as iron pnictides [8–10], cuprates [4, 11, 12], heavy-
fermion compounds [13], and twisted moiré systems [14]. Be-
yond that, the framework of vestigial phases has also been
employed to describe a broad range of phenomena observed
or proposed to occur in diverse settings [15–43], from Bose-
Einstein condensates of ultracold atoms in optical cavities [44]
to valence-bond solid phases in quantum magnets [45]. It is
important to emphasize that the concept of a partially ordered
state in itself is not new, as it dates back to investigations
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of order-by-disorder phenomena in frustrated magnets [46–
50]. A more extensive literature search reveals that, already in
1988, Golubović and Kostić employed a large-𝑁 approach to
a Ginzburg-Landau model for incommensurate density-waves
to show that partially-ordered states, which they even dubbed
“nematiclike,” are naturally expected to emerge [51]. To the
best of our knowledge, this work, which has somehow re-
mained unknown to much of the community (including us),
obtains for the first time some of the results that would emerge
again in more recent large-𝑁 studies of vestigial nematicity in
cuprates and pnictides [4, 8, 10, 52, 53]. Finally, we stress
that our analysis of vestigial order is performed at finite tem-
peratures. Corresponding investigations for the ground state
behavior were performed in Refs. [10] and [54]. At 𝑇 = 0 it is
also possible that vestigial phases are affected by topological
terms in the collective order-parameter field theory [55].

In this paper, we revisit the issue of vestigial orders of super-
conductors described by two gap functions related by a sym-
metry of the lattice, which we consider to be either tetragonal
or hexagonal/trigonal. Quite generally, systems with multi-
ple coupled condensates provide a fertile ground for compos-
ite orders above 𝑇𝑐 [56, 57]. While it has been known that
real-valued composite order parameters describing nematic-
ity or ferromagnetism can condense before the onset of two-
component superconductivity [6, 22, 25, 29, 58], the possibil-
ity of vestigial phases characterized by complex-valued com-
posite order parameters, which generally describe charge-4𝑒
condensates [15, 30, 59], has not been as systematically investi-
gated. Recent works focusing primarily on nematic supercon-
ductors in hexagonal lattices have shown that charge-4𝑒 order
can indeed be stabilized as a vestigial phase [32, 33, 60]. Here,
we first apply the group-theoretical formalism introduced in
Ref. [6] to the case of two-component 𝑝-wave, 𝑑-wave, and
𝑓 -wave superconductors in a lattice with either fourfold or
sixfold/threefold rotational symmetry. The superconducting
ground states in these cases are either nematic or chiral as it
can be obtained from a straightforward mean-field minimiza-
tion of the Ginzburg-Landau action. By going beyond the real-
valued nematic and ferromagnetic bilinears discussed in Ref.
[6], which transform trivially within the 𝑈 (1) group but non-
trivially within the lattice point group, our group-theoretical
classification of complex-valued bilinears reveals not only 𝑠-
wave charge-4𝑒 composite order parameters (which transform
non-trivially within𝑈 (1) but trivially within the point group),
but also even more exotic 𝑑𝑥𝑦-wave and 𝑑𝑥2−𝑦2 -wave charge-4𝑒
orders, which transform non-trivially within both the𝑈 (1) and
the point groups. Interestingly, inside each of the chiral and ne-
matic superconducting ground states, at least one real-valued
bilinear and one complex-valued bilinear are simultaneously
non-zero, which suggests the possibility of both vestigial ne-
matic/ferromagnetic order and vestigial charge-4𝑒 order, thus
expanding the list of systems where the elusive quartet con-
densate can potentially be found [15, 16, 30, 32, 33, 59–72].

To further investigate this possibility, we solve the Ginzburg-
Landau action for the two-component superconductor via two
different approaches that go beyond the mean-field approxima-
tion: the large-𝑁 method and the variational method. While
both have been widely employed to investigate vestigial phases

arising from the condensation of real-valued composite order
parameters [4, 8, 10, 11, 22, 51–53, 73], they have not been
systematically used to study the competition between vesti-
gial nematic/ferromagnetic and charge-4𝑒 orders. We find that
treating all possible vestigial orders on an equal footing is not
possible within the large-𝑁 method. This is due to the Fierz
identities relating the different bilinears, which introduce an
unavoidable ambiguity in the decoupling scheme of the quartic
terms via Hubbard-Stratonovich auxiliary fields. By impos-
ing some physically-motivated but ad hoc restrictions on the
decoupling procedure, we obtain the leading and subleading
vestigial instabilities in the parameter space spanned by the ra-
tios between the quartic coefficients of the Ginzburg-Landau
action. Quite generally, we find in every region of the phase
diagram attraction in one real-valued bilinear channel and one
complex-valued bilinear channel, indicating the possibility of
a “cascade” of vestigial phases. Despite the viability of both
channels to form vestigial phases, the leading vestigial insta-
bilities are those associated with the real-valued bilinears, cor-
responding to nematic and ferromagnetic orders, whereas the
vestigial instabilities associated with the charge-4𝑒 states are
subleading. The only exception is for the case of a hexagonal
nematic superconducting state, where vestigial nematicity and
vestigial 𝑠-wave charge-4𝑒 order are degenerate – as previously
reported in Ref. [32].

In distinction to the large-𝑁 method, which is controlled yet
limited to the regime of many order-parameter components,
the uncontrolled variational approach is able to describe the
proper number of order-parameter components and hence al-
lows us to treat on an equal footing all possible composite order
parameters. The key limitation of the variational approach is
that it only describes weak, Gaussian fluctuations. The results
obtained from the variational approach largely mirror those
obtained within the large-𝑁 approach, with one important dif-
ference. There are regions in the parameter space without any
viable vestigial phase, i.e. the instability channels associated
with the real-valued bilinears and complex-valued bilinears are
all repulsive. In fact, in the variational approach, the vestigial
channels are only attractive when the Landau coefficients of the
squared non-trivial bilinears are at least comparable in magni-
tude with the Landau coefficient of the squared trivial bilinear,
a behavior we dub “moderate coupling.” In contrast, in the
large-𝑁 approach, a vestigial instability is present regardless of
how small the coefficients of the squared non-trivial bilinears
are, which we identify as a “weak-coupling” behavior. Never-
theless, despite these differences, the large-𝑁 and variational
methods give the same results outside of these parameter-space
regions in which the variational method gives no (or only one)
vestigial instability. We also discuss under which conditions a
vestigial instability implies a vestigial phase. In doing so, we
find that the most natural extension of the variational ansatz
that also includes the possibility of superconducting order does
not work properly, which exposes a possible limitation of the
variational approach. Finally, we explore the implications of
our results for various candidate two-component superconduc-
tors, such as doped Bi2Se3, twisted bilayer graphene, UPt3,
UTe2, Sr2RuO4, URu2Si2, KV3Sb5, 4Hb-TaS2, and CaSn3.
We also discuss ways in which the subleading charge-4𝑒 ves-
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tigial instability can be uncovered in these and other systems.
This paper is organized as follows: in Sec. II we em-

ploy a group-theoretical formalism and classify all possible
real-valued and complex-valued bilinears of two-component
superconductors in systems with point groups D4h or D6h. In
Sec. III, we introduce the Ginzburg-Landau actions associated
with these superconducting degrees of freedom, and re-derive
the mean-field phase diagram in the parameter space spanned
by the quartic Landau coefficients. The properties and hier-
archy of leading and subleading vestigial instabilities of this
model are obtained via a large-𝑁 approach in Sec. IV and
a variational approach in Sec. V. Section VI is devoted to a
comprehensive discussion of the results and to the conclusions.
Details about the group-theoretical formalism are presented in
Appendix A, whereas Appendices B, C and D contain further
details about the variational approach.

II. CLASSIFICATION OF BILINEARS

Our starting point is a two-component superconducting
(SC) order parameter, 𝚫 = (Δ1,Δ2), which transforms as a
two-dimensional irreducible representation (IR) of the point-
groups D4h or D6h, which describe tetragonal and hexagonal
lattices, respectively. In particular, we have:

tetragonal (D4h) : IR(𝚫) = 𝐸𝑔 or 𝐸𝑢, (1)
hexagonal (D6h) : IR(𝚫) = 𝐸1𝑔, 𝐸2𝑔, 𝐸1𝑢,or 𝐸2𝑢. (2)

This parametrization can describe the 𝑚𝑙 = ±1 singlet
(𝑑𝑥𝑧 , 𝑑𝑦𝑧)-wave state (𝐸𝑔 or 𝐸1𝑔); the𝑚𝑙 =±1 triplet (𝑝𝑥 , 𝑝𝑦)-
wave state (𝐸𝑢 or 𝐸1𝑢); the 𝑚𝑙 = ±2 singlet (𝑑𝑥2−𝑦2 , 𝑑𝑥𝑦)-
wave state (𝐸2𝑔); the 𝑚𝑙 = ±2 triplet ( 𝑓𝑥2𝑧−𝑦2𝑧 , 𝑓𝑥𝑦𝑧)-wave
state (𝐸2𝑢). These states have been proposed in a variety
of materials, such as the tetragonal-lattice Sr2RuO4 [74, 75]
and URu2Si2 [76–78], the trigonal-lattice 𝐴xBi2Se3 with 𝐴 =

Cu, Nb, Sr [25, 79–83], the hexagonal-lattice UPt3 [84–86],
and the triangular-moiré superlattice twisted bilayer graphene
[14, 58, 87–90].

In this section, we apply the group-theoretical method out-
lined in Ref. [6] to comprehensively identify all bilinear com-
binations formed out of 𝚫. While previous works have focused
only on real-valued bilinears, corresponding to nematic and
ferromagnetic vestigial order [6, 22, 29], here we show that
there is an entire family of complex-valued bilinears corre-
sponding to different types of charge-4e superconductivity, of
which the results of Ref. [32] are a special case. A summary
of the results of this section is presented in Table I, with the
bilinears defined in Eqs. (7)-(8).

Consider a general order parameter parameter 𝜼 =

(𝜂1, . . . , 𝜂dimΓ) that transforms according to the IR Γ of the
group𝒢. The corresponding bilinear components, denoted by
𝐶ℓ , with ℓ = 1, . . . , 𝑁Γ, can be expressed as

𝐶ℓ = 𝜼𝑇𝑀ℓ𝜼. (3)

Here, 𝑀ℓ is a dimΓ×dimΓ matrix. Since the component 𝐶ℓ

(3) is a scalar, the matrix 𝑀ℓ has to be symmetric [(𝑀ℓ)𝑇 =

𝑀ℓ], which reduces the total number of bilinear components

from dim2 Γ to 𝑁Γ =
1
2 dimΓ (1+dimΓ). Naturally, these com-

ponents can be grouped into the IRs of the groupG according to
the product decomposition Γ⊗ Γ = Γ0 ⊕ Γ1 ⊕ . . . . The explicit
bilinear components (3) are deduced from the transformation
properties of 𝜼 as shown in details in App. A.

For many condensed-matter systems of interest, the symme-
try group itself is a product of two groups, G =Gint ⊗G𝑠 , where
G𝑠 is a space group and Gint is a continuous internal group.
Indeed, this is the case for magnetic materials with negligible
spin-orbital coupling, where Gint = 𝑆𝑈 (2) corresponds to spin-
rotational symmetry, or superconductors, where Gint = 𝑈 (1)
is the gauge symmetry. In these cases, it suffices to clas-
sify the matrices associated with the two subspaces separately
and then simply multiply them, enforcing the resulting ma-
trix 𝑀ℓ to be symmetric. Generally, the resulting bilinear
components can be categorized into four sectors according to
their subspace transformation properties. (i) They are fully
symmetry-preserving, i.e. transform trivially under the opera-
tions of both subgroups. (ii-iii) They break symmetries related
to only one subgroup, i.e. they transform non-trivially within
one group but trivially within the other subgroup. (iv) They
break symmetries related to both subgroups, i.e. they trans-
form non-trivially under the operations of both subgroups.

For our cases of interest, Eqs. (1) and (2), it is sufficient to
consider the point groups G𝑝 =D4h or G𝑝 =D6h rather than the
space group G𝑠 , since we only consider cases where supercon-
ductivity is a uniform order that does not break translational
symmetry. As explained in App. A, a (complex) supercon-
ducting order parameter transforms effectively as a “Nambu”
doublet 𝚫̂ = (Δ, Δ̄) under the 𝑈 (1) symmetry operations, i.e.
according to a two-dimensional representation. We denote this
representation as ΓΔ = Γ𝑈+1 ⊕ Γ𝑈−1, with Γ𝑈𝑚 denoting the IRs of
the𝑈 (1) group and 𝑚 ∈ {0,±1,±2, . . . }. More generally, if an
order parameter transforms as Γ𝑈+𝑚 ⊕ Γ𝑈−𝑚, it corresponds to a
condensate with charge 2𝑚𝑒, whose condensation lowers the
continuous 𝑈 (1) gauge symmetry to a discrete 𝑍𝑚 symme-
try. Thus, in this notation, the two-component superconduc-
tor 𝚫 = (Δ1,Δ2) associated with the lattice IR 𝐸𝑖 transforms
effectively as the four-component Nambu vector 𝚫̂ = (𝚫, 𝚫̄)
according to Γ = ΓΔ ⊗ 𝐸𝑖 . Here, the subscript 𝑖 is defined as
𝑖 = {𝑔,𝑢} for D4h and 𝑖 = {1𝑔, 2𝑔, 1𝑢, 2𝑢} for D6h. To identify
the bilinear components, we rewrite the product representation
separately in the two subsectors, namely, the gauge sector and
the latice sector, Γ ⊗ Γ = (ΓΔ ⊗ ΓΔ) ⊗ (𝐸𝑖 ⊗ 𝐸𝑖). Individually,
they decompose according to

𝑈 (1) : ΓΔ ⊗ ΓΔ =
[
Γ𝑈0 ⊕

(
Γ𝑈+2 ⊕ Γ𝑈−2

) ]
𝑠
⊕

[
Γ𝑈0

]
𝑎
, (4)

D4h : 𝐸𝑖 ⊗ 𝐸𝑖 =
[
𝐴1𝑔 ⊕ 𝐵1𝑔 ⊕ 𝐵2𝑔

]
𝑠
⊕

[
𝐴2𝑔

]
𝑎
, (5)

D6h : 𝐸𝑖 ⊗ 𝐸𝑖 =
[
𝐴1𝑔 ⊕ 𝐸2𝑔

]
𝑠
⊕

[
𝐴2𝑔

]
𝑎
, (6)

where the subscripts 𝑠, 𝑎 denote the channels associated with
symmetric and antisymmetric matrices, respectively (details
in App. A). For a one-component superconductor, regard-
less of how it transforms in the lattice sector, the bilinears
are always trivial within the point group. As a result, the
𝑁ΓΔ = 3 bilinear components comprise the trivial combination
|Δ|2 and the doublet (Δ2, Δ̄2), which transform according to
Γ𝑈0 and

(
Γ𝑈+2 ⊕ Γ𝑈−2

)
, respectively. While the former corre-
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D4h 𝐴1𝑔 𝐵1𝑔 𝐵2𝑔 𝐴2𝑔

Γ𝑈0
��
𝑠

Ψ𝐴1𝑔 Ψ𝐵1𝑔 Ψ𝐵2𝑔 —

Γ𝑈0
��
𝑎

— — — Ψ𝐴2𝑔

Γ𝑈+2 𝜓𝐴1𝑔 𝜓𝐵1𝑔 𝜓𝐵2𝑔 —

Γ𝑈−2 𝜓̄𝐴1𝑔 𝜓̄𝐵1𝑔 𝜓̄𝐵2𝑔 —

Ψ𝐵1𝑔 : 𝑑𝑥2−𝑦2 -nematic
Ψ𝐵2𝑔 : 𝑑𝑥𝑦-nematic
Ψ𝐴2𝑔 : ferromagnetic
𝜓𝐴1𝑔 : 𝑠-wave charge-4𝑒
𝜓𝐵1𝑔 : 𝑑𝑥2−𝑦2 -wave charge-4𝑒
𝜓𝐵2𝑔 : 𝑑𝑥𝑦-wave charge-4𝑒

D6h 𝐴1𝑔 𝐸2𝑔 𝐴2𝑔

Γ𝑈0
��
𝑠

Ψ𝐴1𝑔 𝚿𝐸2𝑔 —

Γ𝑈0
��
𝑎

— — Ψ𝐴2𝑔

Γ𝑈+2 𝜓𝐴1𝑔 𝝍𝐸2𝑔 —

Γ𝑈−2 𝜓̄𝐴1𝑔 𝝍̄
𝐸2𝑔 —

𝚿𝐸2𝑔 :

(
𝑑𝑥2−𝑦2

𝑑𝑥𝑦

)
-nematic

Ψ𝐴2𝑔 : ferromagnetic
𝜓𝐴1𝑔 : 𝑠-wave charge-4𝑒

𝝍𝐸2𝑔 :

(
𝑑𝑥2−𝑦2

𝑑𝑥𝑦

)
-wave charge-4𝑒

Table I. The set of 𝑁Γ = 10 non-zero bilinear components associated with the composite orders of the two-component superconducting order
parameter 𝚫 = (Δ1,Δ2) in the cases of a tetragonal lattice (Eq. 1, left panel) and of a hexagonal lattice (Eq. 2, right panel). The rows and
columns of these “multiplication tables" correspond, respectively, to the bilinear decompositions in the𝑈 (1) gauge sector and in the point-group
lattice sector (4)-(6). The explicit expressions for the bilinears are given in Eq. (9). Next to each multiplication table, we also identify the
composites according to the type of vestigial order they promote once condensed.

sponds to superconducting fluctuations, which are present at
any temperature, the latter corresponds to a charge-4𝑒 super-
conducting order parameter, which, as discussed above, lowers
the continuous𝑈 (1) gauge symmetry to a discrete 𝑍2 one.

Going back to our two-component superconductors de-
scribed by Eqs. (1) and (2), the symmetric/antisymmetric
matrices resulting from the decompositions (4)-(6) allow us
to identify the 𝑁Γ = 10 bilinear components shown in Table
I in a straightforward way. To make the notation more trans-
parent, real-valued bilinears (i.e. which transform trivially
within 𝑈 (1)) are denoted by Ψ𝑛, whereas complex-valued bi-
linears (i.e. which transform according to Γ𝑈±2) are denoted
by (𝜓𝑛, 𝜓̄𝑛); in both case, 𝑛 denotes the point-group IR of the
bilinear. In the table, the four combinations of bilinears men-
tioned above are highlighted with different colors: a bilinear
that is trivial in both the gauge and lattice sectors is highlighted
in gray; a bilinear that is trivial in the gauge sector and non-
trivial in the lattice sector is highlighted in blue; a bilinear that
is non-trivial in the gauge sector and trivial in the lattice sector
is highlighted in pink; and a bilinear that is non-trivial in both
gauge and lattice sectors is highlighted in purple.

Explicitly, for the D4h case (1), one obtains the trivial com-
bination Ψ𝐴1𝑔 = 𝚫†𝜏0𝚫 with Pauli matrices 𝜏𝑖 ; the three real-
valued non-trivial bilinears

Ψ𝐵1𝑔 = 𝚫†𝜏𝑧𝚫, Ψ𝐵2𝑔 = 𝚫†𝜏𝑥𝚫, Ψ𝐴2𝑔 = 𝚫†𝜏𝑦𝚫, (7)

and the three complex-valued bilinears

𝜓𝐴1𝑔 = 𝚫𝑇𝜏0𝚫, 𝜓𝐵1𝑔 = 𝚫𝑇𝜏𝑧𝚫, 𝜓𝐵2𝑔 = 𝚫𝑇𝜏𝑥𝚫. (8)

Writing them explicitly in terms of the two SC components
𝚫 = (Δ1,Δ2) yields:

Ψ𝐴1𝑔 = |Δ1 |2 + |Δ2 |2, 𝜓𝐴1𝑔 = Δ2
1 +Δ

2
2,

Ψ𝐴2𝑔 = i
(
Δ̄2Δ1 − Δ̄1Δ2

)
,

Ψ𝐵1𝑔 = |Δ1 |2 − |Δ2 |2, 𝜓𝐵1𝑔 = Δ2
1 −Δ2

2,

Ψ𝐵2𝑔 = Δ̄1Δ2 + Δ̄2Δ1, 𝜓𝐵2𝑔 = 2Δ1Δ2. (9)

Among the real-valued composite order parameters (7),
Ψ𝐴2𝑔 corresponds to an out-of-plane ferromagnetic moment

that breaks time reversal symmetry, while Ψ𝐵1𝑔 and Ψ𝐵2𝑔

describe electronic nematicity that breaks the tetragonal sym-
metry of the lattice by making, respectively, the two cartesian
axes inequivalent (𝐵1𝑔 or 𝑑𝑥2−𝑦2 -nematic) or the two diagonals
inequivalent (𝐵2𝑔 or 𝑑𝑥𝑦-nematic). As for the complex-valued
composites in (8), all of them correspond to a type of charge-
4𝑒 superconductivity, as explained above. They can be further
classified according to how they transform upon the point-
group operations. Thus, 𝜓𝐴1𝑔 is an 𝑠-wave charge-4𝑒 super-
conductor while 𝜓𝐵1𝑔 and 𝜓𝐵2𝑔 are, respectively, 𝑑𝑥2−𝑦2 -wave
and 𝑑𝑥𝑦-wave charge-4𝑒 superconductors. For later conve-
nience, we introduce the groups of point-group IRs associated
with the real-valued (7) and the complex-valued (8) non-trivial
bilinears,

GR = {𝐴2𝑔, 𝐵1𝑔, 𝐵2𝑔}, GC = {𝐴1𝑔, 𝐵1𝑔, 𝐵2𝑔}, (10)

as well as the full real group G0
R = {𝐴1𝑔,GR} containing also

the trivial lattice IR.
In the D6h case (2), the only modication required is to com-

bine the two 𝐵-channel bilinears into a single 𝐸2𝑔-channel
bilinear:

𝚿𝐸2𝑔 =
(
Ψ𝐵1𝑔 , −Ψ𝐵2𝑔

)
=

(
𝚫†𝜏𝑧𝚫, −𝚫†𝜏𝑥𝚫

)
,

𝝍𝐸2𝑔 =
(
𝜓𝐵1𝑔 , −𝜓𝐵2𝑔

)
=

(
𝚫𝑇𝜏𝑧𝚫, −𝚫𝑇𝜏𝑥𝚫

)
. (11)

To make the presentation more transparent, hereafter we will
only derive the results for the D4h case (1) and just mention
the replacements necessary to recover the results for the D6h
case (2).

III. SUPERCONDUCTING PHASE DIAGRAM:
GINZBURG-LANDAU THEORY

To keep the analysis general, in this paper we use a Ginzburg-
Landau formalism to obtain the phase diagrams of the two-
component superconducting order parameters 𝚫 = (Δ1,Δ2) of
Eqs. (1) and (2). Since the values of the Landau coefficients
depend on the microscopic model, we will consider the entire
parameter space spanned by the Landau coefficients. Our only
restriction is that the free energy is bounded, i.e. that the
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underlying superconducting transition is second-order. The
Ginzburg-Landau expansion for the superconducting action
can be expressed as (see, for instance, Ref. [91])

S =

∫
x
𝑟0𝚫

†𝚫 + Sgrad + Sint , (12)

where the variable x = (𝜏, 𝒓) comprises both imaginary time
and position, and the 𝚫(x) dependence is left implicit. The
quadratic coefficient is 𝑟0 = 𝑎0 (𝑇 −𝑇0) with 𝑎0 > 0 and 𝑇0 > 0
denoting the bare superconducting transition. The gradient
(Sgrad) and interaction (Sint) contributions to the action depend
on the point-group symmetry. For the D4h tetragonal case (1),
the interaction term is given, in terms of the bilinears (7), by

Sint =

∫
x

[
𝑢
(
Ψ𝐴1𝑔

)2 + 𝑣
(
Ψ𝐴2𝑔

)2 +𝑤
(
Ψ𝐵1𝑔

)2
]
, (13)

where the interaction parameters 𝑢, 𝑣, and 𝑤 have to satisfy
𝑢 > 0, 𝑣 > −𝑢 and𝑤 > −𝑢 in order for the action to be bounded.
Note that the interaction term can only have squared bilinears
as it must transform trivially. The gradient term, which is
essential to account for order parameter fluctuations, is more
conveniently expressed in momentum space,

Sgrad =
𝑇

𝑉

∑︁
𝑘

𝚫†
𝑘

(
𝑓
𝐴1𝑔
𝒌

𝜏0+ 𝑓 𝐵1𝑔
𝒌

𝜏𝑧+ 𝑓 𝐵2𝑔
𝒌

𝜏𝑥
)
𝚫𝑘 , (14)

where we defined the Fourier transform𝚫𝑘 =
𝑇
𝑉

∫
𝑑x𝚫(x)𝑒−𝑖𝑘x

with the volume 𝑉 and the variable 𝑘 = (𝜔𝑛, 𝒌) comprising
bosonic Matsubara frequency 𝜔𝑛 = 2𝜋𝑛𝑇 and momentum 𝒌.
In the continuum limit, the gradient functions in (14) are given
by:

𝑓
𝐴1𝑔
𝒌

= d0 (𝑘2
𝑥 + 𝑘2

𝑦) +d𝑧𝑘
2
𝑧 , 𝑓

𝐵1𝑔
𝒌

= d1 (𝑘2
𝑥 − 𝑘2

𝑦),

𝑓
𝐵2𝑔
𝒌

= d22𝑘𝑥𝑘𝑦 , (15)

where d𝑖 are stiffness coefficients.
The D6h hexagonal case (2) is obtained by setting 𝑤 = 0

and d2 = d1 in Eqs. (13) and (14), respectively. Note that
for other point groups that have threefold rotational symmetry,
additional gradient terms may be allowed. For instance, for
the trigonal D3d group, which describes the lattice symmetries
of 𝐴xBi2Se3, the two extra terms, d32𝑘𝑦𝑘𝑧 and d32𝑘𝑥𝑘𝑧 , must
be added to 𝑓

𝐵1𝑔
𝒌

and 𝑓
𝐵2𝑔
𝒌

, respectively, as explained in Ref.
[25].

Before discussing the emergence of vestigial phases, we do a
mean-field calculation to obtain the superconducting phase di-
agram of the Ginzburg-Landau action in Eq. (12). The results
are well known [91]: minimization of the action gives three
distinct states, as shown in Fig. 1(a). For 𝑤,𝑣 > 0 the super-
conducting ground state is ⟨𝚫⟩ ∼ (1,1), which we denote as the
𝑑𝑥𝑦-nematic (or 𝐵2𝑔-nematic) SC state. It not only breaks the
𝑈 (1) gauge symmetry, but also the fourfold rotational symme-
try of D4h by making the two diagonals inequivalent. Indeed,
substituting ⟨𝚫⟩ ∼ (1,1) into the real-valued bilinear expres-
sions (7), we find that only the 𝑑𝑥𝑦-nematic (or 𝐵2𝑔-nematic)
composite order parameter ⟨Ψ𝐵2𝑔 ⟩ is non-zero in this phase.

As for the complex-valued bilinears in Eq. (8), two charge-4𝑒
composite order parameters are non-zero in this phase, namely,
the 𝑠-wave ⟨𝜓𝐴1𝑔 ⟩ and the 𝑑𝑥𝑦-wave ⟨𝜓𝐵2𝑔 ⟩.

In the region 𝑤 < min(0, 𝑣) of the parameter space spanned
by the quartic Landau coefficients, the superconducting ground
state is ⟨𝚫⟩ ∼ (1,0), which corresponds to a 𝑑𝑥2−𝑦2 -nematic
(or 𝐵1𝑔-nematic) superconductor. In this case, tetragonal sym-
metry is broken due to the inequivalence between the horizon-
tal and vertical Cartesian axes. The corresponding non-zero
composite order parameters are the 𝑑𝑥2−𝑦2 -nematic (or 𝐵1𝑔-
nematic) ⟨Ψ𝐵1𝑔 ⟩, the 𝑠-wave charge-4𝑒 ⟨𝜓𝐴1𝑔 ⟩, and the 𝑑𝑥2−𝑦2 -
wave charge-4𝑒 ⟨𝜓𝐵1𝑔 ⟩. Finally, in the region 𝑣 < min(0,𝑤),
the ground state is the chiral superconductor ⟨𝚫⟩ ∼ (1, i). This
is a time-reversal symmetry-breaking (TRSB) phase that re-
spects all symmetries of the tetragonal lattice. The associated
composite order parameters are the ferromagnetic ⟨Ψ𝐴2𝑔 ⟩, the
𝑑𝑥2−𝑦2 -wave charge-4𝑒 ⟨𝜓𝐵1𝑔 ⟩, and the 𝑑𝑥𝑦-wave charge-4𝑒
⟨𝜓𝐵2𝑔 ⟩.

While it is straightforward to verify which non-trivial bilin-
ears are non-zero by simply substituting the superconducting
solutions in Eqs. (7) and (8), valuable insight can be obtained
directly from the interaction action, Eq. (13). Indeed, we can
loosely interpret the interaction action, which is quartic in the
superconducting order parameters, as an effective action that
is quadratic in the bilinears. This suggests, for instance, that
𝑤 < 0 should favor the condensation of ⟨Ψ𝐵1𝑔 ⟩, whereas 𝑣 < 0
should promote ⟨Ψ𝐴2𝑔 ⟩ ≠ 0. At first sight, this oversimplified
analysis would seem to suggest that no composite orders would
condense when 𝑤,𝑣 > 0. To see why this is not the case, we
use the fact that(

Ψ𝐴1𝑔
)2

=
(
Ψ𝐵1𝑔

)2 +
(
Ψ𝐵2𝑔

)2 +
(
Ψ𝐴2𝑔

)2
, (16)

to rewrite the interaction action as:

Sint =

∫
x

[
(𝑢 +𝑤)

(
Ψ𝐴1𝑔

)2 + (𝑣−𝑤)
(
Ψ𝐴2𝑔

)2 −𝑤
(
Ψ𝐵2𝑔

)2
]
.

(17)
Thus, 𝑤 > 0 should favor the condensation of ⟨Ψ𝐵2𝑔 ⟩. Equa-
tion (16) is an example of a so-called Fierz identity. The
complete list of Fierz identities in our case is:(
Ψ𝐴1𝑔

)2
=

∑︁
𝑛∈GR

(Ψ𝑛)2
,

(
Ψ𝐴1𝑔

)2
=

��𝜓𝐵1𝑔
��2 + (

Ψ𝐵2𝑔
)2
,(

Ψ𝐴1𝑔
)2

=
��𝜓𝐴1𝑔

��2 + (
Ψ𝐴2𝑔

)2
,

(
Ψ𝐴1𝑔

)2
=

��𝜓𝐵2𝑔
��2 + (

Ψ𝐵1𝑔
)2
.

(18)

The Fierz identities imply that the representation of the inter-
action action (13) in terms of the three bilinear channels Ψ𝐴1𝑔 ,
Ψ𝐴2𝑔 and Ψ𝐵1𝑔 is not unique. On the contrary, by inserting
these identities in the interaction action (13), it can be repre-
sented in terms of infinitely many combinations of composite
bilinears. Note that the mean-field results are insensitive to
this choice of representation of the quartic action.

The superconducting phase diagram in the case of a two-
component order parameter defined on the D6h lattice accord-
ing to Eq. (2) is obtained by setting 𝑤 = 0 in Eq. (13) and then
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(a)

(b)

Figure 1. Mean-field phase diagram, in the parameter space spanned
by the quartic Landau coefficients of Eq. (12), of the two-component
superconducting pairing states of the (a) tetragonal case D4h (1) and
(b) hexagonal case D6h (2). In each phase, we show the relationship
between the two components of the superconducting order parameter,
𝚫 = (Δ1,Δ2), as well as all non-zero bilinears defined in Eqs. (7)-
(8). Each phase is labeled by the additional symmetry that they
break besides the𝑈 (1) gauge symmetry, which could be time-reversal
symmetry (TRS) or a point-group symmetry. In the regions labeled
“unstable” (dark-gray), the action is unbounded.

minimizing the action. There are two distinct ground states,
as shown in Fig. 1(b). For 𝑣 < 0, we obtain the chiral state
⟨𝚫⟩ ∼ (1, i) and non-zero composite order parameters ⟨Ψ𝐴2𝑔 ⟩
and ⟨𝝍𝐸2𝑔 ⟩. For 𝑣 > 0, the superconducting ground state is the
nematic one, ⟨𝚫⟩ ∼ (cos𝛼, sin𝛼), which is accompanied by
the non-zero composite order parameters ⟨𝚿𝐸2𝑔 ⟩, ⟨𝜓𝐴1𝑔 ⟩ and
⟨𝝍𝐸2𝑔 ⟩. Note that the continuous degeneracy of the nematic
superconducting state, indicated by the angle 𝛼, is an artifact of
stopping the Ginzburg-Landau at fourth order. Addition of the
sixth order term S6 = 𝑢6Ψ

𝐸2𝑔 ,1
[ (
Ψ𝐸2𝑔 ,1

)2 − 3
(
Ψ𝐸2𝑔 ,2

)2
]

re-
duces the degeneracy to threefold, as one would have expected
for a system with threefold rotational symmetry [58, 79, 91].
For completeness, we also list the Fierz identities for the D6h

case, noting that
��𝚿𝐸2𝑔

��2 = (
Ψ𝐸2𝑔 ,1

)2 +
(
Ψ𝐸2𝑔 ,2

)2,

(
Ψ𝐴1𝑔

)2
=

(
Ψ𝐴2𝑔

)2+
��𝚿𝐸2𝑔

��2, 2
(
Ψ𝐴1𝑔

)2
=

��𝚿𝐸2𝑔
��2+ ��𝝍𝐸2𝑔

��2,(
Ψ𝐴1𝑔

)2
=

(
Ψ𝐴2𝑔

)2+
��𝜓𝐴1𝑔

��2. (19)

The results of this section reveal that each superconducting
ground state is accompanied by several non-zero non-trivial
bilinears. For instance, in the case of the D4h lattice, each su-
perconducting state has one real-valued (corresponding to ne-
maticity or ferromagnetism) and two complex-valued (corre-
sponding to charge-4𝑒 superconductivity) non-zero bilinears.

In a mean-field approach, these composite order parameters
condense simultaneously and along with superconductivity.
However, as we discuss in the next sections, fluctuations may
allow them to condense before the onset of superconductivity,
giving rise to vestigial phases.

IV. VESTIGIAL-ORDERS PHASE DIAGRAM: LARGE-𝑁
APPROACH

As discussed in the previous section, it is necessary to go be-
yond the mean-field approximation in order to assess whether
a vestigial phase, characterized by a non-zero composite order
⟨Ψ𝑛⟩ ≠ 0 or ⟨𝜓𝑛⟩ ≠ 0, can emerge before the onset of super-
conductivity, i.e. ⟨𝚫⟩ = 0. Fluctuations can be accounted for
via different approaches. For instance, renormalization-group
(RG) methods have been widely used to study actions of the
form (12) [10, 92–94]. An interesting outcome of a (4− 𝜀) RG
calculation is that the mean-field phase boundaries obtained
in Fig. 1 remain unchanged [94]. However, to the best of our
knowledge, a consistent RG scheme that treats the vestigial
orders on an equal footing as the primary order has yet to be
established.

Here, we focus on the large-𝑁 approach, which has been
widely employed to search for vestigial phases [4, 8, 10, 51–
53]. The underlying assumption is that the number of order
parameter components can be extended from a given value
𝑁0 (𝑁0 = 2 in the present case) to an arbitrary 𝑁 ≫ 1. The
key point is that, in the 𝑁 → ∞ limit, the partition function
associated with the action (12), Z =

∫
𝐷𝚫 exp (−𝑆 [𝚫]), can

be computed exactly. The procedure consists of performing
Hubbard-Stratonovich transformations of the quartic terms of
the action by introducing appropriate auxiliary fields. The re-
sulting action is quadratic in the 𝚫 fields, and the calculation of
the partition function reduces to the straightforward evaluation
of a Gaussian functional integral. The remaining functional
integral over the auxiliary fields can be evaluated exactly in
the 𝑁 → ∞ limit via the saddle-point method. This leads
to self-consistent equations for the uniform auxiliary fields,
which can then be solved to determine whether any symmetry-
breaking auxiliary field can condense still in the fluctuating
regime of the 𝚫 field (for more details on the large-𝑁 method,
see Refs. [4, 8, 10, 51–53]). Note that while this method is
controlled in the small parameter 1/𝑁 , there is no guarantee
that the physical case 𝑁0 is captured by this expansion. While
the large-𝑁 method has been previously used to investigate
vestigial phases, the focus has been extensively on the real bi-
linears only. Our goal in this section is to extend this method
to also include the complex bilinears.

By writing the quartic action in the form of Eq. (13), it is
natural to use the bilinears Ψ𝐴1𝑔 , Ψ𝐴2𝑔 , and Ψ𝐵1𝑔 to introduce
the Hubbard-Stratonovich fields. The resulting self-consistent
equations, however, will not bring any information about the
complex bilinears 𝜓𝑛. Self-consistent equations for the lat-
ter could be obtained by exploiting the Fierz identities (18).
But the issue is that these identities can be used to generate
an infinite number of bilinear representations for the quartic
terms of the action, rendering a simultaneous analysis of all
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possible vestigial orders intractable. This issue is well known
in Hartree-Fock-like solutions of interacting fermionic Hamil-
tonians, since one only has access to the particular channels in
which the interactions are decomposed. Despite these short-
comings, there is still useful information about the vestigial
orders that can be obtained from the large-𝑁 approach, as
we discuss below. Note that some of the results obtained
in this section recover results previously reported elsewhere
[4, 8, 10, 51–53].

A. Derivation of the self-consistent equations

We start by considering an arbitrary representation of the
interaction action in terms of the bilinears of 𝚫:

Sint =
1
𝑁

∫
x

[ ∑︁
𝑛∈G0

R

𝑈𝑛 (Ψ𝑛)2 +
∑︁
𝑛∈GC

𝑢𝑛 |𝜓𝑛 |2
]
. (20)

Here, the coefficients 𝑈𝑛 and 𝑢𝑛, which we dub interaction
parameters, are functions of the quartic Landau coefficients 𝑢,
𝑣, and 𝑤 that depend on the particular representation chosen.
For example, for the representation shown in Eq. (13), there are
only three non-zero parameters: 𝑈𝐴1𝑔 = 𝑢,𝑈𝐴2𝑔 = 𝑣 and𝑈𝐵1𝑔 =

𝑤. Quite generally, only a subset of all possible𝑈𝑛 and 𝑢𝑛 will
be non-zero for a given representation. Nevertheless, to keep
the formalism general, we will keep them undetermined for
now. We perform the Hubbard-Stratonovich transformations

1 =
∏
𝑛∈G0

R

∫
DΦ𝑛 exp

[ 𝑁

4𝑈𝑛

∫
x

(
Φ𝑛 − 2𝑈𝑛

𝑁
Ψ𝑛

)2]
, (21)

1 =
∏
𝑛∈GC

∫
D

(
𝜙𝑛, 𝜙𝑛

)
exp

[ 𝑁
4𝑢𝑛

∫
x

���𝜙𝑛 − 2𝑢𝑛
𝑁
𝜓𝑛

���2] , (22)

to decouple the interaction action, which results in the intro-
duction of the auxiliary bosonic fields Φ𝑛 and 𝜙𝑛. The action
then becomes

S𝑁 = 𝑁S0 +
1
2
𝑉

𝑇

∑︁
𝑘,𝑘′

𝚫̂
†
𝑘 G−1

𝑘,𝑘′ 𝚫̂𝑘′ , (23)

where we introduced the momentum-space Nambu vector
𝚫̂𝑘 =

(
𝚫𝑘 , 𝚫̄−𝑘

)
. Here, S0 depends only quadratically on the

auxiliary fields

S0 = −
∑︁
𝑛∈G0

R

𝑉

4𝑇𝑈𝑛

∑︁
𝑘

|Φ𝑛
𝑘 |

2 −
∑︁
𝑛∈GC

𝑉

4𝑇𝑢𝑛

∑︁
𝑘

|𝜙𝑛𝑘 |
2, (24)

and the Nambu Green’s function is given by

G−1
𝑘,𝑘′ = 2𝑟0𝛿𝑘𝑘′𝑀

𝐴1𝑔 +2
∑︁
𝑛∈G0

R

[
𝑓 𝑛𝒌 𝛿𝑘𝑘′ +Φ

𝑛
𝑘−𝑘′

]
𝑀𝑛

+
∑︁
𝑛∈GC

[
𝜙𝑛𝑘−𝑘′ (𝑚

𝑛)† +h.c.
]
. (25)

where we defined the 𝑀𝑛, 𝑚𝑛 matrices (see Appendix A):

𝑀𝐴1𝑔 = 𝜏0𝜎0/2, 𝑚𝐴1𝑔 = 𝜏0𝜎− , 𝑀𝐴2𝑔 = 𝜏𝑦𝜎𝑧/2,
𝑀𝐵1𝑔 = 𝜏𝑧𝜎0/2, 𝑚𝐵1𝑔 = 𝜏𝑧𝜎− ,

𝑀𝐵2𝑔 = 𝜏𝑥𝜎0/2, 𝑚𝐵2𝑔 = 𝜏𝑥𝜎− , (26)

with 𝜎± = (𝜎𝑥 ± i𝜎𝑦)/2. The form factors 𝑓 𝑛
𝒌

are given by Eq.
(15) and 𝑓

𝐴2𝑔
𝒌

= 0. Since the action (23) is Gaussian in the
superconducting field 𝚫, the corresponding integration in the
partition function can be carried out, leading to an effective
action that depends only on the auxiliary fields

Seff = 𝑁

{
S0 +

1
4

Tr log
(
G−1

) }
, (27)

where we dropped an unimportant constant. Importantly, the
expectation values of the bilinear combinations Ψ𝑛, 𝜓𝑛 are
directly proportional to the expectation values of the auxiliary
fields via

⟨Ψ𝑛⟩ = 𝑁

2𝑈𝑛

⟨Φ𝑛⟩Φ, ⟨𝜓𝑛⟩ = 𝑁

2𝑢𝑛
⟨𝜙𝑛⟩Φ. (28)

Therefore, we identify the auxiliary fields as composite order
parameters. Note that we carefully distinguish the usual ex-
pectation value obtained by integrating over

∫
D

(
𝚫, 𝚫̄

)
and

the expectation value with respect to the auxiliary fields
⟨O⟩Φ = Z−1

Φ

∫
D

(
Φ𝑛, 𝜙𝑛, 𝜙𝑛

)
O exp [−Seff], where ZΦ is the

contribution to the partition function that depends on the aux-
iliary fields only.

In the limit 𝑁 → ∞, the prefactor 𝑁 in Eq. (27) justifies
a saddle-point analysis. Technically, this means that we ex-
pand the effective action (27) up to second order around the
homogeneous field values Φ𝑛

0 and 𝜙𝑛0 that extremize Seff :

Seff ≈ Seff
��
0 +

1
2

∑︁
𝑗 , 𝑗′

∫
x,x′

𝜕2Seff
𝜕𝑋 𝑗 (x)𝜕𝑋 𝑗′ (x′)

���
0

×(
𝑋 𝑗 (x) − 𝑋 𝑗0

) (
𝑋 𝑗′ (x′) − 𝑋 𝑗′0

)
. (29)

For the sake of compactness, we used a single variable 𝑿 =(
Φ𝑛, 𝜙𝑛, 𝜙𝑛

)
to denote all composite fields. The Gaussian

form (29) allows for a direct evaluation of the expectation
values (28), yielding, to leading order,

⟨Φ𝑛⟩Φ = Φ𝑛
0 , ⟨𝜙𝑛⟩Φ = 𝜙𝑛0 . (30)

Thus, Eqs. (30) and (28) imply that the homogeneous fields
(Φ𝑛

0 , 𝜙𝑛0 ) are the composite order parameters associated with
the non-trivial superconducting bilinear combinations (7)-
(8). By definition, the homogeneous values Φ𝑛

𝑘
= Φ𝑛

0𝛿𝑘,0 and
𝜙𝑛
𝑘
= 𝜙𝑛0𝛿𝑘,0 are given by 𝜕Seff

𝜕𝑋 𝑗

��
0 = 0, yielding the saddle-point

equations

𝑟0 −𝑅0 = −2𝑈𝐴1𝑔Π
𝐴1𝑔 , (31)

Φ𝑛
0 = 2𝑈𝑛Π

𝑛, 𝑛 ∈ GR, (32)
𝜙𝑛0 = 2𝑢𝑛𝜋𝑛, 𝑛 ∈ GC. (33)
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Here, we have introduced the renormalized mass parameter
𝑅0 ≡ 𝑟0 +Φ

𝐴1𝑔
0 , as well as the integrals

Π𝑛 =
𝑇

2𝑉

∑︁
𝑘

tr
[
G𝑘,𝑘𝑀

𝑛
]
, 𝜋𝑛 =

𝑇

2𝑉

∑︁
𝑘

tr
[
G𝑘,𝑘𝑚

𝑛
]
, (34)

with 𝑛 ∈ G0
R and 𝑛 ∈ GC, respectively. The solution of the cou-

pled saddle-point equations (31)-(33) determines the renor-
malized mass 𝑅0 and the set of composite order parameters(
Φ𝑛

0 , 𝜙
𝑛
0
)

for a given reduced temperature 𝑟0. It is important
to notice that equations (32)-(33) can only have a non-zero so-
lution for

(
Φ𝑛

0 , 𝜙
𝑛
0
)

if the corresponding interaction parameter
is negative (𝑈𝑛, 𝑢𝑛 < 0), i.e. if that particular vestigial-order
channel is attractive.

B. Hierarchy of vestigial orders

The onset of a non-zero
(
Φ𝑛

0 , 𝜙
𝑛
0
)

via a continuous transi-
tion in the regime where the primary order parameter vanishes
implies the existence of a vestigial phase. Of course, if the
composite transition is first-order, it may trigger a simulta-
neous transition in the superconducting channel; we will get
back to this point in Sec. V D. To identify the leading vestigial
instability, we determine the highest critical temperature asso-
ciated with each composite order parameter. This is achieved
by computing the respective composite-order susceptibilities,
which can be evaluated in a straightforward way by means of
the expansion (29):

𝜒Ψ𝑛 (𝑅0) =
𝜒
(0)
Ψ𝑛

1+2𝑈𝑛𝜒
(0)
Ψ𝑛

, 𝜒𝜓𝑛 (𝑅0) =
𝜒
(0)
𝜓𝑛

1+2𝑢𝑛𝜒 (0)
𝜓𝑛

. (35)

Here, we defined the bare susceptibilities as

𝜒
(0)
Ψ𝑛 = −𝜕Π

𝑛

𝜕Φ𝑛
0

��
Φ𝑛

0 =𝜙
𝑛
0 =0 =

𝑇

𝑉

∑︁
𝑘

tr
[
G0
𝑘𝑀

𝑛G0
𝑘𝑀

𝑛
]
, (36)

𝜒
(0)
𝜓𝑛 = −𝜕𝜋

𝑛

𝜕𝜙𝑛0

��
Φ𝑛

0 =𝜙
𝑛
0 =0 =

𝑇

2𝑉

∑︁
𝑘

tr
[
G0
𝑘𝑚

𝑛G0
𝑘 (𝑚

𝑛)†
]
, (37)

with 𝑛 ∈ GR and 𝑛 ∈ GC, respectively. The Green’s function in
the disordered regime is given byG0

𝑘
=G𝑘,𝑘

[
𝑅0,Φ

𝑛
0 = 𝜙𝑛0 = 0

]
.

To make the analysis more transparent, we simplify the gra-
dient terms in Eq. (14) by setting 𝑓

𝐵1𝑔
𝒌

= 𝑓
𝐵2𝑔
𝒌

= 0, which is
equivalent to assuming that the superconducting fluctuations
are isotropic in the (𝑘𝑥 , 𝑘𝑦) plane. In this case, G0

𝑘
=𝐺0

𝒌
𝜏0𝜎0

with 𝐺0
𝒌
=

[
𝑅0 +d0 (𝑘2

𝑥 + 𝑘2
𝑦) +d𝑧𝑘

2
𝑧

]−1, and all bare suscepti-
bilities (36)-(37) become identical:

𝜒
(0)
Ψ𝑛 = 𝜒

(0)
𝜓𝑛 =

𝑇0
𝑉

∑︁
𝒌

(
𝐺0

𝒌

)2
=

𝑇0

8𝜋𝑑0
√︁
𝑑𝑧
𝑅
−1/2
0 , (38)

where, in the spirit of the Ginzburg-Landau expansion, we
replaced 𝑇 by 𝑇0. By solving Eq. (31) for Φ𝑛

0 = 𝜙𝑛0 = 0, we can
find how the renormalized mass 𝑅0 = 𝑅0 (𝑟0) > 0 depends on

the reduced temperature 𝑟0. The key point is that 𝑅0 vanishes
at the (bare) superconducting transition temperature, which
we denote by 𝑟𝑐, and increases monotonically as a function of
the reduced temperature for 𝑟0 > 𝑟𝑐. Therefore, 𝜒 (0)

Ψ𝑛 , 𝜒
(0)
𝜓𝑛 →

+∞ at the superconducting transition, which in turn implies
that any negative 𝑈𝑛, 𝑢𝑛 will cause the susceptibility of the
corresponding composite order parameter to diverge before
the onset of long-range superconducting order, see Eqs. (35).
The reduced temperature 𝑟∗𝑐 for which the divergence takes
place is given by 𝑅0

(
𝑟∗𝑐

)
= 𝑅∗

0 with

𝑅∗
0 ≡ 𝑇

2
0𝑈

2
𝑛

/ (
16𝜋2𝑑2

0𝑑𝑧
)
. (39)

Of course, a similar expression holds for 𝑢𝑛. Since 𝑅0 is a
monotonically increasing function of 𝑟0, it follows that 𝑟∗𝑐 > 𝑟𝑐.
In fact, 𝑟∗𝑐 can be found by substituting Eq. (39) in the self-
consistent equation (31):

𝑟∗𝑐 = 𝑟𝑐 +𝑅∗
0 +

𝑇0𝑈𝐴1𝑔

2𝜋d0
√︁

d𝑧

√︃
𝑅∗

0 (40)

= 𝑅∗
0 −

𝑇0𝑈𝐴1𝑔

2𝜋
√︁

d0d𝑧

(
Λ−

√︃
𝑅∗

0/d0

)
, (41)

where we explicitly inserted 𝑟𝑐 = −2𝑈𝐴1𝑔Π
𝐴1𝑔

��
𝑅0=0 and the

in-plane momentum cutoff Λ ≫
√︁
𝑅∗

0/d0. Using Eqs. (39)
and (41), we can gain insight into which vestigial chan-
nel has the highest critical temperature by determining the
most negative interaction parameter, which we denote by
Umin ≡ min {𝑈𝑛, 𝑢𝑛}, since the most negative interaction pa-
rameter will correspond to the largest 𝑅∗

0. The issue is that the
set {𝑈𝑛, 𝑢𝑛} is not unique, as it depends on which combination
of Fierz identities (18) is used to rewrite the interaction action
(13) in terms of bilinears. In fact, there are infinite many
{𝑈𝑛, 𝑢𝑛} sets, which makes the analysis of determining the
leading vestigial-phase instability within the large-𝑁 approach
intractable. To proceed, we exploit the mean-field results ob-
tained in the previous section to impose reasonable restrictions
on the {𝑈𝑛, 𝑢𝑛} sets. We first divide the phase diagram in three
regions, corresponding to each of the three mean-field super-
conducting ground states shown in Fig. 1(a). For each region,
we only allow representations of the interaction action (13) in
terms of the three bilinears that acquire non-zero values for
that ground state. Moreover, we only replace a given bilin-
ear by a combination of other bilinears according to the Fierz
identities.

This procedure yields a small number of {𝑈𝑛, 𝑢𝑛} sets.
For instance, in the region of the phase diagram bounded
by 𝑣,𝑤 > 0, where the 𝑑𝑥𝑦-nematic superconducting state
⟨𝚫⟩ ∼ (1,1) is the ground state, we find three sets U ={
𝑈𝐴1𝑔 , 𝑈𝐵2𝑔 , 𝑢𝐴1𝑔 , 𝑢𝐵2𝑔

}
given by:

U1 = {𝑢 + 𝑣, −𝑤, 𝑤− 𝑣, 0} , U2 = {𝑢 +𝑤, −𝑣, 0, 𝑣−𝑤} ,
U3 = {𝑢 + 𝑣 +𝑤, 0, −𝑣, −𝑤} . (42)

They can be rewritten in a more compact form by introducing
a parameter 𝜖 ∈

{
0,1, 𝑤

𝑤−𝑣
}
:
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(a) (b)leading instability subleading instability
leading instability

subleading instability(d)

(c)

Figure 2. Large-𝑁 phase diagrams for the leading and subleading vestigial-order instabilities associated with a primary two-component
superconducting phase in a system with tetragonal D4h symmetry (panels a,b) and hexagonal D6h symmetry (panels c,d). As in the mean-field
phase diagram of Fig. 1, the parameter space is that spanned by the quartic Landau coefficients of Eq. (12). The vestigial charge-4𝑒 instabilities
are always subleading with respect to either the vestigial nematic or the vestigial ferromagnetic instability, except in the region 𝑣 > 0 of the
hexagonal phase diagram, where the vestigial 𝑠-wave charge-4𝑒 phase and the vestigial nematic phase are degenerate.

𝑈𝐴1𝑔 = 𝑢 + 𝜖𝑣 + 𝜖𝑤, 𝑈𝐵2𝑔 = −𝜖𝑤− 𝜖𝑣,
𝑢𝐴1𝑔 = 𝜖 (𝑤− 𝑣), 𝑢𝐵2𝑔 = 𝜖 (𝑣−𝑤), (43)

where 𝜖 ≡ 1− 𝜖 . A straightforward comparison of the mini-
mum values of the three sets in the 𝑣,𝑤 > 0 range gives Umin =
−𝑤 ∈ {𝑈𝐵2𝑔 , 𝑢𝐵2𝑔 } for 𝑤 > 𝑣 and Umin = −𝑣 ∈ {𝑈𝐵2𝑔 , 𝑢𝐴1𝑔 }
for 𝑤 < 𝑣. At first sight, these results seem to suggest that
the vestigial 𝑑𝑥𝑦-nematic phase is degenerate with the vesti-
gial 𝑑𝑥𝑦-wave (𝑠-wave) charge-4𝑒 phase for 𝑤 > 𝑣 (𝑤 < 𝑣).
However, this is not the case because 𝑈𝐴1𝑔 is different in
the two situations. Consider for concreteness 𝑤 > 𝑣: while
Umin =𝑈𝐵2𝑔 = −𝑤 is from the set U1, for which 𝑈𝐴1𝑔 = 𝑢 + 𝑣,
Umin = 𝑢𝐵2𝑔 =−𝑤 is from the setU3, for which𝑈𝐴1𝑔 = 𝑢+𝑣+𝑤.
Now, as shown in Eq. (41), the vestigial-phase transition tem-
perature 𝑟∗𝑐 depends on𝑈𝐴1𝑔 : the larger𝑈𝐴1𝑔 is, the smaller 𝑟∗𝑐
is. Therefore, because 𝑈𝐴1𝑔 = 𝑢 + 𝑣 +𝑤 from set U3 is larger
than 𝑈𝐴1𝑔 = 𝑢 + 𝑣 from set U1, the 𝑑𝑥𝑦-nematic phase is the
leading vestigial instability of the system, while the 𝑑𝑥𝑦-wave
charge-4𝑒 phase is the sub-leading vestigial instability. The
situation is analogous for 𝑤 < 𝑣, where the 𝑑𝑥𝑦-nematic phase
is the leading vestigial instability and the 𝑠-wave charge-4𝑒
phase, the subleading one. We verified the validity of this
semi-quantitative argument via a direct computation of 𝑟∗𝑐.

The other regions of the phase diagram can be analyzed in
a similar fashion. In the region 𝑤 < min(0, 𝑣), whose mean-
field ground state is the 𝑑𝑥2−𝑦2 -nematic superconducting state
⟨𝚫⟩ ∼ (1,0), the three relevant sets of interaction parameters
are parametrized by:

𝑈𝐴1𝑔 = 𝑢 + 𝜖𝑣, 𝑈𝐵1𝑔 = 𝑤− 𝜖𝑣, 𝑢𝐴1𝑔 = −𝜖𝑣, 𝑢𝐵2𝑔 = 𝜖𝑣,

(44)

where 𝜖 ∈
{
0,1, 𝑣−𝑤

𝑣

}
. Finally, in the 𝑣 < min(0,𝑤) region,

associated with the TRSB chiral superconducting ground state

⟨𝚫⟩ ∼ (1, i), the sets of interaction parameters are given by:

𝑈𝐴1𝑔 = 𝑢 + 𝜖𝑤, 𝑈𝐴2𝑔 = 𝑣− 𝜖𝑤, 𝑢𝐵2𝑔 = −𝜖𝑤, 𝑢𝐵1𝑔 = 𝜖𝑤,

(45)

with 𝜖 acquiring the values
{
0,1, 𝑤−𝑣

𝑤

}
. The resulting phase

diagrams in Fig. 2(a)-(b) for the leading and subleading ves-
tigial instabilities are obtained by computing the maximum
transition temperature of each vestigial phase, considering the
sets of interaction parameters {𝑈𝑛, 𝑢𝑛} given above. In all
cases, the real-valued composite order parameters give the
leading vestigial instability and the complex-valued ones, the
subleading vestigial phases.

The same analysis can be performed for the case of a two-
component superconducting order parameter in a hexagonal
system with point group D6h, whose mean-field phase diagram
was shown in Fig. 1(b). In the 𝑣 < 0 region, for which the
mean-field ground state is the chiral superconductor, there are
two relevant sets of interaction parameters:{

𝑈𝐴1𝑔 = 𝑢, 𝑈𝐴2𝑔 = 𝑣
}
,

{
𝑈𝐴1𝑔 = 𝑢− 𝑣, 𝑢𝐸2𝑔 = 𝑣

}
. (46)

Similar to the tetragonal case, in the hexagonal case the real-
valued composite order parameter – the ferromagnetic

〈
Ψ𝐴2𝑔

〉
– wins over the complex-valued composite order parameter –
the 𝑑-wave charge-4𝑒

〈
𝝍𝐸2𝑔

〉
. In the phase-diagram region

where the nematic superconductor is the mean-field ground
state, 𝑣 > 0, there are three sets:{

𝑈𝐴1𝑔 = 𝑢 + 𝑣, 𝑈𝐸2𝑔 = −𝑣
}
,

{
𝑈𝐴1𝑔 = 𝑢 + 𝑣, 𝑢𝐴1𝑔 = −𝑣

}
,{

𝑈𝐴1𝑔 = 𝑢− 𝑣, 𝑢𝐸2𝑔 = 𝑣
}
. (47)

Interestingly, in this regime, there is a degeneracy between the
vestigial nematic and 𝑠-wave charge-4𝑒 states, as previously
reported in Ref. [32]. The resulting phase diagrams for the
leading and subleading vestigial instabilities are shown in Fig.
2(c)-(d).
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V. VESTIGIAL-ORDERS PHASE DIAGRAM:
VARIATIONAL APPROACH

The inability of the large-𝑁 approach to treat on an equal
footing all possible composite order parameters motivates us
to consider in this section an alternative method: the varia-
tional approach. Although such an approach, which has been
previously employed to study real-valued composite orders
[11, 22, 73], is uncontrolled, it allows one to determine the
leading and subleading vestigial instabilities of the system of
the action (12) in a much less biased way. The method is
based on a trial action S0 that contains the variational parame-
ters. The underlying principle relies on the general (convexity)
inequality [95]

⟨𝑒−𝐴⟩ ≥ 𝑒−⟨𝐴⟩ . (48)

To apply it to our problem, we rewrite the partition function as

Z =

∫
D(𝚫, 𝚫̄) 𝑒−S =Z0

〈
𝑒−(S−S0 )

〉
0
, (49)

where ⟨O⟩0 denotes the expectation value with respect to S0,

⟨O⟩0 ≡
1
Z0

∫
D(𝚫, 𝚫̄) O 𝑒−S0 , (50)

and Z0 ≡
∫
D(𝚫, 𝚫̄) 𝑒−S0 is the partition function of the trial

action. Applying the relationship (48) to Eq. (49) leads to the
inequality 𝐹 ≤ 𝐹𝑣 between the actual free energy 𝐹 =−𝑇 logZ
and the variational free energy

𝐹𝑣 = −𝑇 logZ0 +𝑇 ⟨S −S0⟩0. (51)

The remaining task is to minimize the variational free energy
𝐹𝑣 with respect to the variational parameters to find the optimal
solution under the constraints imposed on the trial action S0.
The success of this method crucially depends on the chosen
ansatz for S0.

A. Gaussian variational ansatz

One commonly used variational ansatz is a Gaussian trial
action [11, 22, 95]. In this work, we employ the most general
form of this ansatz by introducing a variational parameter to
each of the possible bilinear combinations (7)-(8). In particu-
lar, the trial action is given by

S0 =
1
2
𝑉

𝑇

∑︁
𝑘

𝚫̂
†
𝑘 G−1

𝑘 𝚫̂𝑘 , (52)

where, as in the previous section, we introduced 𝚫̂𝑘 =

(𝚫𝑘 , 𝚫̄−𝑘), with 𝚫𝑘 = (Δ1𝑘 ,Δ2𝑘). The trial Green’s function
has a similar form as Eq. (25), with 𝑅0 ≡ 𝑟0 +Φ𝐴1𝑔 and
𝑓
𝐵1𝑔
𝒌

= 𝑓
𝐵2𝑔
𝒌

= 0:

G−1
𝑘 = 2

(
𝑅0 + 𝑓

𝐴1𝑔
𝒌

)
𝑀𝐴1𝑔 +2

∑︁
𝑛∈GR

Φ𝑛𝑀𝑛 +
∑︁
𝑛∈GC

(
𝜙𝑛𝑚𝑛+H.c.

)
.

(53)

It is important to highlight the differences with respect to
the large-𝑁 approach in Sec. IV: in that case, the quanti-
ties Φ𝑛, 𝜙𝑛 were auxiliary bosonic fields introduced via a
Hubbard-Stratonovich transformation of the interaction action
(13), which in turn depended on the representation of the latter
in terms of the bilinears. As a result, only a few fields could
be introduced simultaneously, which was the main limitation
of the large-𝑁 approach. On the other hand, in the variational
approach, because Φ𝑛, 𝜙𝑛 are variational parameters, we can
introduce all of them simultaneously. The matrices 𝑀𝑛, 𝑚𝑛

are those defined in Eq. (26).
Having set up the Gaussian trial action (52), it is straight-

forward to derive the variational free energy (51); details are
presented in Appendix B. We obtain the free energy density
𝑓𝑣 = 𝐹𝑣/𝑉 (up to an unimportant constant)

𝑓𝑣 =
𝑇

2𝑉

∑︁
𝑘

tr log
(
G−1
𝑘

)
+2

[
𝑟0−𝑅0+𝑈𝐴1𝑔Π

𝐴1𝑔
]
Π𝐴1𝑔

−2
∑︁
𝑛∈GR

[Φ𝑛−𝑈𝑛Π
𝑛]Π𝑛 −

∑︁
𝑛∈GC

[(𝜙𝑛−𝑢𝑛𝜋𝑛) 𝜋̄𝑛+ c.c.] ,

(54)

where the integrals Π𝑛, 𝜋𝑛 are the same as those defined in Eq.
(34); we repeat their definitions here for the sake of clarity:

Π𝑛 =
𝑇

2𝑉

∑︁
𝑘

tr [G𝑘𝑀
𝑛] , 𝜋𝑛 =

𝑇

2𝑉

∑︁
𝑘

tr [G𝑘𝑚
𝑛] . (55)

In contrast to the large-𝑁 approach, here the interaction pa-
rameters {𝑈𝑛, 𝑢𝑛} are all simultaneously non-zero and unam-
biguously defined:

𝑈𝐴1𝑔 = 3𝑢 + 𝑣 +𝑤, 𝑢𝐴1𝑔 = 𝑢− 𝑣 +𝑤, 𝑈𝐴2𝑔 = 𝑢 +3𝑣−𝑤,
𝑈𝐵1𝑔 = 𝑢− 𝑣 +3𝑤, 𝑢𝐵1𝑔 = 𝑢 + 𝑣 +𝑤,
𝑈𝐵2𝑔 = 𝑢− 𝑣−𝑤, 𝑢𝐵2𝑔 = 𝑢 + 𝑣−𝑤. (56)

B. Free-energy minimum

We now proceed to minimizing the free energy density 𝑓𝑣
in Eq. (54) with respect to the variational parameters, which
we collectively parametrize as 𝑋𝑖 ∈

{
𝑅0,Φ

𝑛, 𝜙𝑛, 𝜙𝑛
}
, where

the vector 𝑿 has dimension 𝐿 = dimG0
R +2dimGC. It is con-

venient to interpret the free energy as an implicit function of
the integrals Π𝑛 and 𝜋𝑛, which are themselves functions of 𝑋𝑖 ,
i.e. Π𝑛

(
𝑅0,Φ

𝑛, 𝜙𝑛, 𝜙𝑛
)

and 𝜋𝑛
(
𝑅0,Φ

𝑛, 𝜙𝑛, 𝜙𝑛
)
. As we show

in Appendix B:

𝜕 𝑓𝑣

𝜕𝑋𝑖

���
Π𝑛 , 𝜋𝑛

= 0 . (57)

As a result, the full derivative is given by

𝑑𝑓𝑣

𝑑𝑋𝑖
=
∑︁
𝑛∈G0

R

𝑉𝑛
𝜕Π𝑛

𝜕𝑋𝑖
+
∑︁
𝑛∈GC

(
𝑣𝑛
𝜕𝜋𝑛

𝜕𝑋𝑖
+𝑣̄𝑛

𝜕𝜋̄𝑛

𝜕𝑋𝑖

)
, (58)
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(a) (b)leading instability subleading instability
leading instability

subleading instability(d)

(c)

Figure 3. Variational phase diagrams for the leading and subleading vestigial-order instabilities associated with a primary two-component
superconducting phase in a system with tetragonal D4h symmetry (panels a,b) and hexagonal D6h symmetry (panels c,d). The parameter space
is that spanned by the quartic Landau coefficients of Eq. (12). The only difference with respect to the large-𝑁 phase diagrams of Fig. 2 is the
existence of regions where there is no vestigial instability (white region) or no subleading vestigial instability (light-gray region). Outside of
these regions, the variational and large-𝑁 results agree with each other.

where we defined 𝑉𝑛 ≡ 𝜕 𝑓𝑣
𝜕Π𝑛 and 𝑣𝑛 ≡ 𝜕 𝑓𝑣

𝜕𝜋𝑛 . An explicit evalu-
ation gives:

𝑉𝐴1𝑔 = 2 (𝑟0−𝑅0)+4𝑈𝐴1𝑔Π
𝐴1𝑔 , (59)

𝑉𝑛 = −2Φ𝑛 +4𝑈𝑛Π
𝑛, 𝑛 ∈ GR, (60)

𝑣̄𝑛 = −𝜙𝑛 +2𝑢𝑛𝜋𝑛, 𝑛 ∈ GC. (61)

Upon introducing the 𝐿-dimensional vectors V and P with
V𝑖 ∈

{
𝑉𝐴1𝑔 ,𝑉𝑛, 𝑣

𝑛, 𝑣̄𝑛
}

and P𝑖 ∈
{
Π𝐴1𝑔 ,Π𝑛, 𝜋𝑛, 𝜋̄𝑛

}
, Eqs. (58)

can be expressed as a matrix equation

𝑑𝑓𝑣

𝑑𝑋𝑖
=

𝐿∑︁
𝑗=1

P̂𝑖 𝑗V𝑗 , (62)

with the matrix elements P̂𝑖 𝑗 =
𝜕P 𝑗

𝜕𝑋𝑖
. Because the matrix P̂

is generically non-singular, i.e. det P̂ ≠ 0, the linear set of
equations (62) is only solved by the trivial solution V = 0,
which is equivalent to:

𝑟0 −𝑅0 = −2𝑈𝐴1𝑔Π
𝐴1𝑔 , (63)

Φ𝑛 = 2𝑈𝑛Π
𝑛, 𝑛 ∈ GR, (64)

𝜙𝑛 = 2𝑢𝑛𝜋𝑛, 𝑛 ∈ GC. (65)

Recall that Π𝑛 and 𝜋𝑛 are functions of all variational fields
𝑅0,Φ

𝑛, 𝜙𝑛. These are the self-consistent equations that de-
termine the variational free-energy minimum. Although they
have the same functional form as the large-𝑁 equations (31)-
(33), the key difference is that the interaction parameters are
unambiguously determined by Eq. (56). We end this section
by noting that the variational parameters are indeed the com-
posite order parameters. Upon a direct computation of the
bilinear expectation values, we find (see Appendix B),

⟨Ψ𝑛
𝑞=0⟩ = 2Π𝑛 (64)

=
1
𝑈𝑛

Φ𝑛, ⟨𝜓𝑛
𝑞=0⟩ = 2𝜋𝑛 (65)

=
1
𝑢𝑛
𝜙𝑛, (66)

for 𝑛 ∈ GR and 𝑛 ∈ GC, respectively. These expressions agree
with those obtained for the large-𝑁 approach, Eq. (28), upon
setting 𝑁 = 2.

C. Hierarchy of vestigial instabilities

It is now straightforward to find the leading and subleading
vestigial instabilities of the system by linearizing the self-
consistent variational equations (63)-(65) in the composite
fields Φ𝑛, 𝜙𝑛 independently. To leading order, the integral
expansions become Π𝑛 ≈ −𝜒 (0)

Ψ𝑛 Φ
𝑛 and 𝜋𝑛 ≈ −𝜒 (0)

𝜓𝑛 𝜙
𝑛 where

the bare susceptibilities 𝜒 (0)
Ψ𝑛 and 𝜒 (0)

𝜓𝑛 are defined in Eqs. (36)
and (37). Substituting these expressions in the self-consistent
equations leads to the following instability condition in a given
channel:

0 = 1+2𝑈𝑛𝜒
(0)
Ψ𝑛 , 0 = 1+2𝑢𝑛𝜒 (0)

𝜓𝑛 , (67)

where 𝜒 (0)
Ψ𝑛 = 𝜒

(0)
𝜓𝑛 is given by the same expression as in Eq.

(38). With the instability conditions (67) and the first varia-
tional self-consistent equation (63) having the same functional
structure as in the previous section, we also recover the same
critical reduced temperature 𝑟∗𝑐:

𝑟∗𝑐 = 𝑅
∗
0 −

𝑇0𝑈𝐴1𝑔

2𝜋
√︁

d0d𝑧

(
Λ−

√︃
𝑅∗

0/d0

)
, (68)

with 𝑅∗
0 ≡𝑇

2
0𝑈

2
𝑛

/ (
16𝜋2𝑑2

0𝑑𝑧
)
, and similar for 𝑢𝑛, cf. Eq. (39).

While the expression for the critical reduced temperature
(68) is the same as in the large-𝑁 approach [Eq. (41)], we
emphasize two important differences: (i) the interaction pa-
rameters𝑈𝑛, 𝑢𝑛 are unambiguously defined for all channels in
Eq. (56) and (ii) the interaction parameter𝑈𝐴1𝑔 is the same for
all channels. Consequently, we can find out the leading and
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subleading vestigial instabilities by identifying the smallest
and second smallest negative interaction parameters𝑈𝑛, 𝑢𝑛.

The resulting phase diagram for the leading vestigial insta-
bility is presented in Fig. 3(a). When compared to the large-𝑁
phase diagram of Fig. 2(a), the key difference is that the vari-
ational phase diagram displays a region near the origin where
no vestigial order is present [white region in Fig. 3(a)]. This
result was previously found in Ref. [22] and is also consistent
with the findings of Ref. [73]. It can be understood by taking
the 𝑣, 𝑤→ 0 limit in Eq. (56), which yields 𝑈𝑛 = 𝑢𝑛 = 𝑢 > 0,
implying that all vestigial channels are repulsive. In contrast,
none of the 𝑈𝑛, 𝑢𝑛 sets obtained in the large-𝑁 approach had
a contribution from 𝑢, which is the coefficient of the squared
trivial bilinear

(
Ψ𝐴1𝑔

)2 ∝
(
|Δ1 |2 + |Δ2 |2

)2 in the original ac-
tion (13). As such, 𝑢 penalizes large-amplitude superconduct-
ing fluctuations. In the variational approach, such an energy
penalty must be overcome by the energy gain of condensing a
non-trivial bilinear, which depends on combinations of 𝑣 and
𝑤. Consequently, there are threshold values for the interaction
parameters𝑈𝑛, 𝑢𝑛 below which no vestigial order emerges.

This is an important qualitative distinction between the
large-𝑁 and variational results: in the former case, vestigial
order is a weak-coupling effect, in the sense that it emerges for
any |𝑣 | , |𝑤 | ≪ 𝑢, whereas in the latter case it is a moderate-
coupling effect, as it requires |𝑣 | , |𝑤 | ∼ 𝑢. Outside the white
region of the phase diagram of Fig. 3(a), the large-𝑁 and vari-
ational phase diagrams predict the same leading instabilities,
which are all related to the condensation of real-valued com-
posite order parameters. The fact that two different methods
give the same results in these regions provides strong sup-
port for the emergence of vestigial phases in these parameter
ranges.

The subleading vestigial instabilities can be readily obtained
by computing the second smallest negative interaction param-
eters𝑈𝑛, 𝑢𝑛 from Eq. (56) in the (𝑣/𝑢, 𝑤/𝑢) parameter space.
Fig. 3(b) shows the resulting phase diagram. Besides the white
region near the origin where no vestigial instability can take
place, there is a wider light-gray region in which the system
displays no subleading vestigial instability. Outside of these
regions, the phase diagram agrees with that obtained in the
large-𝑁 approach [Fig. 2(b)], consisting of complex-valued
charge-4𝑒 composite order parameters with different angular
momentum.

Extension of this analysis to the case of a D6h hexagonal
two-component superconductor parameterized by Eq. (2) is
straightforward. In this case, the interaction parameters are
given by:

𝑈𝐴1𝑔 = 3𝑢 + 𝑣, 𝑢𝐴1𝑔 = 𝑢− 𝑣, 𝑈𝐴2𝑔 = 𝑢 +3𝑣,
𝑈𝐸2𝑔 = 𝑢− 𝑣, 𝑢𝐸2𝑔 = 𝑢 + 𝑣. (69)

The phase diagrams corresponding to the leading and sub-
leading vestigial instabilities are shown in Figs. 3(c)-(d). Sim-
ilarly to the D4h tetragonal case, there are regions of the phase
diagram in which no vestigial channel is attractive (white re-
gion) or only one vestigial channel is attractive (light-gray
region). Outside of these regions, the phase diagrams agree

with those obtained with the large-𝑁 approach, see Figs. 2(c)-
(d). Interestingly, there is no subleading vestigial instability on
the 𝑣 < 0 side of the phase diagram, where only the real-valued
ferromagnetic composite order parameter can condense. On
the 𝑣 > 0 side, the vestigial nematic instability is always de-
generate with the vestigial 𝑠-wave charge-4𝑒 instability, since
𝑈𝐸2𝑔 = 𝑢𝐴1𝑔 . Such a degeneracy, which was also present in
the large-𝑁 approach, has been attributed in Ref. [32] to a
hidden discrete symmetry of the Ginzburg-Landau action that
permutes operators in the gauge and in the lattice sectors.

D. Vestigial instabilities versus vestigial phases

It is important to emphasize that the phase diagrams in
Figs. 2 and 3 show the parameter regimes in which there
are attractive vestigial instabilities, which onset at a (reduced)
temperature 𝑟∗𝑐 that is larger than the superconducting transi-
tion (reduced) temperature in the absence of vestigial order,
𝑟𝑐. This is a necessary but not sufficient condition to ensure
the emergence of a vestigial phase preceding the primary su-
perconducting phase. The reason is because of the feedback
effect of the condensation of the composite order parameter on
the superconducting fluctuations, which renormalizes the su-
perconducting transition temperature to larger values, 𝑟𝑐 > 𝑟𝑐.
Thus, a vestigial phase characterized by ⟨Ψ𝑛⟩ ≠ 0 or ⟨𝜓𝑛⟩ ≠ 0
while ⟨𝚫⟩ = 0 requires 𝑟∗𝑐 > 𝑟𝑐.

Within the variational approach, it would seem straight-
forward to consider a modified ansatz with 𝚫̂𝑘 replaced by
𝚫̂𝑘 − 𝜹̂ in the trial action (52), where 𝜹 = (𝛿1, 𝛿2) denotes the
superconducting variational parameter. The issue is that, even
for a simple one-component superconductor, which does not
have any vestigial orders, such a variational ansatz gives a
first-order superconducting transition. For completeness, this
analysis is presented in Appendix C; the formulas for the two-
component case are given in Appendix D. The bottom line
is that this unphysical result indicates that the modified trial
action is not appropriate to describe the onset of superconduc-
tivity, let alone the joint onset of superconducting and com-
posite orders. Additional work will be necessary to design an
appropriate ansatz. We note that a non-mean-field first-order
superconducting transition was also found in the seminal work
[96], where gauge-field fluctuations were considered within a
large-𝑁 approach. It was later realized that this effect holds
only for type-I superconductors [97–100]. Whether these re-
sults are related to the issues encountered in the variational
approach remains to be determined.

Despite this shortcoming, one can still assess whether the
condition 𝑟∗𝑐 > 𝑟𝑐 is self-consistently satisfied by the varia-
tional equations (63)-(65), which are identical to the large-𝑁
equations (31)-(33). In this formulation, 𝑟𝑐 is signaled by the
vanishing of one of the eigenvalues of the Green’s function
(53) [or, equivalently, (25)] evaluated at zero momentum, i.e.
detG−1

𝑘=0 (𝑟𝑐) = 0. That condition ensures that the supercon-
ducting susceptibility is divergent. When only one of the com-
posite order parameters condenses, sayΦ𝑛, the latter condition
is met when 𝑅0 = |Φ𝑛 |. Therefore, as long as the vestigial phase
transition at 𝑟∗𝑐 is second order, i.e. Φ𝑛

(
𝑟0 →

(
𝑟∗𝑐

)− ) → 0, the
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vestigial instability will not trigger a simultaneous supercon-
ducting instability, implying that a vestigial phase emerges.
Even if the vestigial phase transition is first-order, a vestigial
phase appears as long as the jump of the composite order pa-
rameter is not too large, |ΔΦ𝑛 | < 𝑅∗

0, with 𝑅∗
0 given by Eq.

(39). The determination of whether the vestigial phase tran-
sition is second-order or first-order requires solving the non-
linear equations (63)-(65). While a systematic analysis of this
problem is beyond the scope of our work, important insight
can be gained from previous studies of the equivalent large-𝑁
equations (31)-(33).

For the tetragonal D4h case, the large-𝑁 equations for a
single composite order parameter were analyzed in detail in
Ref. [10] in the context of magnetically-driven nematicity
and, before that, in Refs. [8, 51]. The outcome of the coupled
vestigial and primary transitions was found to depend not only
on the quartic Landau coefficients, but also on stiffness coef-
ficients d0, d𝑧 . Essentially, systems that are more anisotropic,
i.e. with d𝑧/d0 ≪ 1, tend to display vestigial phases over wider
parameter ranges.

A small modification of the model leads to more “universal”
results, in the sense that they depend only on the ratio between
the quartic Landau coefficients. In this modified version of
the model, the anisotropic gradient term 𝑓

𝐴1𝑔
𝒌

in Eq. (15) is
replaced by an isotropic term 𝑓

𝐴1𝑔
𝒌

= d0𝒌
2, but the dimension-

ality of the system 𝑑 is allowed to assume fractional values
2 ≤ 𝑑 ≤ 3. As shown in Ref. [10] (see also Ref. [51]), for
a given vestigial instability with attractive effective interac-
tion 𝑈𝑛 < 0 or 𝑢𝑛 < 0, there are three different regimes for
the coupled vestigial and superconducting phase transitions,
which we denote here as: (i) type-I split transitions, in which
case the vestigial and superconducting instabilities are split
and second-order; (i) type-II split transitions, in which case
the vestigial and superconducting instabilities are split but one
of them is first-order; (iii) simultaneous transition, in which
case there is a single first-order vestigial plus superconduct-
ing transition. The system’s regime depends only on the ratio
|𝑈𝑛 | /𝑈𝐴1𝑔 and the dimensionality 𝑑 according to [10]:

|𝑈𝑛 |
𝑈𝐴1𝑔

< 3− 𝑑, type-I split, (70)

3− 𝑑 < |𝑈𝑛 |
𝑈𝐴1𝑔

<
6−2𝑑
6− 𝑑 , type-II split, (71)

|𝑈𝑛 |
𝑈𝐴1𝑔

>
6−2𝑑
6− 𝑑 , simultaneous transitions. (72)

Of course, similar expressions hold for |𝑢𝑛 | /𝑈𝐴1𝑔 . The
key point is that a vestigial phase only exists in the type-I
split and type-II split regimes. In Fig. 4, we include the
phase boundaries set by Eqs. (70)-(72) separating these three
regimes in the variational phase diagram of Fig. 3, for the case
𝑑 = 2.4. Clearly, there is a wide region in parameter space
where the vestigial instability leads to a vestigial phase. Note
that, upon increasing the dimensionality 𝑑, the lines move
closer to the origin, which decreases the area of the phase
diagram where vestigial phases exist. In the fully isotropic case

1- 1

1

- 1

1- 1

1

- 1

(a) (b)leading instability subleading instability

Figure 4. Variational phase diagrams of Fig. 3 for the tetragonal
D4h case with the phase boundaries |𝑈𝑛 | /𝑈𝐴1𝑔 = 3− 𝑑 (dotted line)
and |𝑈𝑛 | /𝑈𝐴1𝑔 = (6− 2𝑑)/(6− 𝑑) (dashed line) that determine the
three different regimes for the coupled vestigial and superconducing
transitions (see main text): two split second-order transitions (labeled
type-I split); two split transitions with one of them first-order (labeled
type-II split); one simultaneous first-order transition. For concrete-
ness, here we set 𝑑 = 2.4.

𝑑 = 3, vestigial phases are absent, as noted in Refs. [10, 51].
For the hexagonal D6h case, the vestigial nematic transition

is that of a 3-state Potts-model, which is first-order above its
upper critical dimension 𝑑upper ≲ 3. This problem was ana-
lyzed in Ref. [25] for a system with lower trigonal point-group
symmetry D3d, which has the additional stiffness coefficient d3
discussed below Eq. (14). A wide regime where vestigial ne-
matic order emerges was reported for a sufficiently anisotropic
system. Note also that even in the dark-gray regions of the
phase diagrams in Figs. 2 and 3, where the bare supercon-
ducting transition is itself first-order, it is in principle possible
for a vestigial phase to be stabilized. However, our formalism
does not allow us to access these regions.

More broadly, the fact that there is more than one attractive
vestigial channel suggests that it is in principle possible for
the system to have sequential vestigal instabilities, giving rise
to a cascade of vestigial phases. The aforementioned issues
with the modified Gaussian variational ansatz that includes a
non-zero superconducting order parameter make a quantitative
analysis challenging. On a qualitative level, it is interesting to
note that, in the cases studied here, there is always a symmetry-
allowed trilinear coupling between one real-valued and two
complex-valued bilinears. Specifically, for the D4h case, there
are three such trilinear couplings with coefficients 𝜆̃𝑖 ,

S̃1 = 𝜆̃1

∫
x
Ψ𝐵1𝑔

(
𝜓𝐴1𝑔 𝜓̄𝐵1𝑔 + 𝜓̄𝐴1𝑔𝜓𝐵1𝑔

)
, (73)

S̃2 = 𝜆̃2

∫
x
Ψ𝐵2𝑔

(
𝜓𝐴1𝑔 𝜓̄𝐵2𝑔 + 𝜓̄𝐴1𝑔𝜓𝐵2𝑔

)
, (74)

S̃3 = 𝜆̃3

∫
x
Ψ𝐴2𝑔 i

(
𝜓̄𝐵2𝑔𝜓𝐵1𝑔 − 𝜓̄𝐵1𝑔𝜓𝐵2𝑔

)
, (75)

whereas for the D6h case there is only one:

S̃1 = 𝜆̃1

∫
x
𝚿𝐸2𝑔 ·

(
𝜓𝐴1𝑔 𝝍̄

𝐸2𝑔 + 𝜓̄𝐴1𝑔𝝍𝐸2𝑔
)
. (76)
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Because of these couplings, if the complex-valued compos-
ite order parameter associated with the subleading instability
condenses inside the leading vestigial phase, it will necessarily
trigger a non-zero complex-valued composite order parameter
associated with the third channel. However, as Fig. 3(b) or
Eq. (69) shows, this third channel is always repulsive. Due to
this parasitic effect, the system would incur an energy penalty
if the subleading attractive complex-valued order parameter
were to condense inside the primary vestigial phase.

VI. DISCUSSION AND CONCLUSIONS

In summary, we employed a group-theoretical formalism to
classify and investigate all possible vestigial orders that emerge
in two-component superconductors in systems with fourfold or
sixfold/threefold rotational symmetry. Our focus was to treat
on an equal footing the widely investigated real-valued ferro-
magnetic or nematic bilinears and the little-explored complex-
valued bilinears that describe 𝑠-wave, 𝑑𝑥2−𝑦2 -wave, and 𝑑𝑥𝑦-
wave charge-4𝑒 condensates. The large-𝑁 and variational
calculations that we performed reveal that the real-valued
vestigial-order instabilities are always the leading ones, al-
though the complex-valued vestigial-order channels are at-
tractive over wide regions of the parameter space spanned by
the quartic coefficients of the phenomenological Ginzburg-
Landau action. Only in the particular case of a hexagonal
system with quartic coefficient 𝑣 > 0 we found degenerate ne-
matic and charge-4𝑒 vestigial instabilities, as first pointed out
in Ref. [32]. In all other cases, the charge-4𝑒 composite order
was found to be subleading with respect to the ferromagnetic
or nematic composite orders.

Our systematic comparison between the controlled large-𝑁
method with the uncontrolled variational method revealed im-
portant caveats of both approaches in their ability to describe
vestigial phases. The large-𝑁 method does not offer a way to
treat on an equal footing all possible real-valued and complex-
valued bilinears, whereas the variational method faces difficul-
ties to account for the instability of the primary superconduct-
ing order parameter. Notwithstanding these shortcomings, we
found wide regions in the parameter-space where the hierarchy
of instabilities obtained from both methods agreed with each
other, giving us confidence on the reliability of these findings.
One important qualitative difference between the two methods
is that, in the large-𝑁 approach, the emergence of vestigial or-
ders is a weak-coupling effect, in that the Landau coefficients
of the non-trivial squared bilinears can be much smaller than
the coefficient of the trivial squared bilinear. On the other
hand, in the variational approach, it is a moderate-coupling
effect, in that the non-trivial coefficients need to be compara-
ble to the trivial coefficient in order for the vestigial channels
to become attractive. This difference stems from the distinct
ways in which large-amplitude fluctuations are energetically
penalized in each scenario. Because both methods have in-
trinsic limitations – the physical 𝑁 in our problem is not large
and the variational action ansatz is arbitrary – it will be inter-
esting to exactly solve this model via Monte Carlo simulations
to elucidate the validity of each approach. Previous Monte

Carlo calculations on a related Ginzburg-Landau model seem
to be qualitatively consistent with the large-𝑁 results [101].

We note that, by setting 𝑓
𝐵1𝑔
𝒌

= 𝑓
𝐵2𝑔
𝒌

= 0 in Eq. (14), the
phase diagrams obtained in this work neglected the in-plane
anisotropic gradient terms that are allowed in the Ginzburg-
Landau action. Inclusion of these terms is expected to cause
minor changes in the phase boundaries. The most important
impact would be on the degeneracy between the nematic and
charge-4𝑒 orders in the 𝑣 > 0 region of the phase diagram of
the hexagonal system. Interestingly, in the large-𝑁 approach
of Ref. [32], these additional gradient terms were shown to
remove the degeneracy by actually favoring the charge-4𝑒 ves-
tigial phase. A more important effect not considered here,
which has been little explored in the broader context of super-
conducting vestigial orders, is the coupling to the electromag-
netic gauge fields. These should be particularly relevant for
nearly-2D systems, where phase fluctuations can play a more
important role than amplitude fluctuations. A recent work
showed that the phase boundaries of the mean-field phase di-
agrams shown in Fig. 1 are fundamentally changed when
corrections due to electromagnetic fluctuations are included
[102]. Their impact on the onset of vestigial phases deserve
further investigations.

From a broader theoretical standpoint, our work reveals that
there is a larger and relatively unexplored landscape of vestigial
orders that can potentially be realized in systems whose sym-
metry group G = Gint ⊗G𝑠 is the product of a space group and
an internal group. Here, we focused on the complex-valued
charge-4𝑒 bilinears of superconductors, which transform non-
trivially under the internal group Gint = 𝑈 (1). In magnetic
systems, with internal group Gint = 𝑆𝑈 (2), the bilinears that
transform non-trivially would be vector and tensorial compos-
ite order parameters. A well-known example of the latter is the
spin-nematic order parameter, which has been proposed to be
realized in certain frustrated magnets [103, 104]. While other
types of vestigial tensorial spin orders were briefly discussed
in Ref. [6], a systematic investigation has not been performed.
Of course, the independent classification of magnetic bilinears
in terms of IRs of Gint = 𝑆𝑈 (2) and G𝑠 is only meaningful if the
spin-orbit coupling is weak, which may constrain their realiza-
tion in actual materials. These considerations for non-trivial
vestigial phases are also relevant for systems with emergent
continuous symmetries – such as twisted bilayer graphene,
which under certain conditions is described by a model with
emergent spin-valley 𝑆𝑈 (4) or 𝑈 (4) ⊗𝑈 (4) symmetry [105–
108].

Because vestigial phases are fluctuation-driven phenomena,
they are most likely to be observed in low-dimensional and/or
unconventional superconductors, since the fluctuation regime
of conventional BCS superconductors is very narrow. In this
regard, several materials have been recently reported or pro-
posed to be multi-component nematic or chiral unconventional
superconductors, making them natural candidates to search for
vestigial orders. This is the case for the doped topological in-
sulator 𝐴xBi2Se3, with 𝐴 = Cu, Nb, Sr, which has a nematic
superconducting ground state [25, 79–83]. Recent experi-
ments have found strong evidence for a vestigial nematic or-
der preceding the superconducting phase [109, 110]. Twisted
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bilayer graphene has also been shown to display nematic su-
perconductivity [14], and hints of a possible vestigial nematic
phase were observed in anisotropic transport measurements.
CaSn3 [111] and few-layer NbSe2 [112, 113] are other exam-
ples of materials whose pairing states are accompanied by bro-
ken lattice rotational symmetry; however, at least in the latter,
the data does not favor an interpretation in terms of a multi-
component superconductor. The heavy-fermion material UPt3
is a well-established candidate for chiral two-component 𝑓 -
wave superconductivity [84–86], which could host vestigial
orders as well. The same holds for other compounds where
time-reversal symmetry-breaking (TRSB) superconductivity
has been reported, most notably Sr2RuO4 [74, 75], URu2Si2
[76–78], pressurized KV3Sb5 [114], and 4Hb-TaS2 [115] (for a
more comprehensive list, see Ref. [116]). In these cases, how-
ever, it remains unsettled whether the observed TRSB arises
from a symmetry-enforced two-component superconducting
order parameter. In 4Hb-TaS2, recent Little-Parks [117] and
critical field [118] experiments provide strong support for such
a scenario. On the other hand, in Sr2RuO4, which has been
recently proposed to be a two-component singlet supercon-
ductor [119, 120], the observation of nodal quasi-particles
and the lack of specific heat signatures across the second su-
perconducting transition have been interpreted in terms of an
accidental degeneracy between two one-component supercon-
ductors transforming as different IRs [121, 122]. It is important
to emphasize that vestigial phases can emerge even in cases
where the degeneracy between two superconducting orders is
not symmetry-enforced, but accidental, as discussed in Ref.
[29]. One superconductor where this might be the case is
UTe2, which was also reported to spontaneously break time-
reversal symmetry [123]. Since its orthorhombic D2h point
group does not support two-dimensional IRs, a TRSB super-
conducting state would require two nearly degenerate states;
however, whether UTe2 is a single or two-component super-
conductor remains unsettled [124]. Signatures consistent with
a vestigial TRSB order have been recently reported in K-doped
BaFe2As2 [125], whose ground state has been proposed to be
a TRSB 𝑠+ i𝑠 state [126, 127].

Overall, our work significantly expands the class of sys-
tems where the elusive charge-4𝑒 condensates may be realized
[15, 16, 30, 32, 33, 59–72]. Experimentally, recent mag-
netoresistance oscillation data in the kagome superconduc-
tor CsV3Sb5 have been interpreted as signatures of charge-4𝑒
and charge-6𝑒 states above the onset of charge-2𝑒 order [128].
Based on our formalism, vestigial charge-6𝑒 order would likely
require a three-component superconductor to be the ground
state. A superconducting order parameter that transforms as
a three-dimensional irreducible representation is only allowed
in cubic crystalline point groups. Alternatively, as discussed
in Refs. [16, 129], higher-order composite charge-6𝑒 order can
arise from pair density-waves with wave-vectors 𝑴 and 𝑲 in
hexagonal crystalline point groups. Theoretically, it has been
previously shown that pair-density waves [15, 16], coupled
𝑈 (1) ×𝑈 (1) superconductors [59], and hexagonal nematic su-
perconductors [32, 33] are good candidates to display vestigial
𝑠-wave charge-4𝑒 order. Our results reveal that, in fact, there
are normal-state instabilities in the charge-4𝑒 channel in any

two-component superconductor. Interestingly, this instability
is not restricted to the 𝑠-wave channel, but includes also ex-
otic 𝑑-wave charge-4𝑒 states, whose properties deserve further
theoretical investigations. The main issue is that, except for
the case of a hexagonal nematic superconductor, the various
vestigial charge-4𝑒 instabilities found here are subleading with
respect to the vestigial nematic or ferromagnetic instabilities.
One way in which this hierarchy of vestigial instabilities can be
reversed is via disorder, as previously discussed in Ref. [32]
in the context of hexagonal nematic superconductors. Quite
generally, the type of disorder that is most detrimental for
a given ordered state is a random distribution of conjugate
fields of the corresponding order parameter – also known as
“random-field” disorder [130]. Charge-4𝑒 order parameters
are generally protected from random-field type of disorder, as
their conjugate fields are not present in crystals or devices. In
contrast, random strain and, to a lesser extent, diluted mag-
netic impurities, are present in many realistic settings, acting
as random-field disorder for the nematic and ferromagnetic or-
der parameters, respectively. The ability to control these types
of disorder could enable the stabilization of the subleading
vestigial charge-4𝑒 states. Even in a perfectly clean system,
the presence of a subleading attractive charge-4𝑒 instability
should be manifested in the collective excitations of the lead-
ing vestigial phase, opening another route to access this elusive
state of matter.
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Appendix A: Group-theoretical formalism

In this Appendix, we present the group-theoretical frame-
work that yields the results presented in Sec. II of the main
text for the bilinears of the two-component superconducting
order parameters in Eqs. (1)-(2), which live in the product
group G =𝑈 (1) ⊗ G𝑝 , with G𝑝 = D4h or G𝑝 = D6h. The ap-
proach is the same as in Ref. [6], but generalized to include
complex-valued bilinears.

We start by studying a standard one-component supercon-
ductor with order parameter Δ. All bilinears are trivial under
the operations of the point group, since the product of two
one-dimensional IRs always yields the trivial IR 𝐴1𝑔. Thus,
it is enough to focus on the transformation properties of the
unitary group G =𝑈 (1), whose IRs we denote by Γ𝑈𝑚 , with
𝑚 = {0,±1,±2, . . . }. If the order parameter Δ transforms ac-
cording to the IR Γ𝑈+1, then its complex conjugate Δ̄ transforms
asΓ𝑈−1. Thus, the reasonable representation of the order param-
eter is given through the “Nambu” vector 𝚫̂ = (Δ, Δ̄), which
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transforms according to the two-dimensional representation
ΓΔ = Γ𝑈+1 ⊕ Γ𝑈−1. This notation becomes more transparent if
we consider the 𝑈 (1) symmetry operations as rotations in the
complex plane:(

ℜΔ′

ℑΔ′

)
=

(
cos𝜑 −sin𝜑
sin𝜑 cos𝜑

) (
ℜΔ

ℑΔ

)
. (A1)

The transformation relation (A1) can be (block-) diagonalized
upon application of the unitary matrix

𝑈 =
1
√

2

(
1 1
−i i

)
,

which leads to the relation

𝚫̂
′
= RΔ (𝜑)𝚫̂. (A2)

Here, RΔ (𝜑) = R+1 (𝜑) ⊕ R−1 (𝜑) and R𝑚 (𝜑) = 𝑒i𝑚𝜑 is the
transformation matrix associated with the IR Γ𝑈𝑚 , see Table
II. The transformation relation (A2) demonstrates that the ro-
tation of the two real components (ℜΔ,ℑΔ) in the complex
plane is properly described by means of the Nambu vector 𝚫̂
transforming as ΓΔ.

Next, we consider bilinear combinations of 𝚫̂. From the
decomposition of the product representation (4), ΓΔ ⊗ ΓΔ =

2Γ𝑈0 ⊕
(
Γ𝑈+2 ⊕ Γ𝑈−2

)
, there are two bilinears associated with the

trivial sector and two with the 𝑚 = ±2 (i.e. charge-4𝑒) sector.
The bilinears can be written as

𝐶 (𝑚) =
1
2
𝚫̂
𝑇
𝜆𝑚𝚫̂, (A3)

with the 2× 2 matrices 𝜆𝑚 acting in Nambu space. These
matrices 𝜆𝑚 are defined implicitly through the transformation
condition

R𝑇
Δ (𝜑)𝜆

𝑚RΔ (𝜑) = R𝑚 (𝜑)𝜆𝑚, ∀𝜑 ∈ [0,2𝜋). (A4)

Applying this condition, we find the matrices shown in Table II.
Inserting these matrices into Eq. (A3), we obtain the 𝑁ΓΔ = 3
bilinear components

𝐶 (0) = |Δ|2, 𝐶 (+2) = Δ2, 𝐶 (−2) = Δ̄2, (A5)

transforming according to Γ𝑈0 , Γ𝑈+2, and Γ𝑈−2, respectively.
While the antisymmetric matrix associated with the trivial
IR Γ𝑈0

��
𝑎

yields a vanishing bilinear (A3) in the present case,
it plays a role when multiple groups are involved, as it can be
paired with another antisymmetric matrix.

We now proceed by constructing the bilinears of a real-
valued two-component order parameter 𝜼 = (𝜂1, 𝜂2) that trans-
forms according to the IRs 𝐸𝑔 and 𝐸𝑢 of the point group
G𝑝 = D4h or the IRs 𝐸1𝑔, 𝐸2𝑔, 𝐸1𝑢, and 𝐸2𝑢 of the point group
G𝑝 = D6h. The bilinears are defined as

𝐶𝑛,𝑙 = 𝜼𝑇𝜏𝑛,𝑙𝜼, (A6)

where 𝑛 denotes the IR within the product decompositions in
Eqs. (5) and (6) (see also Table II) and 𝑙 = 1, . . . ,dim𝑛. Like

𝑈 (1) 𝐸 R𝑚 (𝜑)

Γ𝑈𝑚 1 𝑒i𝑚𝜑

𝑈 (1) 𝜆𝑚

Γ𝑈0
��
𝑠

𝜎𝑥

Γ𝑈0
��
𝑎

−i𝜎𝑦

Γ𝑈+2 𝜎0 +𝜎𝑧

Γ𝑈−2 𝜎0 −𝜎𝑧

D4h 𝜏𝑛,𝑙

𝐴1𝑔 𝜏0

𝐴2𝑔 𝜏𝑦

𝐵1𝑔 𝜏𝑧

𝐵2𝑔 𝜏𝑥

D6h 𝜏𝑛,𝑙

𝐴1𝑔 𝜏0

𝐴2𝑔 𝜏𝑦

𝐸2𝑔 (𝜏𝑧 ,−𝜏𝑥)

Table II. (left) The character table of the unitary group 𝑈 (1) and its
IRs Γ𝑈𝑚 , 𝑚 ∈ Z. (middle-left to right) Matrices associated with the
bilinear decomposition in the cases of the one-component SC [Eqs.
(A4) and (4)] and of two-component real-valued order parameters
transforming as two-dimensional IRs of the point groups D4h and
D6h [Eqs. (A7), (5) and (6)].

in the𝑈 (1) case, the associated 2×2 matrices 𝜏𝑛,𝑙 are defined
implicitly through the transformation condition

R𝑇
𝐸𝑔

(𝑔)𝜏𝑛,𝑙R𝐸𝑔
(𝑔) =

∑︁
𝑙′

R𝑛 (𝑔)𝑙𝑙′𝜏𝑛,𝑙
′
, ∀𝑔 ∈ G𝑝 , (A7)

where R𝑛 (𝑔) denotes the transformation matrix for the group
element 𝑔 within the IR 𝑛. Solving this equation gives the
matrices shown in Table II. Consequently, the bilinears (A6)
become

D4h : 𝐶𝐴1𝑔 = 𝜂2
1 +𝜂

2
2, 𝐶

𝐵1𝑔 = 𝜂2
1 −𝜂

2
2, 𝐶

𝐵2𝑔 = 2𝜂1𝜂2, (A8)
D6h : 𝐶𝐴1𝑔 = 𝜂2

1 +𝜂
2
2, 𝑪𝐸2𝑔 =

(
𝜂2

1 −𝜂
2
2,−2𝜂1𝜂2

)
. (A9)

Note that the antisymmetric matrix associated with the 𝐴2𝑔
bilinear yields zero, i.e. 𝐶𝐴2𝑔 = 0.

We are now in position to derive the bilinears of the two-
component superconducting order parameter 𝚫 = (Δ1,Δ2) of
Eqs. (1)-(2) by combining the bilinear decompositions ob-
tained for the groups 𝑈 (1) and Gp studied above. Let us start
with the G𝑝 = D4h case; as explained before, the supercon-
ducting order parameter is given in the Nambu representation
by 𝚫̂ = (𝚫, 𝚫̄)𝑇 , where the four-component “vector” 𝚫̂ trans-
forms as the representation Γ = ΓΔ⊗𝐸𝑖 of the symmetry group
G =𝑈 (1) ⊗D4h. The bilinears are given by

𝐶 (𝑚) ,𝑛 =
1
2
𝚫̂
𝑇
𝜆𝑚𝜏𝑛𝚫̂, (A10)

where 𝜆𝑚 and 𝜏𝑛 act on the Nambu (i.e. gauge) and the 𝐸𝑖

(i.e. lattice) sectors, respectively. Since these matrices are
defined implicitly by the conditions (A4) and (A7), they are
the same matrices shown before in Table II. Thus, to identify
the bilinear components𝐶 (𝑚) ,𝑛, all we need to do is construct a
“multiplication table” according to the bilinear decompositions
in the two sectors:

Γ⊗ Γ = (ΓΔ ⊗ ΓΔ) ⊗ (𝐸𝑖 ⊗ 𝐸𝑖)
=

(
2Γ𝑈0 ⊕ Γ𝑈+2 ⊕ Γ𝑈−2

)
⊗

(
𝐴1𝑔 ⊕ 𝐴2𝑔 ⊕ 𝐵1𝑔 ⊕ 𝐵2𝑔

)
.

Such a multiplication table is given in Table I of the main text.
Out of the 16 possible bilinear combinations, only 𝑁Γ = 10
components are non-zero. Inserting the matrices into Eq.
(A10) gives
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Ψ𝐴1𝑔 = |Δ1 |2 + |Δ2 |2, 𝜓𝐴1𝑔 = Δ2
1 +Δ

2
2, Ψ𝐴2𝑔 = iΔ̄2Δ1− iΔ̄1Δ2,

Ψ𝐵1𝑔 = |Δ1 |2 − |Δ2 |2, 𝜓𝐵1𝑔 = Δ2
1 −Δ2

2,

Ψ𝐵2𝑔 = Δ̄1Δ2+ Δ̄2Δ1, 𝜓𝐵2𝑔 = 2Δ1Δ2, (A11)

where we have employed the same notation as in the main
text, i.e. real-valued bilinears (𝑚 = 0) are labeled as Ψ𝑛 and
complex-valued ones (𝑚 = ±2), as (𝜓𝑛, 𝜓̄𝑛). The expressions
(A11) are identical to those in Eq. (9) of the main text. Al-
ternatively, one can exploit the property 𝚫̂

𝑇
= 𝚫̂

†
𝜎𝑥 to rewrite

the bilinears (A10) as

Ψ𝑛 = 𝚫̂
†
𝑀𝑛𝚫̂, 𝜓𝑛 = 𝚫̂

†
𝑚𝑛𝚫̂. (A12)

Here, the matrices 𝑀𝑛, 𝑚𝑛 are defined as:

𝑀𝐴1𝑔 = 𝜏0𝜎0/2, 𝑚𝐴1𝑔 = 𝜏0𝜎− , 𝑀𝐴2𝑔 = 𝜏𝑦𝜎𝑧/2,
𝑀𝐵1𝑔 = 𝜏𝑧𝜎0/2, 𝑚𝐵1𝑔 = 𝜏𝑧𝜎− ,

𝑀𝐵2𝑔 = 𝜏𝑥𝜎0/2, 𝑚𝐵2𝑔 = 𝜏𝑥𝜎− , (A13)

with 𝜎± = (𝜎𝑥 ± i𝜎𝑦)/2, which gives Eq. (26) in the main
text. This is the notation used in Secs. IV and V of the
main text. The case G𝑝 = D6h can be treated in the same
way. The only change is that the bilinears denoted by Ψ𝐵1𝑔 ,
Ψ𝐵2𝑔 and 𝜓𝐵1𝑔 , 𝜓𝐵2𝑔 , which in the D4h case transform as two
separate one-dimensional IRs, combine to transform as the
same two-dimensional IR, 𝚿𝐸2𝑔 = (Ψ𝐵1𝑔 ,−Ψ𝐵2𝑔 ) and 𝝍𝐸2𝑔 =

(𝜓𝐵1𝑔 ,−𝜓𝐵2𝑔 ). All bilinears of the D6h case are also displayed
in Table I.

Appendix B: Derivation of the Variational free energy

In this Appendix, we derive the expression for the varia-
tional free energy (54) and the corresponding self-consistent
equations presented in Sec. V. The Gaussian trial action (52)
is given by

S0 =
1
2
𝑉

𝑇

∑︁
𝑘

𝚫̂
†
𝑘 G−1

𝑘 𝚫̂𝑘 , (B1)

with the inverse Green’s function G−1
𝑘

introduced in Eq. (53)
and repeated here for convenience:

G−1
𝑘 = 2

(
𝑅0 + 𝑓

𝐴1𝑔
𝒌

)
𝑀𝐴1𝑔 +2

∑︁
𝑛∈GR

Φ𝑛𝑀𝑛 +
∑︁
𝑛∈GC

(
𝜙𝑛𝑚𝑛+H.c.

)
.

(B2)

Our goal is to compute the variational free energy (51), or
equivalently, the variational free energy density:

𝑓𝑣 =
𝐹𝑣

𝑉
= −𝑇

𝑉
logZ0 +

𝑇

𝑉
⟨S −S0⟩0 , (B3)

where the expectation values are taken with respect to the trial
action S0 as introduced in Eq. (50), and Z0 ≡

∫
D(𝚫, 𝚫̄) 𝑒−S0 .

For completeness, we also reproduce the initial action S =

S (2) +Sint, Eq. (12), with the second- and fourth-order con-
tributions:

S (2) =
𝑉

𝑇

∑︁
𝑘

𝚫̂
†
𝑘

(
𝑓
𝐴1𝑔
𝒌

+ 𝑟0

)
𝑀𝐴1𝑔 𝚫̂𝑘 , (B4)

Sint =

∫
x

[
𝑢
(
Ψ𝐴1𝑔

)2 + 𝑣
(
Ψ𝐴2𝑔

)2 +𝑤
(
Ψ𝐵1𝑔

)2
]
, (B5)

where, in line with the ansatz (B2), the non-trivial fluctuations
𝑓
𝐵1𝑔
𝒌

= 𝑓
𝐵2𝑔
𝒌

= 0 have been set to zero. In the following, we
compute separately the three contributions to the free energy
density (B3):

𝑓
(0)
𝑣 = −𝑇

𝑉
logZ0, 𝑓

(2)
𝑣 =

𝑇

𝑉

〈
S (2) −S0

〉
0
,

𝑓
(4)
𝑣 =

𝑇

𝑉

〈
Sint〉

0 . (B6)

Before doing so, we emphasize the absence of the ambiguity
caused by the Fierz identities (18) which posed a problem to
the large-𝑁 method. The interaction action (B5) only enters
into the variational free energy through the contribution 𝑓

(4)
𝑣 .

Here, however, because the expectation value is a linear map,
the Fierz relations are still intact. More explicitly, if we would
choose the interaction representation as in Eq. (17), we would
compute

𝑓
(4)
𝑣 =

𝑇

𝑉

∫
x

[
(𝑢 +𝑤)

〈(
Ψ𝐴1𝑔

)2
〉

0
+ (𝑣−𝑤)

〈(
Ψ𝐴2𝑔

)2
〉

0

−𝑤
〈(
Ψ𝐵2𝑔

)2
〉

0

]
. (B7)

Meanwhile, the insertion of the Fierz relation(
Ψ𝐵2𝑔

)2
=

(
Ψ𝐴1𝑔

)2 −
(
Ψ𝐵1𝑔

)2 −
(
Ψ𝐴2𝑔

)2
, (B8)

reduces the expression (B7) to the free energy contribution that
follows from the representation (B5). The same is true for any
other interaction representation. In other words, all interaction
representations lead to the same result, and, for convenience,
we choose to work with the representation (B5).

The evaluation of the Gaussian integral in the partition func-
tion gives

Z0 =
∏
𝑘

[
det

(
𝑉𝑇G−1

𝑘

) ]−1/2
, (B9)

and thus, the first free energy contribution becomes

𝑓
(0)
𝑣 =

𝑇

2𝑉

∑︁
𝑘

tr log
(
G−1
𝑘

)
. (B10)

Here, we dropped an unimportant constant and used the iden-
tity log det

(
G−1
𝑘

)
= tr log

(
G−1
𝑘

)
.

To derive the second- and fourth-order contributions in (B6),
it remains to evaluate the expectation values〈

Ψ𝑛
𝑞=0

〉
0
=
∑︁
𝑘

〈
𝚫̂
†
𝑘𝑀

𝑛𝚫̂𝑘

〉
0
,

〈
𝜓𝑛
𝑞=0

〉
0
=
∑︁
𝑘

〈
𝚫̂
†
𝑘𝑚

𝑛𝚫̂𝑘

〉
0
,〈

Ψ𝑛
𝑞Ψ

𝑛
−𝑞

〉
0 =

∑︁
𝑘,𝑘′

〈(
𝚫̂
†
𝑘𝑀

𝑛𝚫̂𝑘+𝑞
) (
𝚫̂
†
𝑘′𝑀

𝑛𝚫̂𝑘′−𝑞
)〉

0
. (B11)
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Such expectation values containing products of 𝚫̂𝑘 can con-
veniently be computed by means of a conjugate field 𝒋̂𝑘 =(
𝒋𝑘 , 𝒋̄−𝑘

)
linearly coupled to the gap function via

S 𝑗 = −
∑︁
𝑘

𝒋̂
𝑇

𝑘 𝚫̂𝑘 . (B12)

Then, using the new partition function

Z0 [ 𝒋] =
∫

D
(
𝚫, 𝚫̄

)
𝑒−S0−S 𝑗 , (B13)

the expectation value of any function F
(
Δ̂𝑖,𝑘

)
of the gap com-

ponents Δ̂𝑖,𝑘 is given by〈
F

(
Δ̂𝑖,𝑘

)〉
0 = F

(
𝛿

𝛿 𝑗𝑖,𝑘

)
Z0 [ 𝒋]
Z0 [0]

����
𝒋=0
. (B14)

The Gaussian integral evaluation of (B13) can be performed
in a straightforward way. Upon exploiting the Nambu-space
identities 𝚫̂𝑘 = 𝑆

𝑥𝚫̂
∗
−𝑘 , 𝒋̂𝑘 = 𝑆𝑥 𝒋̂

∗
−𝑘 , and G−1

𝑘
= 𝑆𝑥

(
G−1
𝑘

)𝑇
𝑆𝑥 ,

with the 4×4 matrix 𝑆𝑥 = 𝜏0𝜎𝑥 , we find:

Z0 [ 𝒋]
Z0 [0]

= exp
(1
2
𝑇

𝑉

∑︁
𝑘

𝒋̂
𝑇

𝑘G𝑘 𝒋̂
∗
𝑘

)
, (B15)

with Z0 [0] = Z0 given in Eq. (B9). Then, exploiting the
aforementioned Nambu-space identities one finds the expecta-
tion value

⟨Δ̂∗
𝑖,𝑘Δ̂ 𝑗 ,𝑘′⟩0 =

𝛿

𝛿 𝑗∗
𝑖,𝑘

𝛿

𝛿 𝑗 𝑗 ,𝑘′

Z0 [ 𝒋]
Z0 [0]

����
𝒋=0

=
𝑇

𝑉
𝛿𝑘,𝑘′G 𝑗𝑖

𝑘
, (B16)

⟨Δ̂𝑖,𝑘Δ̂ 𝑗 ,𝑘′⟩0 =
𝑇

𝑉
𝛿𝑘,−𝑘′G 𝑗𝑙

𝑘
𝑆𝑥𝑙𝑖 , (B17)

and similarly,

⟨Δ̂∗
𝑖𝑘Δ̂ 𝑗𝑘′ Δ̂

∗
𝑖′ 𝑝Δ̂ 𝑗′ 𝑝′⟩0 =

𝑇2

𝑉2

{
𝛿𝑘,−𝑝𝛿𝑘′ ,−𝑝′𝑆𝑥𝑖𝑙′G

𝑙′𝑖′

𝑘 G 𝑗′𝑙
𝑘′ 𝑆

𝑥
𝑙 𝑗

+ 𝛿𝑘,𝑘′𝛿𝑝,𝑝′G 𝑗𝑖

𝑘
G 𝑗′𝑖′

𝑝 + 𝛿𝑘, 𝑝′𝛿𝑘′ , 𝑝G 𝑗′𝑖
𝑘

G 𝑗𝑖′

𝑘′

}
.

(B18)

The summation over doubly occurring indices is implied. As
the trial action (B1) is chosen to describe the system above the
superconducting regime only, one obtains ⟨𝚫̂𝑘⟩0 = 0. Note that
the fourth-order expectation value (B18) could alternatively be
computed using Wick’s theorem

⟨𝐴𝐵𝐶𝐷⟩ = ⟨𝐴𝐵⟩⟨𝐶𝐷⟩ + ⟨𝐴𝐶⟩⟨𝐵𝐷⟩ + ⟨𝐴𝐷⟩⟨𝐵𝐶⟩,

and the expressions (B16)-(B17).
For the bilinear expectation values in (B11), one directly

obtains 〈
Ψ𝑛
𝑞=0

〉
0
= 2Π𝑛,

〈
𝜓𝑛
𝑞=0

〉
0
= 2𝜋𝑛, (B19)

with the integrals defined in Eq. (55), or explicitly repeated

Π𝑛 =
𝑇

2𝑉

∑︁
𝑘

tr [G𝑘𝑀
𝑛] , 𝜋𝑛 =

𝑇

2𝑉

∑︁
𝑘

tr [G𝑘𝑚
𝑛] . (B20)

The corresponding second-order contribution to the free en-
ergy density in (B6) becomes

𝑓
(2)
𝑣 = 2 (𝑟0 −𝑅0)Π𝐴1𝑔 −2

∑︁
𝑛∈GR

Φ𝑛Π𝑛 −
∑︁
𝑛∈GC

(
𝜙𝑛 𝜋̄𝑛 +𝜙𝑛𝜋𝑛

)
.

(B21)

The fourth-order free energy contribution in momentum space
is explicitly given by

𝑓
(4)
𝑣 =

𝑉

𝑇

∑︁
𝑞

[
𝑢

〈
Ψ

𝐴1𝑔
𝑞 Ψ

𝐴1𝑔
−𝑞

〉
0
+ 𝑣

〈
Ψ

𝐴2𝑔
𝑞 Ψ

𝐴2𝑔
−𝑞

〉
0

+𝑤
〈
Ψ

𝐵1𝑔
𝑞 Ψ

𝐵1𝑔
−𝑞

〉
0

]
. (B22)

Using the derived expressions (B18) and (B11), an individual
term in (B22) can be simplified:∑︁

𝑞

⟨Ψ𝑛
𝑞Ψ

𝑛
−𝑞⟩0 = 4 (Π𝑛)2 +2tr

[
𝑀𝑛G𝑀𝑛G

]
. (B23)

Here, we used the relation 𝑆𝑥 (𝑀𝑛)𝑇 𝑆𝑥 = 𝑀𝑛, and defined
G = 𝑇

𝑉

∑
𝑘 G𝑘 . To further simplify the above relation, we invert

the Green’s function matrix (B2),

G𝑘 = 2
∑︁
𝑛∈G0

R

𝐺𝑛
𝑘𝑀

𝑛 +
∑︁
𝑛∈GC

[𝑔𝑛𝑘 (𝑚
𝑛)† + 𝑔̄𝑛𝑘𝑚

𝑛], (B24)

with the elements defined through

𝐺𝑛
𝑘 = tr [𝑀𝑛G𝑘] /2, 𝑔𝑛𝑘 = tr [𝑚𝑛G𝑘] /2. (B25)

Note that the matrices are orthogonal with

tr [𝑀𝑛1𝑀𝑛2 ] = 1
2

tr
[
(𝑚𝑛1 )†𝑚𝑛2

]
= 𝛿𝑛1𝑛2 ,

tr [𝑀𝑛1𝑚𝑛2 ] = tr [𝑚𝑛1𝑚𝑛2 ] = 0. (B26)

After momentum summation the Green’s function matrix
(B24) is expressed in terms of the integrals (B20),

G =
𝑇

𝑉

∑︁
𝑘

G𝑘 = 2
∑︁
𝑛∈G0

R

Π𝑛𝑀𝑛 +
∑︁
𝑛∈GC

[𝜋𝑛 (𝑚𝑛)† + 𝜋̄𝑛𝑚𝑛] . (B27)

Because the matrices 𝑀𝐴1𝑔 , 𝑀𝐴2𝑔 and 𝑀𝐵1𝑔 either commute
or anti-commute with all other matrices 𝑀𝑛, 𝑚𝑛, the matrix
combination 𝑀𝑛G𝑀𝑛 inside the trace in Eq. (B23) simplifies
to 𝑀𝑛G𝑀𝑛 = 1

4 G̃. The Green’s function G̃ is still of the same
type as Eq. (B27) but certain symmetry channels have acquired
a relative minus sign, dependent on which particular matrix
𝑀𝑛 was at play. This has two important consequences. First,
because of the orthogonality of the matrices (B26), the trace in
Eq. (B23) only generates non-mixed terms of the sort (Π𝑛)2 or
|𝜋𝑛 |2. Second, the relative minus signs are responsible for the
eventual interaction parameter combinations within the given
symmetry channels.

While 𝑀𝐴1𝑔 commutes with all matrices, 𝑀𝐴2𝑔 and 𝑀𝐵1𝑔

commute and anti-commute according to
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[
𝑀𝐴2𝑔 ,

(
𝑚𝐵1𝑔

𝑚𝐵2𝑔

) ]
−
= 0,

[
𝑀𝐴2𝑔 ,

©­«
𝑀𝐵1𝑔

𝑀𝐵2𝑔

𝑚𝐴1𝑔

ª®¬
]
+
= 0,

[
𝑀𝐵1𝑔 ,

(
𝑚𝐴1𝑔

𝑚𝐵1𝑔

) ]
−
= 0,

[
𝑀𝐵1𝑔 ,

©­«
𝑀𝐴2𝑔

𝑀𝐵2𝑔

𝑚𝐵2𝑔

ª®¬
]
+
= 0.

Let us exemplify the outlined ideas on one of the fourth-order
free energy terms in (B22):

𝑣
∑︁
𝑞

〈
Ψ

𝐴2𝑔
𝑞 Ψ

𝐴2𝑔
−𝑞

〉
0
= 4𝑣

(
Π𝐴2𝑔

)2 +2𝑣 tr
[
𝑀𝐴2𝑔G𝑀𝐴2𝑔G

]
= 6𝑣

(
Π𝐴2𝑔

)2+2𝑣
(
Π𝐴1𝑔

)2−2𝑣
(
Π𝐵1𝑔

)2−2𝑣
(
Π𝐵2𝑔

)2

−2𝑣
��𝜋𝐴1𝑔

��2 +2𝑣
��𝜋𝐵1𝑔

��2 +2𝑣
��𝜋𝐵2𝑔

��2 . (B28)

Finally, inserting the expression (B28), and the respective two
other terms into the fourth-order free energy density (B22) we
obtain

𝑓
(4)
𝑣 = 2

∑︁
𝑛∈G0

R

𝑈𝑛 (Π𝑛)2 +
∑︁
𝑛∈GC

2𝑢𝑛 |𝜋𝑛 |2 , (B29)

with the effective interaction parameters

𝑈𝐴1𝑔 = 3𝑢 + 𝑣 +𝑤, 𝑢𝐴1𝑔 = 𝑢− 𝑣 +𝑤, 𝑈𝐴2𝑔 = 𝑢 +3𝑣−𝑤,
𝑈𝐵1𝑔 = 𝑢− 𝑣 +3𝑤, 𝑢𝐵1𝑔 = 𝑢 + 𝑣 +𝑤,
𝑈𝐵2𝑔 = 𝑢− 𝑣−𝑤, 𝑢𝐵2𝑔 = 𝑢 + 𝑣−𝑤, (B30)

repeated in Eq. (56) of the main text. Combining Eqs. (B10),
(B21), and (B29) then gives the variational free energy (54) of
the main text, which we repeat here for convenience:

𝑓𝑣 =
𝑇

2𝑉

∑︁
𝑘

tr log
(
G−1
𝑘

)
+2

[
𝑟0−𝑅0+𝑈𝐴1𝑔Π

𝐴1𝑔
]
Π𝐴1𝑔

−2
∑︁
𝑛∈GR

[Φ𝑛−𝑈𝑛Π
𝑛]Π𝑛 −

∑︁
𝑛∈GC

[(𝜙𝑛−𝑢𝑛𝜋𝑛) 𝜋̄𝑛+ c.c.] .

(B31)

Now, let us briefly prove the relation (57) of the main text,

𝜕 𝑓𝑣

𝜕𝑋𝑖

���
Π𝑛 , 𝜋𝑛

= 0 , (B32)

stating that the partial derivative of the variational free energy
(B31) with respect to any of its variational parameters 𝑋𝑖 ∈{
𝑅0,Φ

𝑛, 𝜙𝑛, 𝜙𝑛
}

vanishes if Π𝑛 and 𝜋𝑛 are kept constant. The
relation (B32) can directly be read off using the derivative

𝜕

𝜕𝑋𝑖

𝑇

2𝑉

∑︁
𝑘

tr log
(
G−1
𝑘

)
=


2Π𝐴1𝑔 , 𝑋𝑖 = 𝑅0

2Π𝑛 , 𝑋𝑖 ∈ {Φ𝑛}
𝜋̄𝑛 , 𝑋𝑖 ∈ {𝜙𝑛}
𝜋𝑛 , 𝑋𝑖 ∈

{
𝜙𝑛

} . (B33)

Therefore, we obtain Eq. (B32), and the minimization of the
variational free energy follows the steps explained in Sec. V B.

We finish this Appendix by demonstrating that the expecta-
tion value of a bilinear reduces to its expectation value with
respect to the trial action within the variational approach, i.e.
we derive Eq. (66) of the main text. The expectation values of
the (uniform) bilinears are given by:〈

Ψ𝑛
𝑞=0

〉
=
∑︁
𝑘

〈
𝚫̂
†
𝑘𝑀

𝑛𝚫̂𝑘

〉
,

〈
𝜓𝑛
𝑞=0

〉
=
∑︁
𝑘

〈
𝚫̂
†
𝑘𝑚

𝑛𝚫̂𝑘

〉
. (B34)

To proceed, we introduce the external conjugate fields 𝑌𝑛
0 and

(𝑦𝑛0 , 𝑦̄
𝑛
0 ) that couple linearly to the bilinear combinations via:

S𝑌 = −
∑︁
𝑛∈GR

Ψ𝑛𝑌𝑛
0 −

∑︁
𝑛∈GC

(
𝜓𝑛 𝑦̄𝑛0 + 𝜓̄

𝑛𝑦𝑛0
)
. (B35)

The new partition function

Z𝑌 =

∫
D(𝚫, 𝚫̄) 𝑒−S−S𝑌 , (B36)

allows for a direct computation of the above expectation values

〈
Ψ𝑛
𝑞=0

〉
=
𝜕 logZ𝑌

𝜕𝑌𝑛
0

���
𝑌𝑛

0 =𝑦𝑛0 =0
,

〈
𝜓𝑛
𝑞=0

〉
=
𝜕 logZ𝑌

𝜕𝑦̄𝑛0

���
𝑌𝑛

0 =𝑦𝑛0 =0
,

(B37)

for 𝑛 ∈ GR and 𝑛 ∈ GC, respectively. We rewrite the new
partition function (B36) to systematically correctly embed it
into the framework of the variational approach, cf. Eq. (49),

Z𝑌 =Z𝑌
0 ⟨𝑒−(S−S0 )⟩𝑌0 , (B38)

where ⟨O⟩𝑌0 denotes the expectation value with respect to S0+
S𝑌 ,

⟨O⟩𝑌0 ≡
[
Z𝑌

0
]−1

∫
D(𝚫, 𝚫̄) O 𝑒−S0−S𝑌 , (B39)

and Z𝑌
0 ≡

∫
D(𝚫, 𝚫̄) 𝑒−S0−S𝑌 is the associated partition func-

tion. Now, we employ the convexity inequality (48) on the
expression (B38), to derive the corresponding variational free
energy in the presence of the external field,

𝑓𝑌𝑣 = −𝑇
𝑉

logZ𝑌
0 + 𝑇

𝑉
⟨S −S0⟩𝑌0 . (B40)

The derivative of the free energy (B40) with respect to the
conjugate field gives the bilinear expectation values (B37). To
compute these derivatives, we note that S0 +S𝑌 only depends
on the variable combinations Φ̃𝑛 = Φ𝑛 − 𝑇

𝑉
𝑌𝑛

0 and 𝜙𝑛 = 𝜙𝑛 −
2 𝑇
𝑉
𝑦𝑛0 . Correspondingly, we define 𝑓𝑌𝑣 = 𝑓𝑌𝑣 − 𝑇

𝑉
⟨S𝑌 ⟩𝑌0 such

that 𝑓𝑌𝑣 also only depends on Φ̃𝑛 and 𝜙𝑛. Then, derivatives of
the type (B37) vanish by construction, for example:

𝜕 𝑓𝑌𝑣

𝜕𝑌𝑛
0

���
𝑌𝑛

0 =𝑦𝑛0 =0
=
𝜕 𝑓𝑌𝑣

𝜕Φ̃𝑛

𝜕Φ̃𝑛

𝜕𝑌𝑛
0

���
𝑌𝑛

0 =𝑦𝑛0 =0
= −𝑇

𝑉

𝜕 𝑓𝑣

𝜕Φ𝑛
= 0.
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Thus, rewriting the free energy (B40) as 𝑓𝑌𝑣 = 𝑓𝑌𝑣 + 𝑇
𝑉
⟨S𝑌 ⟩𝑌0 is

convenient as only its second term contributes to the expecta-
tion values (B37). WithS𝑌 being already linear in (𝑌𝑛

0 , 𝑦
𝑛
0 , 𝑦̄

𝑛
0 ),

see Eq. (B35), the derivatives are straightforwardly evaluated:〈
Ψ𝑛
𝑞=0

〉
=

〈
Ψ𝑛
𝑞=0

〉
0
= 2Π𝑛,

〈
𝜓𝑛
𝑞=0

〉
=

〈
𝜓𝑛
𝑞=0

〉
0
= 2𝜋𝑛.

(B41)

Here, we inserted the previously derived expressions (B19).
As expected, within the Gaussian variational approach, the
expectation values of the bilinears reduce to their trial expec-
tation values.

Appendix C: One-component superconductor in the variational
approach

As discussed in the main text, the straightforward extension
of the variational ansatz to include the possibility of long-
range superconducting order yields unreasonable results. The
issue is not particular to vestigial phases or to multi-component
superconductivity, as it emerges already in the simpler case of
a one-component superconductor, indicating that this is likely
a drawback of the variational ansatz itself. In this Appendix,
we show that the variational ansatz applied to a one-component
superconductor gives a first-order superconducting transition.

The action describing this system is given by

S =
𝑉

𝑇

∑︁
𝑘

Δ̄𝑘

(
𝑟0 + 𝑓

𝐴1𝑔
𝒌

)
Δ𝑘 +

∫
𝑥

𝑢 |Δ|4, (C1)

with the gradient term the same as before. For a one-
component superconductor, the Nambu basis 𝚫̂𝑘 = (Δ𝑘 , Δ̄−𝑘)
has only two components. As an additional variational param-
eter, we introduce the non-zero expectation value of the super-
conducting order parameter, 𝛿 = |𝛿 |𝑒i𝜑 , which in the Nambu
basis becomes 𝜹̂ = (𝛿, 𝛿). The modified variational trial action
is given by:

S0 =
1
2
𝑉

𝑇

∑︁
𝑘

(
𝚫̂
†
𝑘 − 𝜹̂

†
𝛿𝑘,0

)
G−1
𝑘

(
𝚫̂𝑘 − 𝜹̂𝛿𝑘,0

)
. (C2)

Since there are only two bilinears allowed in this case, Φ𝐴1𝑔 =

𝑅0 − 𝑟0 and 𝜙𝐴1𝑔 , the Green’s function simplifies to

G−1
𝑘 = 2

(
𝑅0 + 𝑓

𝐴1𝑔
𝒌

)
𝑀𝐴1𝑔 +

[
𝜙𝐴1𝑔 (𝑚𝐴1𝑔 )† +H.c.

]
, (C3)

with the 2× 2 matrices 𝑀𝐴1𝑔 = 1
2𝜎

0 and 𝑚𝐴1𝑔 = 𝜎− . For
convenience, we parameterize the inverted matrix by

G𝑘 = 2𝐺𝐴1𝑔
𝑘

𝑀𝐴1𝑔 +
[
𝑔
𝐴1𝑔
𝑘

(𝑚𝐴1𝑔 )† +H.c.
]
, (C4)

and introduce 𝐷𝐴1𝑔 ≡ 𝜹̂
†
𝑀𝐴1𝑔 𝜹̂ = |𝛿 |2 and 𝑑𝐴1𝑔 ≡ 𝜹̂

†
𝑚𝐴1𝑔 𝜹̂ =

𝛿2. To obtain the variational free energy, we follow the same
steps as detailed in App. B. The only two technical differences
are the fact that now the superconducting order parameter 𝜹

is non-zero, and that we want to derive an expression for the
superconducting susceptibility 𝜒. To accomplish the latter,
we introduce an external conjugate field 𝒉̂𝑘 = (ℎ𝑘 , ℎ̄−𝑘) that
couples to the uniform superconducting order parameter in the
action via:

Sℎ = −𝚫̂†
0 𝒉̂0 . (C5)

Then, the partition function subjected to the external field,

Z[𝒉] =
∫

D(𝚫, 𝚫̄) 𝑒−S−Sℎ , (C6)

allows for a direct evaluation of the superconducting suscepti-
bility:

𝜒𝑖 𝑗 =
𝜕2 logZ[𝒉]
𝜕ℎ̂∗

𝑖,0𝜕ℎ̂ 𝑗 ,0

�����
𝒉=0

=

〈
Δ̂𝑖,0Δ̂

∗
𝑗 ,0

〉
−

〈
Δ̂𝑖,0

〉 〈
Δ̂∗

𝑗 ,0

〉
. (C7)

The incorporation of the new partition function (C6) into the
variational framework follows the same logic outlined in the
previous section, around Eq. (B38). Correspondingly, the
variational free energy—in the presence of the external field
𝒉—becomes

𝑓𝑣 [𝒉] = −𝑇
𝑉

logZℎ
0 + 𝑇

𝑉
⟨S −S0⟩ℎ0 , (C8)

with expectation values defined as

⟨O⟩ℎ0 ≡
[
Zℎ

0
]−1

∫
D(𝚫, 𝚫̄) O 𝑒−S0−Sℎ , (C9)

and the associated partition function Zℎ
0 ≡∫

D(𝚫, 𝚫̄) 𝑒−S0−Sℎ .
The calculation of the free energy density (C8) is tedious but

straightforward. For convenience, we show the intermediate
results

Zℎ
0 = exp

(
𝑇

2𝑉
𝒉̂
†
0G0 𝒉̂0 + 𝒉̂

†
0𝜹̂

) ∏
𝑘

[
det

(
𝑉𝑇G−1

𝑘

)]− 1
2
,

Zℎ
0 [ 𝒋]
Zℎ

0
= exp

(
𝑇

2𝑉

∑︁
𝑘

𝒋̂
𝑇

𝑘G𝑘 𝒋̂
∗
𝑘 + 𝒋̂

𝑇

𝑘

[
𝜹̂+ 𝑇

𝑉
G0 𝒉̂0

] )
, (C10)

where we introduced an auxiliary field 𝒋𝑘 similar as in Eq.
(B12) that allows for the direct computation of expectation
values. For example, one obtains

⟨𝚫̂𝑘⟩ℎ0 =
𝛿

𝛿 𝒋̂𝑘

Zℎ
0 [ 𝒋]
Zℎ

0

�����
𝒋=0

= 𝛿𝑘,0

(
𝜹̂+ 𝑇

𝑉
G0 𝒉̂0

)
, (C11)

⟨Δ̂∗
𝑖,𝑘Δ̂ 𝑗 ,𝑘′⟩ℎ0 =

𝛿

𝛿 𝑗∗
𝑖,𝑘

𝛿

𝛿 𝑗 𝑗 ,𝑘′

Zℎ
0 [ 𝒋]
Zℎ

0

�����
𝒋=0

=
𝑇

𝑉
𝛿𝑘,𝑘′G 𝑗𝑖

𝑘
+ 𝛿𝑘,0𝛿𝑘′ ,0𝛿∗ℎ,𝑖𝛿ℎ, 𝑗 , (C12)

with 𝜹̂ℎ = 𝜹̂ + 𝑇
𝑉
G0 𝒉̂0, and similarly for higher order terms.

Eventually, one arrives at the expression for the variational
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free energy (C8). For convenience, we separate the field-
dependent and field-independent parts, 𝑓𝑣 [𝒉] = 𝑓 0

𝑣 + 𝛿 𝑓 ℎ𝑣 with
𝑓 0
𝑣 = 𝑓𝑣 [0], and 𝛿 𝑓 ℎ𝑣 = 𝑓𝑣 [𝒉] − 𝑓𝑣 [0]. The first part is given

by

𝑓 0
𝑣 =

1
2
𝑇

𝑉

∑︁
𝑘

tr log
(
G−1
𝑘

)
+

[
𝑟0 −𝑅0 +2𝑢Π𝐴1𝑔

]
Π𝐴1𝑔

− 1
2

[(
𝜙𝐴1𝑔 −𝑢𝜋𝐴1𝑔

)
𝜋̄𝐴1𝑔 + c.c.

]
+ 1

2
𝜹̂
† (K−1

0 + 1
6
D−1

0

)
𝜹̂,

(C13)

with the integrals:

Π𝐴1𝑔 =
𝑇

𝑉

∑︁
𝑘

tr
[
G𝑘𝑀

𝐴1𝑔
]
=
𝑇

𝑉

∑︁
𝑘

𝐺
𝐴1𝑔
𝑘
, (C14)

𝜋𝐴1𝑔 =
𝑇

𝑉

∑︁
𝑘

tr
[
G𝑘𝑚

𝐴1𝑔
]
=
𝑇

𝑉

∑︁
𝑘

𝑔
𝐴1𝑔
𝑘
, (C15)

and the 2×2 matrices:

K−1
0 =

(
𝑟0 +4𝑢Π𝐴1𝑔

)
2𝑀𝐴1𝑔 +2𝑢

[
𝜋̄𝐴1𝑔𝑚𝐴1𝑔 +H.c.

]
,

(C16)
D−1

0 = 8𝑢𝐷𝐴1𝑔𝑀𝐴1𝑔 +2𝑢
[
𝑑𝐴1𝑔𝑚𝐴1𝑔 +H.c.

]
. (C17)

The field-dependent part becomes

𝛿 𝑓 ℎ𝑣 = −𝑇
2

𝑉2 𝒉̂
†
0

[
G0 −

1
2
G0

(
K−1

0 +4𝑢𝐷𝐴1𝑔𝑀𝐴1𝑔
)
G0

]
𝒉̂0

+ 𝑇
2

𝑉2 𝑢
(
𝒉̂
†
0G0𝜹̂

)2
− 𝑇
𝑉
𝒉̂
†
0

[
1−G0

(
K−1

0 + 1
3
D−1

0

)]
𝜹̂.

(C18)

Here, terms of the order O
(
𝒉3) are neglected as they do not

contribute to the susceptibility (C7). In between, we used the
identity 𝜹̂

†D−1
0 𝜹̂ = 12𝑢

(
𝐷𝐴1𝑔

)2.
Let us now minimize the free energy (C13) with respect

to the variational parameters. The corresponding derivatives
have the same structure as Eq. (58). The saddle-point equa-
tions for the variables 𝑋𝑖 ∈

{
𝑅0, 𝜙

𝐴1𝑔 , 𝜙𝐴1𝑔
}

becomes:

𝑑𝑓 0
𝑣

𝑑𝑋𝑖
=𝑉𝐴1𝑔

𝜕Π𝐴1𝑔

𝜕𝑋𝑖
+ 𝑣𝐴1𝑔

𝜕𝜋𝐴1𝑔

𝜕𝑋𝑖
+𝑣̄𝐴1𝑔

𝜕𝜋̄𝐴1𝑔

𝜕𝑋𝑖
= 0, (C19)

with:

𝑉𝐴1𝑔 =
𝜕 𝑓 0

𝑣

𝜕Π𝐴1𝑔
= 𝑟0 −𝑅0 +4𝑢

(
Π𝐴1𝑔 +𝐷𝐴1𝑔

)
, (C20)

𝑣𝐴1𝑔 =
𝜕 𝑓 0

𝑣

𝜕𝜋𝐴1𝑔
= −1

2
𝜙𝐴1𝑔 +𝑢

(
𝜋̄𝐴1𝑔 + 𝑑𝐴1𝑔

)
. (C21)

The saddle-point equation related to the variational parameter
𝛿 is given by:

𝑑𝑓𝑣

𝑑𝜹̂
∗ =

[
K−1

0 + 1
3
D−1

0

]
𝜹̂ = 0. (C22)

Above 𝑇𝑐, we can set 𝛿 = 0, which automatically solves the
saddle-point equation (C22). Moreover, since the matrix en-
capsulated by Eq. (C19) is non-singular, the saddle-point equa-
tions above 𝑇𝑐 give 𝑉𝐴1𝑔 = 𝑣𝐴1𝑔 = 0. Interestingly, 𝑣𝐴1𝑔 = 0
can only be solved by 𝜙𝐴1𝑔 = 0, since 𝑢 > 0. Thus, a single-
component superconductor does not support a vestigial charge-
4𝑒 order.

Below 𝑇𝑐, while the matrix encoded in Eq. (C19) re-
mains non-singular, there is an additional constraint imposed
by Goldstone’s theorem, which reduces the number of vari-
ational parameters from 3 to 2 by imposing a condition
𝑅0 = 𝑅0

(
Φ𝐴1𝑔 , 𝜙𝐴1𝑔

)
. To see that, we need to first calculate

the superconducting susceptibility. From the field-dependent
free energy density (C18), we can directly compute both the
superconducting expectation value, as well as the supercon-
ducting susceptibility (C7). One obtains

⟨𝚫̂0⟩ =
[
1−G0

(
K−1

0 + 1
3
D−1

0

)]
𝜹̂ = 𝜹̂ , (C23)

𝑉

𝑇
𝜒 = G0 −G0D̃−1

0 G0 , (C24)

where, in the first line, we inserted the saddle-point equation
(C22) and, in the second line, we defined the matrix

D̃−1
0 = −G−1

0 +K−1
0 +D−1

0

=𝑉𝐴1𝑔2𝑀𝐴1𝑔 +2
[
𝑣𝐴1𝑔𝑚

𝐴1𝑔 +H.c.
]
. (C25)

Note that, above the superconducting transition temperature,
where the saddle-point equation gives 𝑉𝐴1𝑔 = 𝑣𝐴1𝑔 = 0, we
have D̃−1

0 = 0, thus recovering the expected result 𝑉
𝑇
𝜒 = G0,

where the susceptibility only diverges if detG−1
0 = 0. For later

convenience, we “rotate” the susceptibility to the basis of real
and imaginary components of Δ𝑘 . This is accomplished by
performing a unitary transformation

𝜒𝑏 =𝑈
†
𝑏
𝜒𝑈𝑏, with 𝑈𝑏 =

1
√

2

(
1 i
1 −i

)
. (C26)

Inside the superconducting phase, Goldstone’s theorem re-
quires the transverse component of the susceptibility (C24)
to be divergent at all temperatures, which translates into one
eigenvalue of G−1

0 being constrained to be zero. Diagonalizing
the inverse Green’s function matrix gives

𝑈†G−1
0 𝑈 =

(
Λ− 0
0 Λ+

)
, 𝑈 =

1
√

2

(
1 𝑒i𝜑𝐴

−𝑒−i𝜑𝐴 1

)
, (C27)

whereΛ± ≡ 𝑅0±
��𝜙𝐴1𝑔

�� are the eigenvalues and the phase 𝜑𝐴 is
defined according to 𝜙𝐴1𝑔 = |𝜙𝐴1𝑔 |𝑒i𝜑𝐴 . Since 𝑅0 ≥ 0, only the
eigenvalueΛ− can vanish, leading to the constraint 𝑅0 = |𝜙𝐴1𝑔 |
inside the superconducting state. As a result, 𝑅0 and 𝜙𝐴1𝑔

are no longer independent, which must be taken into account
when minimizing the variational free energy. The saddle-point
equation is then given by:

𝑑𝑓 0
𝑣

𝑑𝜙𝐴1𝑔
=

𝜕 𝑓 0
𝑣

𝜕𝜙𝐴1𝑔

���
𝑅0

+
𝜕 𝑓 0

𝑣

𝜕𝑅0

𝜕𝑅0

𝜕𝜙𝐴1𝑔
= 0, (C28)
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with a similar expression for 𝜙𝐴1𝑔 . Using the fact that
𝜕𝑅0/𝜕𝜙𝐴1𝑔 = 1

2 𝑒
−i𝜑𝐴 , we can recast the saddle point equation

as:

𝑒i𝜑𝐴
𝑑𝑓 0

𝑣

𝑑𝜙𝐴1𝑔
± 𝑒−i𝜑𝐴

𝑑𝑓 0
𝑣

𝑑𝜙𝐴1𝑔
= − 𝑇

2𝑉
tr

[
D̃−1

0 𝑍±] = 0, (C29)

where we introduced

𝑍± =
∑︁
𝑘

G𝑘

[
2𝑀𝐴1𝑔

1±1
2

+ 𝑒i𝜑𝐴 (𝑚𝐴1𝑔 )†± 𝑒−i𝜑𝐴𝑚𝐴1𝑔
]
G𝑘 .

(C30)

Using the Green’s function parametrization (C4) and the prop-
erty 𝑔𝐴1𝑔

𝑘
= −

��𝑔𝐴1𝑔
𝑘

��𝑒i𝜑𝐴 , the expressions above simplify to:

𝑍+ =
[
2𝑀𝐴1𝑔+𝑒i𝜑𝐴 (𝑚𝐴1𝑔 )†+𝑒−i𝜑𝐴𝑚𝐴1𝑔

]∑︁
𝑘

(
𝐺

𝐴1𝑔
𝑘

−|𝑔𝐴1𝑔
𝑘

|
)2
,

(C31)

𝑍− =
[
𝑒i𝜑𝐴 (𝑚𝐴1𝑔 )†−𝑒−i𝜑𝐴𝑚𝐴1𝑔

]∑︁
𝑘

[
(𝐺𝐴1𝑔

𝑘
)2−|𝑔𝐴1𝑔

𝑘
|2
]
.

(C32)

Substituting them back in Eq. (C29) gives:

0 =𝑉𝐴1𝑔 + 𝑣𝐴1𝑔𝑒
i𝜑𝐴 + 𝑣̄𝐴1𝑔𝑒

−i𝜑𝐴 , (C33)

0 = 𝑣𝐴1𝑔𝑒
i𝜑𝐴 − 𝑣̄𝐴1𝑔𝑒

−i𝜑𝐴 , (C34)

which, together with Eq. (C22), defines the saddle-point equa-
tions below 𝑇𝑐.

Before proceeding, let us compute explicitly the supercon-
ducting susceptibility 𝜒. First, we note that the unitary matrix
𝑈 in Eq. (C27) also diagonalizes the matrix D̃−1

0 in Eq. (C25),

𝑈†D̃−1
0 𝑈 = diag

(
𝑉̃ ,0

)
, (C35)

where we used Eqs. (C33)-(C34) and defined

𝑉̃ =𝑉𝐴1𝑔 − 𝑣𝐴1𝑔𝑒
i𝜑𝐴 − 𝑣̄𝐴1𝑔𝑒

−i𝜑𝐴 . (C36)

Using Eq. (C35), the application of the same unitary matrix
𝑈 (C27) simplifies the superconducting susceptibility given in
Eq. (C24),

𝑉

𝑇
𝜒 =𝑈 diag

(Λ− − 𝑉̃
Λ2

−
,

1
Λ+

)
𝑈†.

Upon rotating it to the basis of real and imaginary components
of the gap, i.e. upon computing 𝜒𝑏 in Eq. (C26), we find:

𝑉

𝑇
𝜒𝑏 =

(
Λ−−𝑉̃
2Λ2

−
+ 1

2Λ+

)
𝜎0−

(
Λ−−𝑉̃
2Λ2

−
− 1

2Λ+

) (
cos𝜑𝐴 sin𝜑𝐴

sin𝜑𝐴 -cos𝜑𝐴

)
.

We now choose to condense the superconducting order param-
eter along the real axis, i.e. we choose a real 𝛿. Then, accord-
ing to Goldstone’s theorem, the susceptibility associated with
the real component (longitudinal susceptibility) has to be fi-
nite, whereas the susceptibility associated with the imaginary
component (transverse susceptibility) has to be divergent at all

temperatures below 𝑇𝑐. Of course, the Goldstone mode will
end up gapped via the Anderson-Higgs mechanism, which is
not included in our model since there is no coupling to the
electromagnetic fields in the action. Because Λ− = 0 inside
the superconducting state, a vanishing transverse susceptibility
can only be achieved by setting the charge-4𝑒 order-parameter
phase 𝜑𝐴 = 0. In this case, we find

𝑉

𝑇
𝜒𝑏 (𝜑𝐴 = 0) = diag

( 1
Λ+
,
Λ− − 𝑉̃
Λ2

−

)
. (C37)

Note that inclusion of the charge-4𝑒 parameter 𝜙𝐴1𝑔 is essential
to ensure that the longitudinal and transverse susceptibilities
are different.

Moving on to the superconducting saddle-point equation
(C22) for the case of a real 𝛿, we note that the unitary matrix
𝑈 (C27) also diagonalizes the matrix D−1

0 (C17), yielding
𝑈†D−1

0 𝑈 = 2𝑢 𝛿2 (
2𝜎0 −𝜎𝑧

)
. Since K−1

0 = D̃−1
0 +G−1

0 −D−1
0 ,

and using the fact that𝑈 diagonalizes all three matrices D̃−1
0 ,

G−1
0 , and D−1

0 , the saddle-point equation (C22) simplifies to:

𝑑𝑓𝑣

𝑑𝜹̂
∗ = 0 =

[
G−1

0 + D̃−1
0 − 2

3
D−1

0

]
𝜹̂

0 = diag
(
Λ− + 𝑉̃ − 4

3
𝑢 𝛿2,Λ+−4𝑢𝛿2

)
𝜹̂𝑑 , (C38)

where 𝜹̂𝑑 = 𝑈†𝜹̂ =
√

2𝛿 (0,1)𝑇 . Thus, a non-trivial solution
exists only when the second diagonal matrix element of Eq.
(C38) vanishes. Imposing this condition, we find:

𝛿2 =
Λ+
4𝑢

=
𝑅0
2𝑢
, (C39)

where, in the last step, we used the facts that Λ+ ≡ 𝑅0 +
��𝜙𝐴1𝑔

��
and 𝑅0 =

��𝜙𝐴1𝑔
��. The parameter 𝑅0 is given by the remaining

two saddle-point equations (C33) and (C34). Since 𝜑𝐴 = 0,
𝜙𝐴1𝑔 is real, and thus the saddle-point equation (C34) is au-
tomatically satisfied. As for the first saddle-point equation
(C33), we obtain:

𝑟0 = −𝑅0 −2𝑢
(
2Π𝐴1𝑔 −

��𝜋𝐴1𝑔
��) . (C40)

where

Π𝐴1𝑔 (𝑅0) =
𝑇

𝑉

∑︁
𝑘

𝑅0 + 𝑓
𝐴1𝑔
𝒌(

2𝑅0+ 𝑓
𝐴1𝑔
𝒌

)
𝑓
𝐴1𝑔
𝒌

, (C41)

��𝜋𝐴1𝑔 (𝑅0)
�� = 𝑇

𝑉

∑︁
𝑘

𝑅0(
2𝑅0+ 𝑓

𝐴1𝑔
𝒌

)
𝑓
𝐴1𝑔
𝒌

. (C42)

Equation (C40) is an implicit equation for 𝑅0 as a func-
tion of the temperature 𝑟0. To proceed, we note that, ac-
cording to Eq. (C40), a second-order superconducting tran-
sition is signaled by the vanishing of 𝑅0. It is therefore
convenient to define the reference temperature 𝑟𝑐0 by setting
𝑅0 = 0 in Eq. (C40), yielding 𝑟𝑐0 = −4𝑢Π𝐴1𝑔 (𝑅0 = 0), where
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Π𝐴1𝑔 (𝑅0 = 0) = 𝑇
𝑉

∑
𝑘

(
𝑓
𝐴1𝑔
𝒌

)−1. Note that the last integral is
infrared-divergent in 𝑑 = 2, reflecting Mermin-Wagner theo-
rem. Introducing 𝛿𝑟0 = 𝑟0 − 𝑟𝑐0 , we rewrite Eq. (C40) as

𝛿𝑟0 = −𝑅0 −2𝑢
[
2Π𝐴1𝑔 −2Π𝐴1𝑔 (𝑅0 = 0) −

��𝜋𝐴1𝑔
��] , (C43)

where it holds 𝛿𝑟0 (𝑅0 = 0) = 0, by construction. In order for
the superconducting transition to be second-order, it must hold
that 𝜕𝑅0

𝜕𝛿𝑟0

��
𝛿𝑟0=0 < 0, which implies 𝜕𝛿𝑟0

𝜕𝑅0

��
𝑅0=0 < 0. A straight-

forward calculation gives

𝜕𝛿𝑟0
𝜕𝑅0

���
𝑅0=0

= −1+6𝑢
𝑇

𝑉

∑︁
𝑘

1(
𝑓
𝐴1𝑔
𝒌

)2 , (C44)

which contains an infrared divergent integral for 𝑑 ≤ 4. This
means that for 𝑑 ≤ 4, the derivative (C44) is always positive
and, thus, the superconducting transition is not second-order,
but first-order for this variational ansatz.

Appendix D: Two-component superconductor in the variational
approach

In this Appendix, we show how the formulas presented in
App. C are modified in the case of a two-component super-
conductor. We demonstrated in App. C that the Gaussian
variational ansatz does not correctly capture the supercon-
ducting transition, as it always leads to a first-order transition.
Nonetheless, for the sake of completeness, here we summarize
the description of the two-component superconductor below
𝑇𝑐.

The derivation follows the same steps outlined in App. B,
and in particular, App. C. Extending the trial action (B1) as
done in Eq. (C2), we include the superconducting variational
parameter 𝜹̂ = (𝜹, 𝜹̄)𝑇 with 𝜹 = (𝛿1, 𝛿2). For later convenience,
we introduce the symmetry-classified bilinear combinations:

𝐷𝑛 = 𝜹̂
†
𝑀𝑛 𝜹̂, 𝑑𝑛 = 𝜹̂

†
𝑚𝑛 𝜹̂, (D1)

for 𝑛 ∈ G0
R and 𝑛 ∈ GC, respectively. Because the supercon-

ducting order parameter is now non-zero, the variational free-
energy density (B31), acquires an additional contribution 𝑓𝛿 ,
i.e. 𝑓𝑣 → 𝑓𝑣 + 𝑓𝛿 . In close analogy to the one-component
superconducting case [cf. Eq. (C13)], this extra contribution
evaluates to

𝑓𝛿 =
1
2
𝜹̂
† [K−1

0 + 1
6
D−1

0
]
𝜹̂, (D2)

where we introduced the 4×4 matrices

D−1
0 =

∑︁
𝑛∈G0

R

2𝑈𝑛𝐷
𝑛𝑀𝑛 +

∑︁
𝑛∈GC

𝑢𝑛
[
𝑑𝑛𝑚𝑛 + 𝑑𝑛 (𝑚𝑛)†

]
, (D3)

K−1
0 =

(
𝑟0 +2𝑈𝐴1𝑔Π

𝐴1𝑔
)

2𝑀𝐴1𝑔 +
∑︁
𝑛∈GR

4𝑈𝑛Π
𝑛𝑀𝑛

+
∑︁
𝑛∈GC

2𝑢𝑛
[
𝜋̄𝑛𝑚𝑛 + 𝜋𝑛 (𝑚𝑛)†

]
. (D4)

Note the relationship:

𝑢
(
𝐷𝐴1𝑔

)2+𝑣 (𝐷𝐴2𝑔
)2+𝑤 (

𝐷𝐵1𝑔
)2
=

1
12

𝜹̂
†D−1

0 𝜹̂. (D5)

Due to Eq. (D2), the partial derivatives in the free energy
minimization (58) acquire an explicit 𝜹 dependence:

𝑉𝐴1𝑔 =
𝜕 𝑓𝑣

𝜕Π𝐴1𝑔
= 2 (𝑟0−𝑅0)+2𝑈𝐴1𝑔

(
2Π𝐴1𝑔+𝐷𝐴1𝑔

)
, (D6)

𝑉𝑛 =
𝜕 𝑓𝑣

𝜕Π𝑛
= −2Φ𝑛 +2𝑈𝑛 (2Π𝑛 +𝐷𝑛) , (D7)

𝑣𝑛 =
𝜕 𝑓𝑣

𝜕𝜋𝑛
= −𝜙𝑛 +𝑢𝑛

(
2𝜋̄𝑛 + 𝑑𝑛

)
, (D8)

for 𝑛 ∈ GR and 𝑛 ∈ GC, respectively. Variation of the free
energy with respect to 𝜹 yields:

𝑑𝑓𝑣

𝑑𝜹̂
∗ =

(
K−1

0 + 1
3
D−1

0
)
𝜹̂ = 0. (D9)

For the superconducting susceptibility, after a somewhat
tedious derivation similar to that in App. C, we find

𝑉

𝑇
𝜒 = G0 −G0D̃−1

0 G0, (D10)

where

D̃−1
0 = −G−1

0 +K−1
0 +D−1

0 (D11)

=
∑︁
𝑛∈G0

R

𝑉𝑛𝑀
𝑛 +

∑︁
𝑛∈GC

(
𝑣̄𝑛 (𝑚𝑛)† + 𝑣𝑛𝑚𝑛

)
, (D12)

and with 𝑉𝑛, 𝑣𝑛 given in Eqs. (D6)-(D8).

As explained in App. C, to properly describe the SC state,
one has to ensure that the transverse susceptibility remains
divergent below 𝑇𝑐. Consequently, one has to ensure that one
eigenvalue of G−1

0 always vanishes below𝑇𝑐, which leads to an
additional constraint 𝑅0 = 𝑅0 (Φ𝑛, 𝜙𝑛). Being subjected to this
constraint, the free energy 𝑓𝑣 can be minimized. For a given
superconducting ground state, saddle-point equations similar
to Eqs. (C33)-(C34) are obtained.
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