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Cadmium arsenide (Cd3As2) is a prototypical Dirac semimetal that manifests topological prop-
erties in a 3D bulk material. In defect-free Cd3As2, the Fermi level EF lies at a minimum in the
density of states at the Dirac point, but experimentally it forms with excess electron carriers and
an elevated EF, thereby masking the topological features. To computationally study the self-doping
of Cd3As2, we combine density functional theory (DFT) calculations for defect formation energies
with quasiparticle self-consistent GW (QSGW) electronic structure calculations. We demonstrate
an innate dependence of the point defect formation energies on carrier concentrations and use the
QSGW calculated density of states to extrapolate formation energies to arbitrary electron concen-
trations. This approach allows the quantitative modeling of thermodynamic defect equilibria in
topological semimetals and is used to predict how control of growth conditions might be utilized to
achieve doping-neutral Cd3As2.

Introduction. Topological semimetals are an intrigu-
ing class of novel materials with a significant and sus-
tained scientific interest. They are represented by sev-
eral different compounds and exhibit a wide variety of
transport and electronic structure phenomena as a conse-
quence of their inherent symmetries, including ultra-high
electron mobility, large linear magnetoresistance, gapless
bulk states, and linear band dispersion [1–5]. However, in
real topological semimetal crystals, defects and impuri-
ties can cause doping and disorder, thereby constraining
the accessibility of these topological features for applica-
tion in next-generation devices. Cd3As2 is a prototypi-
cal three-dimensional Dirac semimetal which is stable in
ambient conditions unlike many of its alternatives [3, 6].
The ground state is a centrosymmetric crystal structure
derived from an underlying antifluorite lattice with an or-
dered sublattice of empty cation sites (space group 142,
I41/acd) [7]. Defect-free Cd3As2 has a Fermi level that
lies at a 4-fold degenerate Dirac point along Γ-Z in the
Brillouin zone (BZ) [7, 8]. Unfortunately, Cd3As2 crystal
growth tends to induce unintentional n-type doping, so
that the Fermi level EF typically ends up about 100 - 200
meV above the Dirac point [9–12].

In this letter, we investigate computationally the role
of intrinsic point defects in the self-doping behavior and
examine how growth conditions of Cd3As2 might be ma-
nipulated to tune EF closer to the Dirac point and more
readily access its topological features. Furthermore, our
goal is to determine what computational methods be-
yond standard supercell approaches are necessary for an
accurate representation of defect formation energies in
a topological semimetal. Defect equilibrium calculations
based on first-principles formation energies have a long
history in semiconductors and insulators [13], where they
are applied to increasingly complex systems with disor-
der [14] and metastability [15]. Recent interest in such
simulations for topological semimetals like TaAs [16] and
Cd3As2 in the present work motivates revisiting the is-

sue of finite-size effects in supercell calculations in view
of the absence of a band gap and the resulting differences
in the screening behavior. We show that the dominant
intrinsic point defects in Cd3As2 (Cd interstitials and va-
cancies) can be modeled as fully ionized species in charge
balance with electrons and hole carriers, and we present
predictions for Fermi level control during synthesis.

Methods. For total energy calculations, we use Den-
sity Functional Theory (DFT) methods and perform su-
percell calculations of the intrinsic point defects, using
the Projector Augmented Wave (PAW) method as imple-
mented in the VASP code [17, 18], and utilizing both the
Generalized Gradient Approximation (GGA) of Ref. [19]
and the Strongly Constrained and Appropriately Normed
(SCAN) meta-GGA functional of Ref. [20]. Compared to
standard DFT functionals, SCAN generally improves the
prediction of lattice constants and avoids the systematic
errors in the elemental reference energies [21]. To obtain
an accurate electronic structure with high resolution BZ
sampling, we perform Quasiparticle Self-consistent GW
(QSGW) calculations with the Questaal code [22–24]. To
obtain the alignment of the GW band energies relative to
SCAN, we also performed eigenvalue self-consistent GW
calculations [25] in VASP [26]. The final results include
spin-orbit coupling in both total-energy and electronic
structure calculations. More specific details for the in-
dividual calculations presented below are given in the
supplementary materials (SM).

Finite-size effects of defect formation energies. First-
principles calculations of point defects are most fre-
quently performed using supercells under periodic
boundary conditions. However, this approach can be sub-
ject to spurious interactions between the defect and its
periodic images. The corrections necessary to extrapo-
late the formation energies to the dilute limit have been
thoroughly investigated for band gap systems [27, 28].
To investigate how these methods can be adopted to a
Dirac semimetal like Cd3As2, and to define an approach
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FIG. 1. (a) The supercell size-dependence of the formation energy ∆H of the Cdi defect in Cd3As2 as a function of inverse

linear supercell size 1/L = Ω−1/3 obtained from supercell volume Ω. ∆H0 corresponds to the dilute limit of the formation
energy. (b-d) The electronic band-structure of Cd3As2 with energies measured from the Dirac point energy EDP, calculated
with GGA (b) SCAN (c), and Quasiparticle Self-consistent GW Theory (d). All band-structures were calculated for the same
atomic structure that was relaxed with the SCAN functional.

for evaluating the defect formation energies in a defect
equilibrium with varying defect and carrier concentra-
tions, we first calculate the supercell size dependence for
both electron and hole donating intrinsic defects.

In the supercell approach to defects in a solid, the for-
mation energy of a defect D in a charge state q is given
by

∆HD,q(EF, {µ}) = [ED,q − Eh] +
∑
α

nαµα + qEF, (1)

where ED,q and Eh are the total energies of the defect and
host supercells, respectively, µα are the chemical poten-
tials of the atom species α that are removed (nα = +1)
or added (nα = −1) to the host crystal in forming the
defect, and EF is the Fermi energy. Here, EF corresponds
to the thermodynamic electron chemical potential, e.g.,
in a defect equilibrium, which is generally different from
the Fermi level in the supercell calculation of a specific
defect. The Cd3As2 primitive cell has 80 atoms with 3
non-equivalent sites for each Cd and As and one empty
cation site which we use as interstitial site.

Figure 1(a) shows the dependence of ∆HD of the
charge-neutral (q = 0) Cdi interstitial defect on the su-
percell size between 80 and 320 atoms (GGA level calcu-
lation without spin-orbit coupling). We observe strong
finite-size effects for both the donor-type Cdi (Fig. 1(a))
and the acceptor-type VCd (Fig. S1 in the SM) defects.
This effects is expected because these defects alter the
stoichiometry and electron count, but do not introduce
localized defect states that would bind the two excess
electrons (Cdi) or holes (VCd). In this situation, the elec-
trons (holes) introduced by the defect fill the band con-
tinuum of the host material and raise (lower) the Fermi
energy, in analogy to “shallow” dopants in semiconduc-
tors [29]. In contrast to the Cd interstitials and vacancies,
the As vacancy VAs acts analogous to “deep” dopants in
the sense that it does introduce a localized defect states
close to the Dirac point [9]. The implications of this dif-
ferent behavior for the absolute formation energies will

be discussed below.
In case of the Cd defects, the concentration dependent

change of EF causes corresponding “band-filling” ener-
gies [29]

∆Ebf =
∑
n,k

εn,k>EDP

wkfn,k(εn,k − EDP) (2)

for electron donating defects (Cdi) and an analogous ex-
pression for electron accepting defects (VCd). Using the
occupancy fn,k of each band n at k-point k with BZ
weight wk, the sum in eq. (2) and in the analogous equa-
tion for acceptors integrates the contributions of the band
energies εn,k of occupied states above (donors) or unoc-
cupied states below (acceptors) the Dirac point energy
EDP, which plays the role of the reference value for the
Fermi level of the undoped material. Here, the poten-
tial alignment technique of Ref. [30] is used to obtain
consistent energy scales between defect and host cells.
Subtracting the band-filling energies ∆Ebf from ∆HD,
we obtain formation energies that are in good approxi-
mation cell-size independent (Figs. 1(a) and S1).

In semiconductors or insulators, electron donating or
accepting defects can form in a charged defect state when
they exchange electrons with each other or with the band
continuum of the host material. A similar mechanism is
expected here as well, but there are important differ-
ences arising from the fact that Cd3As2 does not have
a band gap. While the detailed screening behavior of
Dirac semimetals is still subject to active research [31],
we expect that defect charges are fully screened in the
long-distance limit. As a consequence, there is no bound
state analogous to the hydrogenic level in effective-mass
theory [32]: the neutral Cd0

i essentially constitutes a
charged Cd+2

i defect with 2 electrons in the conduction-
band like states above EDP. To demonstrate this equiva-
lence, Figs. 1(a) and S1 also include the size dependence
for the charged defects, where the additional carriers are
excluded from the calculation.
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To remove spurious image charge interactions in case
of charged defect supercell calculations, there are addi-
tional terms for the formation energies (eq. 1) needed to
correct for the electrostatic interaction between the de-
fect and the compensating background [27, 30, 33]. This
contribution depends on the dielectric constant and can
exceed 1 eV in wide-gap systems [34, 35]. In a topolog-
ical semimetal, however, it should vanish for sufficiently
large cell sizes. Indeed, for the largest 320 atom cell,
we find that the formation energies of the band-filling
corrected neutral (green) and the charged (blue) defects
agree closely within about 0.01 eV (see Fig. 1a), for both
the Cd+2

i and V −2
Cd defects. The more significant energy

differences in the smaller cells are likely reflecting residual
image charge interactions due to incomplete screening at
shorter distances. Thus, from the cell size dependence
in Fig. 1(a), we can estimate the screening length in
Cd3As2 as L ∼ 2 nm. We conclude then that Cdi and
VCd can be described as fully ionized defects, where the
formation energy depends on the Fermi level (see eq. 1).
In this model, the contribution of band-filling to ∆HD,q

is encoded in the change of EF with varying free carrier
(electron or hole) concentrations [36].

Band Energy Dependence. Since the formation ener-
gies of defects at finite concentrations in Cd3As2 depend
innately on the electronic structure and density of states
(DOS) near EF, it is imperative that a quantitative de-
scription of its defects involves an accurate representation
of the electron band energies. It is well known that the lo-
cal approximation of standard DFT functionals leads to a
significant underestimation of the band gap in insulating
systems [37, 38]. This limitation often has a consider-
able effect on calculated electronic properties and defect
formation energies [27]. Similar problems exist for DFT
calculations of topological materials: the approximation
to the functional can give rise to quantitative errors in
band dispersions [39, 40], but it can also lead to an in-
correct description of the overall band ordering [41, 42].
DFT electronic structure errors must therefore be ad-
dressed when considering the Cd3As2 Dirac semimetal
band-structure.

We performed QSGW calculations of Cd3As2 in the
80-atom primitive cell to obtain an accurate model of
the electronic structure. These QSGW results are shown
alongside the band-structures for both the GGA and
SCAN functionals in Fig. 1(b)-(d). There are several key
features that distinguish the QSGW electronic structure
from standard DFT. First, the Dirac point lies closer to
the center of the Brillouin zone, and the band dispersion
nearby is greater (a close-up of the band-structure around
the Dirac point is shown in Fig. S3). Second, the unoc-
cupied s-like bands above the Dirac point (highlighted in
red) are moved upward. Third, the QSGW calculation
exhibits a strong upward shift of an occupied band below
EF (highlighted in blue). This band has a dominant As-p
like character throughout the BZ but becomes s-like at Γ,
revealing its origin from the topological band inversion.

These modifications to the electronic structure are

FIG. 2. Formation energies ∆HD,q of the intrinsic point de-
fects in Cd3As2 as a function of Fermi level EF in (a) Cd-rich
and (b) As-rich conditions. Only the lowest energy Wyck-
off positions are shown for VAs and VCd. The GW correction
∆EDP = −0.19 eV and equilibrium Fermi level Eeq

F for growth
at Tg = 400 K and 800 K are indicated.

analogous to GW corrections of DFT band energies in
semiconductors, which generally increase the energy sep-
aration of unoccupied s-like and occupied p-like states
[23, 25, 43]. It is essential these corrections be included
in the defect model for Cd3As2 because the band en-
ergies near the Dirac point affect the formation ener-
gies of defects. We find that the SCAN functional par-
tially accounts for each of the above features, so that the
SCAN band-structure lies somewhere in between GGA
and QSGW (see Fig. 1). To obtain the most accurate
defect model, we will combine below the defect forma-
tion energies from supercell calculation in SCAN with
the DOS obtained from QSGW with high-resolution BZ
integration (Fig. S3). This strategy is inspired by a sim-
ilar approach that proved successful in semiconductors
and insulators [34].

Absolute Defect Formation Energies. In addition to an
improved description of the band-structure (Fig. 1) and
the associated electronic density of states, GW calcula-
tions also allow us to determine the change in absolute
band energies relative to the underlying DFT functional.
In semiconductors and insulators, the corresponding con-
duction and valence band edge shifts have been shown to
dramatically improve the formation energies of fully ion-
ized defects calculated in DFT [34]. Similar corrections
are necessary for Cd3As2: The DFT supercell calcula-
tions yield the formation energies for the charged defects
using the Dirac point EDP as a reference energy for the
Fermi level. In so far the GW calculation alters EDP

on an absolute scale, the Fermi level must follow suit
to maintain the correct charge balance, thereby affecting
the formation energies according to eq. (1). To deter-
mine the shift of EDP, we performed GW calculations
of Cd3As2 in which the wavefunctions and, hence, the
electron density and electrostatic potential, of the DFT-
SCAN functional are maintained. The resulting shift of
the reference energy is determined as ∆EDP = −0.19
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TABLE I. Defect equilibria for Cd3As2 obtained from first-
principles defect formation energies. Given are the concentra-
tions cD of the intrinsic defects and the resulting net doping
cnd depending on the growth temperature Tg and the Cd- or
As-rich condition.

Cd/As
Tg (K)

cD (cm−3)
cnd (cm−3)

rich Cdi VCd VAs

Cd
400 1.0×1018 8.2×1014 1.3×109 2.0×1018

600 3.0×1018 1.2×1018 3.0×1013 3.7×1018

800 1.6×1019 1.5×1019 4.6×1015 2.9×1018

As
400 3.5×1017 2.4×1015 2.2×107 6.9×1017

600 2.1×1018 1.7×1018 1.0×1012 9.1×1017

800 1.5×1019 1.6×1019 3.6×1014 −2.7×1018

eV, which we include in the calculation of the formation
energies via eq. (1).

The defect energies depend on synthesis conditions
through the chemical potentials µα = µ0

α+∆µα of Cd and
As, observing ∆Hf = 3∆µCd + 2∆µAs = −0.59 eV/fu,
where µ0

α are the energies of the elemental solids and
∆Hf is the calculated formation enthalpy of Cd3As2 per
formula unit (fu). Considering CdAs and CdAs2 as po-
tential competing phases, we find that the Cd-rich limit
is given by phase coexistence with Cd metal (∆µCd = 0,
∆µAs = −0.30 eV) and the As-rich limit by coexistence
with CdAs2 (∆µCd = ∆µAs = −0.12 eV), whereas CdAs
lies slightly above the convex hull.

Figure 2 shows the formation energies for the energet-
ically most favorable, fully ionized defects as a function
of EF, where we calculated the energies of all elements,
compounds, and defects using the SCAN functional with
spin-orbit coupling. In contrast to the two Cd defects de-
scribed above, the As vacancy VAs introduces a localized
defect state close to the Dirac point [9], which can be
fully occupied (q = −1), half occupied (q = 0), or empty
(q = +1). The neutral state turns out to be slightly
unstable (“negative-U defect” [44]), resulting in a (+/−)
charge transition level at EDP + 0.15 eV in the formation
energy diagram in Fig. 2. Overall, the formation energies
of VAs are higher than those of Cdi and VCd throughout
the range of chemical potentials. Therefore, the net dop-
ing will be largely determined by the balance between
the Cd interstitial and vacancy defects. The numerical
values of the defect energies ∆HD for all non-equivalent
sites are given in Table S1. The formation energies for
the AsCd and CdAs antisite and the Asi interstitial de-
fects were calculated for completeness. As seen in Fig.
S2, they are sufficiently high to exclude them from the
following analysis.

Defect Equilibria. It remains an open question how
competing point defects collectively impact the proper-
ties of experimentally grown Cd3As2. We therefore con-
sider a defect equilibrium and investigate the combined
effect of all of the contributing defects simultaneously.
For this thermodynamic equilibrium, we assume an ini-
tial growth temperature and calculate the associated de-

FIG. 3. (a) Temperature dependence of EF in the presence
of defect concentrations determined for three different growth
temperatures Tg (circles). (b) Low temperature limit of EF

as a function of Tg. Solid and dashed lines indicate Cd-rich
and As-rich conditions, respectively.

fect concentrations as a function of the Cd and As chem-
ical potentials, following a procedure similar to Refs.
[45, 46]. For the relatively dilute defect concentrations
expected here, the defect concentrations in equilibrium
at a temperature T are given by

cD,q(EF, {µ}, T ) = NDe
−∆HD,q(EF,{µ})/kBT , (3)

where ND is the concentration of the atomic site where
the defect D substitutes, kB is the Boltzmann constant,
and ∆HD,q(EF, {µ}) contains the implicit EF depen-
dence as given by eq. (1) above.

The defect equilibrium requires self-consistency be-
tween the defect densities cD,q and the Fermi level EF

while simultaneously observing overall charge balance be-
tween defect charges and the carrier concentrations. To
accurately account for the band-filling effects discussed
above and to obtain the corresponding relationship be-
tween EF and the carrier concentrations, we integrate the
DOS gQSGW(E) from the QSGW calculation, weighted
with the Fermi-Dirac distribution, i.e.,

ne =

∫ ∞
EDP

gQSGW(E)

e(E−EF )/kBT + 1
dE, (4)

for electrons and, analogously, nh for holes. The integra-
tion is facilitated by using a model function (see SM).

Experimentally, Cd3As2 is grown in either bulk or
thin film form. Molecular Beam Epitaxy (MBE) has
been proven as a valuable tool for growth of high-quality
Cd3As2 with good control over the elemental chemical
potentials [9, 47, 48]. MBE has a growth temperature
window of about Tg ≈ 110 - 250 ℃, where the upper
limit results from the modest formation enthalpy ∆Hf

(see above) and the fugacity of the atomic and molecu-
lar species. On the other hand, bulk synthesis can reach
temperatures above 400 ℃ [12, 49]. Thus, we consider
here a range between 400 and 800 K for the calculations
of defect equilibria.

The resulting defect concentrations are given in Table
I and include a sum over all Wyckoff sites for VCd and
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VAs as well as a sum over the different charge states of
VAs. As expected from the formation energies, the Cdi

and VCd defects are dominant and the concentrations of
the As vacancies are several orders of magnitude lower.
On account of the charge balance condition, the equi-
librium Fermi level Eeq

F at Tg lies close to the intersec-
tion point between the Cdi and VCd formation energies
(Fig. 2). Table I also shows the net doping concentra-
tions cnd = 2[cD(Cdi)− cD(VCd)], indicating that n-type
growth (cnd > 0) is favored, as expected, under Cd-rich
conditions for the full range of Tg. Interestingly, however,
Cd3As2 becomes net p-type (cnd < 0) at the higher end
of growth temperatures under As-rich conditions. This
transition suggests the intriguing possibility of doping-
neutral growth of Cd3As2.

To elucidate the physical origin of the doping-type in-
version, we study in more detail the temperature depen-
dence of the Fermi level, shown in Fig. 3(a) for three dif-
ferent growth temperatures (circles). Both the asymme-
try of the DOS (see Fig. S3 showing a much larger DOS
below EDP than above) and the width of the Fermi-Dirac
distribution play important roles in determining the po-
sition of Eeq

F . At higher temperatures, their combined
effect is to add positive charge from hole carriers even
when EF lies above EDP. To maintain charge balance,
EF is pushed further upwards, which favors the forma-
tion of negatively charged acceptor-type defects (cf. Fig.
2). As a result, the net doping cnd can become negative
(cf. Table I).

For accessing the topological band-structure features of
Cd3As2, the position of EF at low temperature matters
more than that at Tg. To model the the T -dependence of
the electronic system, we reevaluate the charge-balance
condition with the Fermi-Dirac distribution (eq. 4), while
keeping the defect and corresponding net doping concen-
trations from the equilibrium at Tg. (At this point, Cd
vacancies and interstitials could recombine if at least one
of the species is mobile at the respective temperature.
However, since the net doping, EF, and electron- and
hole-concentrations are not affected by such recombina-
tion events, this effect is not explicitly modeled.) Figure
3(a) shows the resulting Fermi level EF(T ), and the asso-
ciated carrier concentrations ne(T ) and nh(T ) are shown
in Fig. S4. In the low temperature limit, the domi-
nant carrier type approaches the net doping concentra-
tion (ne → cnd or nh → −cnd). In the n-type case, we
observe an interesting non-monotonic behavior of EF(T ).
To maintain the charge balance, the Fermi level first de-
creases with T , reflecting the positive slope of the DOS
above EDP (Fig. S3). Above a certain temperature that
depends on cnd, it starts to increase again, reflecting the
high-T behavior and DOS asymmetry described above.

Figure 3(b) summarizes the EF(T ) modeling by show-
ing the low-T limit of EF as a function of Tg. While Cd-
rich growth results in n-type doping with EF(0) > EDP

for the full range of Tg, a conversion to net p-type doping
with EF(0) < EDP occurs around 700 K under the As-
rich condition. Thus, our modeling results suggest that

doping-neutral Cd3As2 could be achieved through control
of the growth process. There are, however, two potential
experimental challenges: Maintaining sufficiently As-rich
conditions may require considerable As over-pressures at
higher temperatures, and rapid thermal processing tech-
niques may be needed to quench-in the defect equilibrium
at these conditions.

Conclusions. Building upon existing methods for semi-
conductors and insulators, we defined a computational
approach for evaluating first-principles defect equilibria
in Cd3As2. Several conclusions are more broadly relevant
for topological semimetals: due to electronic screening,
there are no bound states akin to hydrogenic dopant lev-
els. Nevertheless, defects can have well defined charge
states depending on the position of the Fermi level in
the band continuum. However, it is particularly impor-
tant to distinguish electron occupation of defect states
from occupation of the band continuum. The latter cases
do not represent legitimate charge states of the defect
and cause a spurious cell size and concentration depen-
dence of the formation energy. Finally, the overall charge
balance condition depends strongly on the shape of the
density of states near the Fermi level, often requiring
an accurate electronic structure method beyond DFT.
In Cd3As2, mutually compensating Cd interstitials and
vacancies are the dominant intrinsic defects, with the
former being the source of unintentional n-type doping,
whereas the concentration of As vacancies remains much
lower. Neither of the Cd defects cause localized states
close to the Dirac point, thereby allowing the Fermi level
to penetrate the band continuum. Due to the absence
of a band gap and the pronounced asymmetry in the
DOS for electron and hole-carriers, the defect equilibria
exhibit strong and non-monotonic temperature depen-
dencies. The modeling leads to a prediction how doping-
neutral Cd3As2 could be grown, such that the Fermi level
approaches the Dirac point in the low-T limit.
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