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We report on non-linear transport phenomena at high filling factor and DC current-induced
electronic hydrodynamics in an ultra-high mobility (µ=20× 106 cm2/Vs) two-dimensional electron
gas in a narrow (15 µm wide) GaAs/AlGaAs Hall bar for DC current densities reaching 0.67 A/m.
The various phenomena and the boundaries between the phenomena are captured together in a
two-dimensional differential resistivity map as a function of magnetic field (up to 250 mT) and DC
current. This map, which resembles a phase diagram, demarcate distinct regions dominated by
Shubnikov-de Haas (SdH) oscillations (and phase inversion of these oscillations) around zero DC
current; negative magnetoresistance and a double-peak feature (both ballistic in origin) around zero
field; and Hall field-induced resistance oscillations (HIROs) radiating out from the origin. From
a detailed analysis of the data near zero field, we show that increasing the DC current suppresses
the electron-electron scattering length that drives a growing hydrodynamic contribution to both the
differential longitudinal and transverse (Hall) resistivities. Our approach to induce hydrodynamics
with DC current differs from the more usual approach of changing the temperature. We also find
a significant (factor of two to four) difference between the quantum lifetime extracted from SdH
oscillations, and the quantum lifetime extracted from HIROs. In addition to observing HIRO peaks
up to the seventh order, we observe an unexpected HIRO-like feature close to mid-way between the
first-order and the second-order HIRO maxima at high DC current.

I. INTRODUCTION

High mobility two-dimensional electron gas (2DEG)
systems exhibit a remarkable richness of phenomena. In
a strong magnetic (B-) field there are various topologi-
cal phases such as integer and fractional quantum Hall
phases, which stem from an interplay of disorder, elec-
tron correlations and B-field. These phases are distin-
guished by their Hall quantization [1, 2]. On the other
hand, non-linear phenomena, such as Hall field-induced,
phonon-induced, and microwave-induced resistance oscil-
lations, in Landau levels (LLs) at high filling factor close
to zero B-field are examples of phenomena that cannot be
characterized by conductance quantization. These non-
linear phenomena have attracted significant interest over
the last two decades: see the extensive reviews in Refs.
[3, 4] and references therein.

Regarding non-linear DC transport, the principal topic
of our work, the quintessential example of a DC current-
induced phenomenon at low B-field is Hall field-induced
resistance oscillations (HIROs)[5]. In published exper-
imental works on HIROs[5–19], typically data are pre-
sented in the form of selected traces of differential resis-
tance versus B-field at fixed DC current (or differential
resistance versus DC current at fixed B-field). Such an
approach may not reveal all aspects of HIROs or HIRO-
like phenomena, and their relationship to other distinct
linear and non-linear phenomena at low B-field may not
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be clear. An alternative approach to gain a more com-
plete picture is to map out the resistance as a function of
B-field and DC current. Such a technique has been ap-
plied at high magnetic field in the quantum Hall regime
and demonstrated to reveal a wealth of phenomena: see
Refs. [20–24].

Recently viscous transport in two-dimensional (2D)
systems has also drawn significant interest. Hydrody-
namic phenomena are expected to be most pronounced
when the (momentum-conserving) electron-electron scat-
tering length lee is much less than the device width W ,
and in turn, W is much less than the classical trans-
port mean free path lmfp, i.e., lee � W � lmfp, distinct
to the condition W � lee, lmfp for which ballistic ef-
fects dominate. The subject of hydrodynamic effects in
solids at low temperature was pioneered by Gurzhi in the
1960’s[25, 26], and initially drew theoretical attention,
see for example Refs. [27–31]. With the advent of mate-
rials in the 1990’s for which (momentum-relaxing) scat-
tering with defects and phonons was sufficiently weak,
Molenkamp and de Jong investigated experimentally hy-
drodynamic electron flow in high-mobility GaAs/AlGaAs
hetero-structure wires, and could distinguish the Knud-
sen and Poiseuille (Gurzhi) transport regimes in the dif-
ferential resistance [30–32]. Two decades ago analogies
with fluid dynamics were also explored to explain volt-
age steps in the quantum Hall effect breakdown regime
including an eddy viscosity model for the disruption of
laminar flow around charged impurities [33–38]. In re-
cent years there has been renewed interest in hydro-
dynamic electron transport following the development
of material systems with ever higher transport mean
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free path. Experimental works studying hydrodynamic
effects in 2D systems feature graphene[39–49], high-
mobility semiconductor 2DEGs[50–60], 2D metals[61],
semi-metals[62], and semi-metal micro-ribbons[63]. This
effort has inspired numerous theoretical works of which
Refs. [58, 64–73] are examples of those focusing on semi-
conductor 2DEGs. Change of temperature to suppress
lee is the most common approach to reach the hydrody-
namic regime, although channel thinning in steps to ef-
fectively change W can be employed in certain instances
as in Ref. [61]. It was also predicted in Ref. [27] that lee
decreases with increasing DC current, which is the basis
of current-induced viscous transport as originally inves-
tigated by Molenkamp and de Jong[30–32]- see also Ref.
[74].

Here, we examine in detail the differential resistance
of an ultra-high mobility 2DEG in a narrow Hall bar
fabricated from a GaAs/AlGaAs quantum well hetero-
structure as a function of B-field and DC current. This
approach allows us to study numerous phenomena in one
global 2D diagram as they evolve with increasing DC
current up to 10 µA for B-fields up to 0.25 T. In the dif-
ferential longitudinal resistivity, we observe: Shubnikov-
de Haas (SdH) oscillations and phase inversion (PhI) of
SdH oscillations near zero current, negative magnetore-
sistance (nMR) and a double-peak feature near zero field,
and HIROs up to the seventh order. In addition, we find
evidence for DC current-induced electron hydrodynam-
ics effects for B-fields less than 10 mT in both the dif-
ferential longitudinal and transverses resistivities. Since
the global 2D diagram (which identifies distinct regions
within which different phenomena dominate) resembles a
phase diagram in appearance, we will henceforth refer to
the diagram as a “phase diagram”. There are two main
points of our work. First, the global 2D phase diagram we
measure for an ultra-high mobility 2DEG not only shows
the numerous constituent transport regimes together in
unprecedented detail, but only by considering all the
transport regimes have we gained detailed information or
new insight. For example, the nMR and hydrodynamic
regimes cohabit the same region in the phase diagram so
the former must be accounted for when examining the
latter; the electron temperature extracted from SdH and
PhI is relevant to current-induced hydrodynamics; quan-
tities such as the quantum lifetime extracted from differ-
ent regimes (SdH and HIROs) and usually presumed to
be the same are in fact different; and a high-resolution
phase diagram can show unexpected features not previ-
ously observed (additional HIRO-like features). Second,
we demonstrate the hydrodynamic contribution can be
increased by applying a DC current rather than by chang-
ing the temperature as more generally used. Increasing
the DC current reduces the electron-electron scattering
length sufficiently that this length becomes comparable
to or even smaller than the effective width of the Hall
bar.

This paper is organized into five sections. Section II de-
scribes the experimental details pertaining to the 2DEG

n µ EF lmfp

(cm−2) (cm2/V s) (meV) (µm)

2.0× 1011 20× 106 7.2 145

Table I. Key parameters of the 2DEG material system. The
(bulk) parameters given are determined from a large area Van
der Pauw device measured in a helium-3 cryostat at base tem-
perature after illumination.

material, the Hall bar device, and the measurement con-
figuration. Section III presents the differential resistivity
map, and introduces the different phenomena observed
and delineates the boundaries between the phenomena
in the phase diagram. Sections IV and V give extensive
analysis of the phenomena that are the principal focus of
this paper. In more detail, Section IV presents analysis,
based on current theories for viscous transport, of the
observed evolution of both the differential longitudinal
and transverse (Hall) resistivities near 0 T with respect
to the DC current which we attribute to hydrodynamic
flow. In Sec. V, we compare properties of the HIROs
observed in the experiment to those expected from exist-
ing theories, and extract various parameters such as the
quantum lifetime and the electronic width. We also re-
port an unexpected additional HIRO-like feature in the
phase diagram located in between the first-order and the
second-order HIROs peak. We end with a conclusion in
Section VI. The Appendices include supplementary in-
formation regarding parameters of interest such as the
quantum lifetime extracted from the SdH oscillations; a
simulation of the PhI of the SdH oscillations; and evi-
dence that the origin of the nMR and the double-peak
feature is purely ballistic in nature.

II. EXPERIMENTAL DETAILS

The Hall bar device is made from a 2DEG confined
in a GaAs/AlGaAs quantum well (QW) hetero-structure
grown by molecular beam epitaxy. The 2DEG is located
in a 30 nm wide GaAs QW at a depth ∼200 nm below

Figure 1. Image of central region of the Hall bar device show-
ing the measurement configuration. The Ohmic contacts are
out of view. The lithographic width of the Hall bar is W=15
µm, and the two voltage probes employed to measure ∆Vxx
are separated by distance L=100 µm.
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the surface. The barriers on either side of the QW are
composed of Al0.3Ga0.7As and incorporate QW doping
regions. From a large area Van der Pauw device mea-
sured in a helium-3 cryostat at base temperature after
illumination, the 2DEG sheet density n and (transport)
mobility µ respectively for this material are found to be
2.0×1011 cm−2 and 20×106 cm2/V s. The correspond-
ing Fermi energy EF and transport mean free path lmfp
respectively are determined to be 7.2 meV and 145 µm.
These parameters are tabulated in Table I.

The Hall bar device is made by standard fabrication
techniques. The nominal (lithographic) width W of the
Hall bar is 15 µm. The separation between adjacent volt-
age probes along each side of the Hall bar is 50 µm.
An image of the central region of the device is shown
in Fig. 1. For all experiments described, a DC cur-
rent IDC is combined with an AC excitation current IAC
of 20 nA (unless otherwise stated) at 148 Hz, and the
net current ISD is driven through the Hall bar from the
source contact to the grounded drain contact. ∆Vxx,
the change in AC voltage along the Hall bar, and ∆Vxy,
the change in AC voltage across the width of the Hall
bar, are measured with a standard lock-in technique and
the differential longitudinal and transverse resistances re-
spectively are given by rxx = ∆Vxx/IAC = dVxx/dI and
rxy = ∆Vxy/IAC = dVxy/dI: see Refs. [24, 76] for fur-
ther details of the technique. Voltages ∆Vxx and ∆Vxy
are measured between the voltage probes indicated in
Fig. 1. Note ∆Vxx is dropped between voltage probes
separated by a distance L=100 µm. Although not mea-
sured, a DC voltage drop is also discussed and estimated
in section IV. The differential longitudinal and transverse
resistivities respectively are ρxx = Wrxx/L and ρxy =
rxy. All measurements are performed in the dark in a di-
lution refrigerator at base temperature where the mixing
chamber temperature is ∼15 mK. The electron tempera-
ture Te is estimated in separate measurements to be ∼40
mK at zero DC current from the temperature dependence
of resistance minima at fractional filling between filling
factors one and two. The B-field is applied perpendicu-
lar to the plane of the 2DEG. Note that a small 6 mT
correction has been applied to the data to account for a
field offset.

III. PHENOMENA OBSERVED IN THE
DIFFERENTIAL RESISTIVITY

We start by looking at the global phase diagram and
identify all the different phenomena therein. This is ac-
complished by measuring ρxx on sweeping the DC current
and stepping the B-field. The resulting map is presented
in Fig. 2(a). In our Hall bar device, we can identify
several phenomena of interest: SdH oscillations, phase
inverted SdH oscillations, nMR, a double peak-feature
on top of the nMR, DC current-induced hydrodynamic
effects, HIROs, and a HIRO-like feature. In the rest of
this section we provide a general introduction to these

phenomena before going into detail. To aid this intro-
duction, Fig. 2(f) provides a simple schematic showing
the regions, in one quadrant of the phase diagram, where
the phenomena are observed, the boundaries between the
phenomena, and characteristic B-fields and DC currents.

SdH oscillations at zero DC current are observed above
21 mT and their amplitude in differential resistivity is
found to decay with increasing IDC (see additionally both
Fig. 9 and Fig. 10 in Appendix A). In general, SdH os-
cillations are absent when ωcτq �1, where ωc = eB/m∗

is the cyclotron frequency, m∗=0.067me is the effective
mass of the charge carrier, me is the mass of an electron, e
is the electron charge and τq is the quantum lifetime. We
can determine a characteristic B-field Bq of 33 mT from
the condition ωcτq=1 using the value of τq=11.5 ps ex-
tracted from analysis of the SdH oscillations in Appendix
A, i.e., Bq = m∗/eτq [see also Fig. 9(a), and note that
weak SdH oscillations are still visible below Bq as repre-
sented by the red colored region with diminished shading
in Fig. 2(f)]. With increasing IDC , the SdH oscillation
amplitude first decays before the maxima and minima
of the SdH oscillations invert, an effect called phase in-
version (see Appendix A for discussion). Examples of
inverted and non-inverted SdH oscillations are given in
Fig. 2(b). See also Fig. 10 where inversion occurs at a
DC current IPhI ∼0.2 µA near 0.2 T.

In the vicinity of B = 0 T, we observe pronounced
nMR- see panels (a) and (e) in Fig. 2 and discussion
in Appendix B. The magnetoresistance decays rapidly
with increasing B-field until a strong change of slope
marks the nMR boundary. Assuming a purely ballis-
tic regime, an abrupt change of slope is predicted[66] to
occur when W = 2rc, where rc=m

∗vF /eB=vF /ωc is the
cyclotron radius, with a corresponding B-field BW , and
vF=1.9 × 107 cm/s is the Fermi velocity. In our case,
W=15 µm. Figure 9(a) in Appendix A shows a resistance
versus B-field trace at zero DC current. The change in
slope is most rapid at ∼ 10 mT. We take this field to be
an estimate of BW , and this reasonably gives W ∼ 15 µm
(as an upper bound). However, the observed change of
slope at the boundary is not as abrupt as in the calcula-
tions in Ref. [66], which is a source of imprecision in the
estimation of the location of the boundary. Furthermore,
accounting for undercut during the wet etching step in
the fabrication of the Hall bar, and sidewall depletion,
we expect the effective electronic width of the Hall bar
Weff to be smaller than W . In Sec. V, from a detailed
analysis of the HIROs, we determine Weff ∼11 µm, and
the corresponding B-field BWeff

∼ 14 mT. Throughout
the text we will be careful in our usage of W and Weff

and make clear when it is important to distinguish the
difference. Note in Fig. 2(f) we have marked the nMR
boundary with BWeff

rather than BW . Also accompany-
ing the nMR is a distinctive double-peak feature, clear in
panels (c) and (e) in Fig. 2, that we ascribe to ballistic
transport.

Also close to B = 0 T, we can identify modifications to
the nMR and the double-peak feature with increasing DC
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Figure 2. (a) Map identifying the various phenomena (“phase diagram”). ρxx measured by sweeping the DC current and
stepping the B-field. A background parabolic dependence with IDC and a small uniform linear dependence with B-field are
subtracted from the raw data to emphasize the features of interest in the phase diagram. The background IDC dependence is
discussed in Sec. IV A, and the small linear B dependence is likely due to inhomogeneity of the 2DEG material (the presence
of a small density gradient can lead to a small Hall contribution to the magnetoresistance [75]). The Shubniknov-de Haas
(SdH) oscillations and the accompanying phase inversion (PhI) of the SdH oscillations are visible close to zero DC current.
The vertical band near B=0 T identifies the negative magnetoresistance (nMR). The peaks forming a fan are the Hall-field
induced resistance oscillations (HIROs). Black arrows in three of the four quadrants mark the “1.5” (HIRO-like) feature. (b)
ρxx versus B sections at IDC=0 µA and IDC=0.4 µA showing respectively SdH oscillations and phase inverted SdH oscillations.
(c) Expanded view of phase diagram around B=0 T where nMR is observed. Note that here ρxx is plotted without removing
the above mentioned background parabolic dependence with IDC (see Sec. IV A). A double-peak feature is present on top of
the nMR [see also panel (e)]. (d) ρxx versus IDC trace at B = 0 T [marked by the vertical arrow in panel (c)]. The initial
decrease in ρxx with current, i.e., negative differential resistivity, is a signature of hydrodynamics[30] (HYDRO). (e) ρxx versus
B section taken at IDC=6 µA where we see the nMR and the double-peak feature around B=0 T, and HIROs at higher B-field.
(f) Cartoon summarizing the regions identified in the upper-right quadrant of the phase diagram in panel (a). A more detailed
description of the various phenomena, the boundaries between the phenomena, and certain marked characteristic B-fields and
DC currents can be found in the text.

current that point to a growing influence of hydrodynam-
ics [depicted by region marked HYDRO with cross hatch-
ing of increasing weight in Fig. 2(f)]- see Ref. [77]. In a
purely hydrodynamic regime, the hydrodynamic contri-
bution to ρxx is expected to be strongest at B=0 T, and
in order to reach the strong hydrodynamic regime, the
electron-electron scattering length lee should be smaller

than the width of the Hall bar. We show in Sec. IV A
that lee decreases with increasing IDC , and so the signa-
tures of viscous transport are stronger at high IDC . See
also the ρxx versus IDC trace at B = 0 T in Fig. 2(d)
which displays an initial decrease in ρxx with DC cur-
rent. This behavior resembles that observed in a 2D wire
and attributed to the Gurzhi effect, i.e., Poiseuille flow in
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electron transport[30]. In section IV we will also examine
the DC-current induced hydrodynamic correction to the
Hall resistivity near zero field.

Lastly, in the phase diagram, we can identify HIRO
peaks that fan out from the origin [see also the section in
Fig. 2(e) that shows the HIROs either side of the nMR
region near zero field]. The boundary above which HI-
ROs are observed is delimited by IHIRO in Fig. 2(f), and
tracks the DC current position of the first-order HIRO
peak that is linear in B [see Eq. (6) and Fig. 6(a)].
Similar to SdH oscillations, the HIRO peak amplitude is
in principal related to the quantum lifetime. However,
we find in Sec. V that the quantum lifetime extracted
from the HIROs does not match the quantum lifetime
extracted from the SdH oscillations. For this reason, the
equivalent B-field characterizing the onset of HIROs is
marked separately as BHIROq in Fig. 2(f). Note that

weak HIROs are still visible below BHIROq as represented
by the blue colored region with diminished shading in
Fig. 2(f)]. We can discern up to seven orders of HIRO
peaks for a 10 µA DC current. Additionally, we observe
unexpected HIRO-like features located between the first-
order and the second-order HIRO peaks at high DC cur-
rent, that are marked by black arrows in Fig. 2(a) [see
also Fig. 6(a) and Fig. 8], which we will refer to as the
“1.5” features throughout this paper.

IV. HYDRODYNAMIC ELECTRON
TRANSPORT

In this section we discuss the impact of hydrodynamics
on electron transport when DC current is driven through
the Hall bar. As discussed in the introduction, to reach
the hydrodynamic regime, increasing the temperature is
a common strategy taken to drive down lee so that the
condition lee � W is attained. We instead employ an
increasing DC current to suppress lee, following the pre-
dictions by Giuliani and Quinn[27] that lee ∼ 1/I2DC . We
first demonstrate the DC current induced suppression of
lee. Subsequently, we isolate the hydrodynamic contri-
bution (correction) to both the differential longitudinal
and transverse resistivities near B=0 T, and compare to
existing theories for hydrodynamic electron transport.

A. Current-induced Suppression of
Electron-Electron Scattering Mean Free Path

We start by discussing the necessary pre-condition for
hydrodynamics, namely lee . W , and how by increas-
ing the DC current flowing through the Hall bar device
lee can be decreased. By careful inspection of vertical
sections through the phase diagram in Fig. 2(a) near
zero field, we can identify a general background quadratic
dependence of ρxx with respect to IDC , ∆ρbgxx. Other
than at zero field, as illustrated in Fig. 3, this back-
ground quadratic dependence is clearly seen for traces

Figure 3. ρxx versus IDC for different B-fields. The traces are
taken from the data set shown in Fig. 2. Away from B=0
T, ρxx exhibits a background quadratic dependence with re-
spect to IDC . The dashed line is a quadratic fit of the average
ρxx from 12 mT to 24 mT, shifted down by 0.5 Ω for clarity.
For this B-field range, hydrodynamic effects are suppressed,
and SdH and HIRO are not yet observable. Above B ∼ 30
mT, SdH oscillations and HIROs respectively start to appear
at zero current and finite current, although the background
quadratic dependence is still evident. Traces for B > 30 mT
are shifted down progressively by 1 Ω for clarity. Red dashed
line ellipse: HIRO amplitude decreases with increasing IDC
(see Sec. V for discussion). Inset: Hydrodynamic compo-
nent ∆ρ∗xx=ρxx−ρxx,I=0−∆ρbgxx versus DC current in micro-
amperes at B=0 T. Here ρxx,I=0 ∼ 4.6 Ω. From a linear fit
we find ∆ρ∗xx=−0.155|IDC |). This component has a negative
sign. See text for further discussion.

.

when |B| . 30 mT. At higher B-field, the background
quadratic dependence is still present but masked by the
onset of SdH oscillations near zero current, and HIROs
at finite current. From analysis of ρxx traces between 12
mT and 24 mT in Fig. 3, we find that the background
quadratic dependence follows the relationship:

∆ρbgxx(IDC)

ρxx(0)
=

(
IDC
I0

)2

, (1)

where ρxx(0)=1.81 ± 0.01 Ω, and I0=11.4 ± 0.1 µA.
Strongly note that in our forthcoming discussion, ∆ρbgxx
is only a function of IDC , i.e., for |B| . 30 mT it is as-
sumed to have no B-field dependence, and furthermore,
∆ρbgxx is defined to be zero at zero current. We attribute
the quadratic dependence to a DC current induced in-
crease of the electron-electron scattering rate τ−1ee . Gen-
erally, the resistivity of a 2DEG is proportional to the
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sum of the scattering rates from different sources namely
ρxx=(m∗/e2n)

∑
i τ
−1
i , where τ−1i are independent scat-

tering rates for the different sources of scattering [78].
A DC current induced increase in the electron-electron
scattering rate τ−1ee therefore results in a correction to
the resistivity on the order of τ−1ee at low field.

In an ideal 2DEG, the following analytical expression
for the evolution of the electron-electron scattering rate
with DC current, rather than with temperature, was de-
rived by Chaplik [79] and Giuliani and Quinn: [27]

τ−1ee =
EF
4π~

(
∆

EF

)2 [
ln

(
EF
∆

)
+ ln

(
2QTF
kF

)
+

1

2

]
,

(2)
where ∆ is the excitation (or excess) energy relative to
EF (satisfying ∆ � ~2kFQTF /m∗), kF is the Fermi
wavevector, QTF=2m∗e2/4πεrε0~2 is the 2D Thomas-
Fermi screening wave vector, εr is the dielectric constant
(∼13.1 for GaAs), and ε0 is the vacuum permittivity.
For a sufficiently small excess energy, Eq. (2) is approx-
imately quadratic with respect to DC current. In our
measurements, over the DC current range probed, the
excess energy is small. The average resistance between 0
and 10 µA at zero field Rav is approximately 40 Ω, and
so we estimate the maximum excess energy ∆ to be of or-
der eVDC ∼0.4 meV, where VDC is the DC voltage drop
between the two voltage probes along the Hall bar at 10
µA and B=0 T. This estimated value of ∆ satisfies the
condition ∆ � ~2kFQTF /m∗ since ~2kFQTF /m∗=24.7
meV. However, we note that the quantum interference
experiment by Yacoby et al.[80] validating this theory
suggested that ∆ is proportional to eVDC and the actual
excess energy is smaller than the applied voltage[81].

As revealed in Fig. 3, in the narrow range around zero
field (|B| . 5 mT), ρxx does not follow the I2DC depen-
dence. Specifically, at B=0 T, ρxx decreases with IDC
before reaching a minimum at ∼ ±4 µA, and then in-
creases at higher DC current [also see Fig. 2(d)]. This
behavior is reminiscent of that observed in an early study
by Molenkamp and de Jong [30, 32] in a wire formed from
a 2DEG for which the decrease in the differential resis-
tivity with increasing IDC was assigned to a hydrody-
namic effect. On subtracting the background quadratic
dependence ∆ρbgxx from ρxx at B=0 T, relative to the
zero current value of ρxx, we obtain the negative residual
∆ρ∗xx=ρxx−∆ρbgxx which exhibits a linear dependence in
DC current as shown in the inset to Fig. 3. In other
words, ρxx versus DC current at B=0 T is the sum of
two components: a positive component ∆ρbgxx quadratic
in DC current related to the electron-electron scattering
rate, and a negative component ∆ρ∗xx linear in DC cur-
rent. We attribute the latter to a DC current-induced
hydrodynamic effect, driven by the enhancement of con-
ductance of electrons in the hydrodynamic regime as ex-
pected in the ballistic regime [65, 82], which leads to a
negative hydrodynamic correction in the resistivity ∆ρ∗xx.
We note that in contrast when hydrodynamics is induced
by temperature in the non-ballistic regime, a positive cor-

rection to the resistivity is expected as observed [51].

B. Hydrodynamic Magnetoresistance

In the previous subsection, we established that increas-
ing IDC suppresses lee, a necessary pre-condition to enter
the hydrodynamic regime. In this subsection, we analyze
the evolution of ρxx with IDC for small B-fields (|B| < 10
mT), and compare the change in ρxx to that expected
from existing hydrodynamic theory. Figure 4(a) shows
ρxx versus B traces for different DC currents up to 10
µA. The goal is to first identify and then isolate the var-
ious components that can contribute to the DC current
dependence of ρxx. One component, as established in
the previous subsection (see Fig. 3), is the general back-
ground quadratic increase in ρxx with DC current ∆ρbgxx,
and another component near zero field, the focus of our
attention, that we will argue is hydrodynamic in origin.
By removing ∆ρbgxx from ρxx over the B range from -30
mT to +30 mT, and examining the residual ρ∗xx plot-
ted in Fig. 4(b), we find that for |B| .10 mT, there is
clearly a growing negative component to ρxx with increas-
ing DC current. We can isolate this negative component
from the nMR and the double-peak feature by computing
∆ρ∗xx=ρ∗xx−ρ∗xx,I=0, the DC current-dependent deviation
of ρ∗xx from the zero current residual ρ∗xx,I=0. The devi-

ation is plotted in Fig. 4(c). We attribute this deviation
to hydrodynamics because of its growing amplitude with
increasing DC current, and decreasing amplitude with
increasing B-field. The latter is discussed in Ref. [66].
Next, we discuss our method to compare ∆ρ∗xx to existing
theory.

We now examine in further detail the experimental
data in Fig. 4(c). In the purely hydrodynamic regime,
following Scaffidi et al. [66], the viscous correction to the
magnetoresistance for a 2DEG when lee � W � lmfp
can be expressed as:

∆ρhydxx =
m∗

e2n

vF lee
W 2

3

1 +
(

2lee
rc

)2 . (3)

For our Hall bar device, Weff ∼ W � lmfp is triv-
ially satisfied since lmfp=145 µm. Using Eq. (2)
with ∆=eVDC=eIDCRav, lee=vF · τee is predicted to
be smaller than W for IDC & 9.5 µA. Therefore, for
an increasing DC current up to 10 µA, the maximum
applied, the 2DEG transitions from the ballistic regime
(W � lee, lmfp) to the hydrodynamic regime [77]. This
transitional phase has both ballistic and hydrodynamic
contributions. To describe this regime we use a pertur-
bative approach, where we assume that (i) the 2DEG is
initially in the ballistic regime, (ii) the change in ρxx with
increasing DC current near zero field is solely hydrody-
namic in origin, and (iii) the change is proportional to the
viscous correction described in Eq. (3). In other words,
the change in ρxx with increasing DC current following
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Figure 4. (a) ρxx versus B traces on sweeping the B-field for different DC currents (B-field sweep rate: 10 mT/min for
zero current trace and 20 mT/min for all other traces). (b) ρ∗xx=ρxx − ∆ρbgxx versus B-field. For each of the traces in (a)
the background quadratic current dependence ∆ρbgxx has been removed. For |B| . 0.01 T, we can see an increasingly strong
decrease in ρ∗xx on raising the DC current which we attribute to hydrodynamics. (c) Solid lines: DC current-dependent
deviation ∆ρ∗xx=ρ∗xx − ρ∗xx,I=0 of ρ∗xx from the zero current residual ρ∗xx,I=0, namely the hydrodynamic component. Dashed

lines: rH∆ρhydxx fit to the data in a perturbative approach, where rH is a fitting parameter reflecting the impact of the viscous
correction, and ∆ρhydxx is from the hydrodynamic theory as described by Eq. (3). For the fits, Weff=11 µm is used. The
distinct “dips” at |B| ∼ 5 mT, and the weaker “dips” at |B| ∼ 8 mT, are artifacts of the methodology due to the subtraction of
the zero current trace which has peaks at |B| ∼ 5 mT and weak “shoulders” at |B| ∼ 8 mT. Both constitute the double-peak
feature, ballistic in origin, discussed in Appendix B, which itself has a DC current dependence. (d) lee and |rH | extracted from
fits of the traces in (c) plotted against DC current. As IDC increases, lee decreases and the hydrodynamic component (|rH |)
becomes stronger as expected.

our model has the form:

∆ρxx = ρxx − ρxx,I=0 = ∆ρbgxx + rH∆ρhydxx , (4)

where rH is a dimensionless parameter characterising the
relative strength of the viscous correction at different DC
currents. The term rH∆ρhydxx in Eq. (4) corresponds to
∆ρ∗xx determined from the experimental data and plotted
in Fig. 4(c). Fitting rH∆ρhydxx to ∆ρ∗xx, we can extract
values for both lee and rH . The obtained DC current de-
pendencies of lee and rH are presented in Fig. 4(d). lee
is found to decrease with increasing DC current, and its
value is comparable to that calculated from theory Eq.
(2) [for example, at 10 µA, Eq. (2) predicts lee=14 µm
and we obtain lee ∼ 11 µm], which supports our hydro-
dynamic interpretation in the small B-field regime. |rH |
increases faster than linear with DC current which is re-
flective of the growing hydrodynamic component. Lastly,
we estimate the electron shear viscosity [26], defined as
η=v2F τee/4, to be 0.7 m2/s at 10 µA. In comparison, in
the work of Gusev et al. in Ref. [51] for which hydro-
dynamics is temperature-induced and no DC current is
applied, η is found to be 0.3 m2/s at T=1.4 K.

Comparing our experimental observations for DC

current-induced hydrodynamics in the differential lon-
gitudinal resistivity in Fig. 4(a) with those for
temperature-induced hydrodynamics in recent works of
Gusev et al. [51] and Raichev et al. [71] there is one
notable difference. In our case, the “dip” at zero field
is seen to grow with increased DC current. In the case
of Gusev et al. and Raichev et al., the “dip” is seen to
weaken with increased temperature, and by 40 K the low-
field double-peak feature has disappeared (a single peak
showing nMR remains). In the work of Raichev et al., a
classical kinetic model was used to compute the joint bal-
listic and hydrodynamic contributions for temperature-
induced hydrodynamics. In the theoretical analysis the
authors assume that boundary scattering is independent
of temperature, which is reasonable in their experiments.
However, this is likely not true for our case where we in-
crease the DC current, which will lead to a change of the
effective edge potential due to the large bias along the
edges of the HB. Indeed, a large current is expected to
lead to less diffusivity in boundary scattering, due to the
averaging over a wide energy window, and hence to an
enhanced double-peak feature as observed in Fig. 4(a).
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Figure 5. (a) Deviation from the conventional (bulk) Hall re-
sistivity ∆ρxy = ρxy − ρbulkxy for three values of DC current.
The plots are derived from ρxy versus B traces on sweeping
the B-field at 20 mT/min. The black lines are fits to a sum
of polynomials that allow accurate division by ρbulkxy . Plots
are offset by 10 Ω for clarity. The change in the slope at
zero field from positive to negative with increasing DC cur-
rent is a signature of the growing influence of hydrodynamics.
The extrema near |B| ∼ 8 mT arise from ballistic transport
[51, 71, 83]. We note that the derivative of the ρxx trace
for IDC=8 µA has a close resemblance to the ∆ρxy trace for
IDC=8 µA. (b) Calculated from the fits in panel (a), the ratio
∆ρxy/ρ

bulk
xy is plotted to emphasize the hydrodynamic com-

ponent near 0 T. The negative value near 0 T in the 8 µA
curve is a clear sign of hydrodynamics. (c) Isolated hydro-
dynamic component ∆ρ∗xy/ρ

bulk
xy = (∆ρxy − ∆ρxy,I=0)/ρbulkxy

determined from curves in panel (b). Dashed line: Fit to
IDC=8 µA curve following hydrodynamic theory Eq. (5); see
text for parameters. For the fit, Weff=11 µm is used.

C. Hydrodynamic Contribution to Hall Resistivity

In the previous subsection, we discussed the growing
hydrodynamic contribution to ρxx with increasing IDC
near zero field. Similarly, hydrodynamics affects ρxy. In
Fig. 5(a), we show the DC current-dependent deviation
of ρxy from the conventional (bulk) Hall resistivity ρbulkxy ,

namely ∆ρxy=ρxy-ρbulkxy , for IDC values of 0, 4, and 8

µA, where ρbulkxy =−B/en. At B=0 T, the sign of the slope
changes from positive to negative with increasing DC cur-
rent. Other than a global sign difference, note that the
form of the IDC=8 µA trace is similar to traces reported
in Ref. [51] measured between 1.7 K and 40 K with zero
DC current supporting our hydrodynamic interpretation.
Following the approach of Gusev et al. where the induced
change with temperature was tracked instead [51], the
induced change with DC current we see can be better
visualized by examining the ratio ∆ρxy/ρ

bulk
xy : see Fig.

5(b). As with ρxx, we analyze the change in ρxy with
DC current near the 0 T and compare to theory in a per-
turbative method. In the purely hydrodynamic regime,
incorporating earlier work by Alekseev [64], the viscous
Hall correction to ρxy was derived by Scaffidi et al. [66]
and found to be:

∆ρhydxy

ρbulkxy

=

[
− 6

1 + (2lee/rc)2

(
lee
W

)2
]
, (5)

where ∆ρhydxy =ρxy − ρbulkxy is the hydrodynamic contribu-
tion to the bulk Hall resistivity. Following the same ap-
proach as for ρxx, the change in the deviation of ρxy with
increasing DC current relative to the zero current devia-
tion ∆ρ∗xy=∆ρxy −∆ρxy,I=0 corresponds to rH∆ρhydxy in
a perturbative method, where rH is a dimensionless fit-
ting parameter reflecting the impact of the viscous cor-
rection to ρxy at different DC currents. In Fig. 5(c),
∆ρ∗xy/ρ

bulk
xy = (∆ρxy − ∆ρxy,I=0)/ρbulkxy is plotted, and

we find that increasing the DC current “amplifies” the
minimum at zero field. The 8 µA curve is fitted to
rH∆ρhydxy /ρ

bulk
xy . We find the minimum value at 0 T

equates to a lee of 29 µm, with a rH factor of 0.019.
These values are consistent with those from our earlier
analysis of ρxx and theory Eq. (2) for lee [see also Fig.
4(d)].

Echoing our commentary at the end of the previ-
ous subsection, comparing our experimental observations
for DC current-induced hydrodynamics in the differen-
tial transverse resistivity in Fig. 5(a) with those for
temperature-induced hydrodynamics in recent works of
Gusev et al. [51] and Raichev et al. [71] there is again a
notable difference. In our case, the change in sign of the
slope at zero field occurs on increasing the DC current
(which increases the electron temperature but not the
bath temperature). In the case of of Gusev et al. and
Raichev et al., the distinctive line shape is seen to weaken
with increased temperature, and by 40 K the deviation
from the bulk Hall resistivity is small. High temperature
also leads to both an increase in the phonon population
and decrease decrease of the mobility.

V. HALL-FIELD INDUCED RESISTANCE
OSCILLATIONS

So far, in the phase diagram, we have described in de-
tail the SdH oscillations and the accompanying PhI of



9

Figure 6. (a) Fan diagram of HIRO maxima in ∂ρxx/∂|B| for
each peak up to the sixth order. Points are extracted from
the Fig. 2(a) data set for HIROs in the +I and +B quadrant.
Triangles: Maxima in ∂ρxx/∂|B| of the “1.5” features visible
in three of the four quadrants in Fig. 2(a) (the “1.5” feature
in the +I and +B quadrant is not visible). Dashed line corre-
sponds to (effective) M=1.44. (b) All HIRO maxima collapse
on to a single line following the relation B.M ∝ IDC/W . The
slope is used to extract the parameter γ. In panel (b) we
have used W=15 µm rather than Weff to calculate the nomi-
nal current density so the value of the slope can be compared
to those in the literature.

the SdH oscillations located near zero current, and the
nMR and the effects of DC current-induced hydrodynam-
ics near zero field. Away from both B=0 T and IDC=0
µA we observe HIROs. In Fig. 2(a), HIRO peaks up to
the seventh order that fan out from the origin are identi-
fiable. HIROs were first reported by Yang et al. [5], and
have since been studied extensively both experimentally
[6–19] and theoretically [3, 4, 84–87]. HIROs emerge in
the weak field magnetoresistance in high mobility 2DEGs
due to resonant electron transitions between LLs that are
spatially tilted along the direction of the transverse elec-
tric (Hall) field when DC current is passed along the Hall
bar. In the original work by Yang et al. [5], it was ex-
plained that Zener tunneling can occur when the electron
hopping distance ∆YM between different Laudau levels
is equal to γrc, where ∆YM = M~ωc/eEH , M is an inte-
ger, EH is the Hall field, and γ ≈ 2 according to theory.
This leads to HIRO maxima in ∂ρxx/∂|B| with position
in the IDC −B plane obeying the condition:

B = γ

√
2πm∗

e2
√
n

IDC
WM

. (6)

For the regime kBT � ~ωc, where SdH oscillations are
smeared out by temperature, Vavilov et al. [86], found
that the HIROs in the differential resistivity can be ap-
proximately described by the expression:

ρxx,HIRO ≈
16m∗

πe2nτπ
exp(−2

π

ωcτq
) cos(2π

2IDCkF
enWωc

), (7)

where τπ is the back-scattering lifetime. In the
derivation[86], the oscillatory dependence of the differ-
ential resistivity stems from the product of the oscilla-
tory DOS and the oscillatory non-equilibrium distribu-
tion function. When integrated over the non-equilibrium
energy range, the remaining leading oscillatory term is
squared, which explains the additional factor of two in
the exponential damping factor exp(−2π/ωcτq) in Eq.
(7) as compared to the SdH oscillation damping factor
in Ando’s expression in Eq. (A1). The amplitude of
the induced oscillation according to Eq. (7) is propor-
tional to the back-scattering rate ∼ τ−1π , which is related
to sharp disorder enabling a “kick” from one cyclotron
orbit into another. The full theory by Vavilov et al.
also takes into account effects at relatively low current
(2πIDCkF /enWωc < 1) due to variation of the occupa-
tion factors for the electronic states. We now compare
the experimental data to the theories in Refs. [5, 86], re-
port the extracted fitting parameters, and discuss other
relevant observations and implications.

We first analyze our experimental HIRO data with the
model of Yang et al. [5]. We extract the HIRO maxima in
the derivative of the differential resistivity ∂ρxx/∂|B| and
compare with the expression in Eq. (6). The positions
of the HIRO maxima for peaks up to the sixth order
are plotted in Fig. 6(a). The position of the maxima
can be collapsed onto a single line, essentially the line
tracking the first-order HIRO peak, following the relation
B ·M ∝ IDC/W . With W=15 µm, the slope of the single
line in Fig. 6(b) is found to be 324 mT/(A/m), and from
Eq. (6), we obtain γ=2.4. This result is consistent with
the theoretical value of γ ≈ 2.0 reported in the work of
Yang et al. [5], and their empirically determined γ values
(1.7-2.1) for Hall bars with a 2DEG density close to that
for our Hall bar device. Note that had we used Weff ∼
11 µm to calculate the nominal current density, we would
obtain γ=2.1.

In the model of Vavilov et al. [86], the amplitude of
the HIROs depends on τπ and τq, respectively the back-
scattering and quantum lifetimes. We fit ρxx versus B
sections with Eq. (7) to obtain τπ, τq, and additionally
Weff . Note that rather than assume W is fixed and
equal to the nominal lithographic width of the Hall bar,
W is treated as a fitting parameter which we call Weff .
Furthermore, we choose to fit ∂ρxx/∂B [see Fig. 7(a)],
essentially the partial derivative of Eq. (7) with respect
to B, instead of ρxx, to remove the aforementioned back-
ground linear B dependence in the data, and to reduce
fitting errors, although fits to either are equivalent and
give nearly identical fitting parameters. Parameters τq
and Weff obtained are presented in Fig. 7(b). τq is dis-
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Figure 7. (a) ∂ρxx/∂B versus B for selected DC currents. ρxx data are from sections through the map in Fig. 2 (a). Black
lines: fits to data with derivative of Eq. (7). The plots are offset by 200 Ω/T for clarity. (b) HIRO parameters τq and Weff

obtained from fitting ∂ρxx/∂B versus B sections for positive IDC . Dashed line: 1/τq ∝ I2DC fit to τq values. (c) Log plot versus
1/B of SdH oscillation peak and valley amplitudes in rxx at IDC=0 µA, ∆RSdH , and HIRO peak and valley amplitudes in rxx
at IDC=5 µA, ∆rHIRO. We use both positive and negative B-field extrema for the HIRO data points. For HIROs, the 5 µA
section is selected for analysis because for this current there are a sufficient number of resolved extrema to analyze, and the
“1.5” feature that could influence the minimum between the first- and second-order peaks has not yet developed. Red dashed
line for SdH oscillations: fit with Eq. (A1) where DT is the thermal damping factor, and τSdHq is determined from the slope

(τSdHq =11 ps). Gray dashed line for HIROs: fit with Eq. (7) where τHIROq at 5 µA is determined from the slope (τHIROq =29
ps).

cussed more extensively in the following paragraph. The
effective electronic width, Weff , is found to be ∼ 11 µm
over the full 10 µA current range. Parameter Weff is
obtained from the HIRO frequency and is extremely ac-
curate as in Eq. (7) it is independent of the amplitude
of the HIROs. The effective electronic width is smaller
than the lithographic width of the Hall bar W=15 µm.
As commented on earlier, we attribute the difference to
a combination of undercut during the wet etching step
in the fabrication of the Hall bar, and sidewall deple-
tion. For the back-scattering lifetime, we obtained τπ ≈
5 ns with no significant current dependence. We note
that the corresponding scattering length associated with
the back-scattering process is lπ = vF τπ ' 1 mm. This
length scale is much larger than our Hall bar device size
and therefore cannot be interpreted as the typical dis-
tance between back-scattering impurities.

The values of the quantum lifetime extracted from HI-

ROs in Fig. 7(b) are notable for two reasons. First,
τq decreases with increasing DC current, and second,
τq here far exceeds the value of τq=11.5 ps extracted
earlier from the SdH oscillations [see Fig. 9]. Con-
cerning the first point, in the model of Vavilov et al.
[86], the HIROs amplitude does not depend on DC cur-
rent, whereas our data shows that the amplitude of the
HIROs decreases with increasing DC current [see red
dashed line ellipse in Fig. 3]. This decrease was also
observed in another experiment featuring a 2DEG in a
MgZnO/ZnO hetero-structure [17], and was attributed
to enhanced electron-electron scattering with increasing
electron temperature. The relationship 1/τq ∝ I2DC was
found. Using the same analysis for our Hall bar, we ob-
tain τq(0)/τq(IDC) = 1 + (IDC/I0)2 where (the extrapo-
lated zero current quantum lifetime) τq(0)=41.2±0.7 ps,
and I0=8.66 ± 0.04 µA [see fit in Fig. 7(b)]. The value
of I0 here is comparable to that obtained from the back-
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Figure 8. ρxx versus B sections through the map in Fig. 2 (a)
for negative DC currents between -2 µA and -10 µA. Plots are
offset from each other by +0.06 Ω for clarity. The IDC=-2
µA plot has no offset. The plots are arranged to emphasize
the emergence of the “1.5” features at high current.

ground quadratic dependence to ρxx discussed in Sec.
IV A relating to Eq. (1). Concerning the second point,
the extracted value of τq from fitting HIROs, which we
now explicitly identify as τHIROq , varies from ∼40 ps at
2 µA to ∼18 ps at 10 µA, whereas the extracted value of
τq from fitting the SdH oscillations at zero DC current,
also now explicitly identified as τSdHq , is ∼11 ps. An al-
ternative method presented in Refs. [9, 18, 88] to extract
the exponential damping of SdH oscillations and HIROs
is to plot the logarithm of the SdH oscillation and HIRO
extrema amplitudes as a function of inverse B-field as
shown in Fig. 7(c). The slope of the plots corresponds
to −ζπ/µq, where µq = eτq/m

∗ is the quantum mobility.
From Eqs. (A1) and (7) we expect ζ = 1 for the SdH
oscillations and ζ = 2 for the HIROs, i.e., based on these
equations the slope for HIROs should be twice the slope
for the SdH oscillations. However, this is clearly not the
case as can be seen in Fig. 7(c). For example, for the
5 µA data, the slope for the HIROs is in fact even less
than the slope for the SdH oscillations (consistent with
the observation that the value for τHIROq is a factor of

two to four times larger than the value for τSdHq ). Note
that the values obtained for the quantum lifetime do not
depend significantly on the methods used [when we com-
pare the value of τSdHq obtained from the full fit method
in Fig. 9(b) with that from the fit for the alternative
method in Fig. 7(c), 11.5 ps versus 11 ps, and likewise
the value of τHIROq obtained from the full fit method in
Fig. 7(a) with that from the fit for the alternative method
in Fig. 7(c), 31 ps versus 29 ps both for 5 µA current],
i.e., both methods lead to very similar values. Examin-
ing closely the theory in Ref. [86], it is assumed that the
quantum lifetime for SdH oscillations and HIROs are the
same. Furthermore, in the derivation of Eq. (7) it is also
assumed that kBT � ~ωc. This equates to a tempera-
ture exceeding 0.5 K at 25 mT, which clearly does not
hold for our experimental situation. This may explain
the observed discrepancy between τSdHq and τHIROq , and
suggests that a theory for HIROs extended to the low

Weff lee η τSdHq τHIROq τπ

(µm) (µm) (m2/s) (ps) (ps) (ns)

11 11 0.7 11.5 18 - 40 5

Table II. Summary of key extracted parameters. The values
of lee and η are for IDC=10 µA determined in Sec. IV. τHIROq

depends on IDC hence a range of values is given (see Sec. V).

temperature regime is needed in order to correctly ex-
plain the observed amplitude of the HIROs. It is likely
that at low temperature, when temperature smearing is
small, the amplitude of the HIROs is proportional to the
oscillatory DOS and not its square as in the derivation
of Eq. (7) that assumes kBT � ~ωc. We stress that the
quantum lifetime is normally determined from the SdH
oscillations (τSdHq ) at zero DC current. Inferring this
quantum lifetime is the same as the quantum lifetime
determined solely from measurement of HIROs (τHIROq ),
a non-linear transport phenomenon observed at finite DC
current, therefore has to be done with caution[18].

Lastly, we observe unexpected HIRO-like features lo-
cated between the first-order and the second-order HIRO
peaks at high DC current. These features are marked by
black arrows in Fig. 2(a) in three of the four quadrants,
and appear for a DC current exceeding 6 µA and a B-field
above 0.1 T [see Fig. 6(a), and also Fig. 8]. Although
not expected in the standard picture of HIROs, these fea-
tures are HIRO-like in the sense that they lie on a line
following the relation B ∝ IDC and appear as part of
the fan formed from the expected HIRO maxima (M=1,
2, 3, ...). We have referred to them as “1.5” features
since their effective index M ∼ 1.5. We do not claim
M is quantized at 3/2: specifically from the fit in Fig.
6(a) we determine M=1.44±0.04. Currently we have no
clear understanding of the origin of the “1.5” feature, but
speculate that it may be related to the lifting of the spin
degeneracy which is observed in the Hall bar measured in
the SdH oscillations at a similar B-field (∼ 0.15 T: data
not shown). We note that Hatke et al [89] interestingly
reported a HIRO-like feature at M=0.5, also referred to
as fractional HIRO in Ref. [3], however this was observed
in a measurement performed under microwave illumina-
tion. We stress that we have observed the “1.5” features
with no microwaves applied.

VI. CONCLUSION

In conclusion, for an ultra-high mobility 2DEG in a
narrow Hall bar we measured ρxx as a function of B-field
and DC current at the base temperature of a dilution
refrigerator. This measurement approach provides in a
single 2D map a “global” view of different low-magnetic-
field non-linear phenomena in a 2DEG. We identified and
analyzed several different phenomena (and the bound-
aries between these phenomena): SdH oscillations, PhI



12

of the SdH oscillations, nMR, a double-peak feature, and
HIROs. By analyzing the data with existing theories, we
extracted relevant parameters as summarized in Table II.
For the SdH oscillations, we found that the Ando formula
in combined with an electron heating model can explain
both the initial decrease in the SdH oscillation amplitude
and then the subsequent PhI of the SdH oscillations with
increasing DC current (Appendix A). As the zero-field re-
sistance is largely determined by the nMR in our narrow
Hall bar, we found that a fit of the SdH oscillations was
essential to determine the appropriate resistance (R0)
needed to estimate the mobility (Appendix A). We con-
firmed that the nMR can be explained purely as a bal-
listic effect with a numerical simulation (Appendix B).
From fits of the HIROs, we extracted the effective elec-
tronic width of the Hall bar Weff ∼ 11 µm. We also
found that the quantum lifetime determined from anal-
ysis of the SdH oscillations at zero DC current, τSdHq ,
does not match the quantum lifetime determined from
analysis of the HIROs at finite DC current, τHIROq . The
factor of two to four difference deserves further attention
and would suggest a more careful theoretical treatment
of HIROs at low temperature is needed. This also im-
plies that HIROs, which is a non-linear effect, cannot be
used in a direct way to infer the quantum lifetime in the
linear regime (from SdH oscillations). Unexpectedly, a
HIRO-like feature nestled between the first- and second-
order HIRO maxima was observed with an effective index
M=1.44±0.04. The origin of this feature is not under-
stood at present.

A major part of our work here has demonstrated the
growing influence of hydrodynamics brought about by
applying a DC current, rather than changing the temper-
ature as more commonly employed [77, 90, 91], to reduce
the electron-electron scattering length lee to the point
that this length becomes comparable to or even smaller
than Weff . For a DC current of ∼ 10 µA, we determined
lee ∼ Weff ∼ 11 µm. DC current-induced hydrody-
namics complements temperature-induced hydrodynam-
ics [90]. The current-induced case is a non-linear process,
where the electron distribution is pushed strongly out of
equilibrium, while in the temperature-induced case the
electron distribution is thermal (and transport is linear),
but it also increases the population of phonons [91], which
reduces the carrier mobility and eventually suppresses
hydrodynamic behavior. From a detailed analysis of the
data within a -10 mT to +10 mT window, we isolated
the growing hydrodynamic contribution to both the dif-
ferential longitudinal and transverse (Hall) resistivities
with increasing DC current. For the former (latter) the
signature was found to be a growing “dip” (a change in
sign of the slope) at zero field. We quantified the hy-
drodynamic corrections using a perturbative method. In
theoretical works such as those in Refs. [66, 71], the mag-
netoresistance in the hydrodynamic and ballistic regimes
is modelled for linear transport, whereas a full model that
incorporates non-linear transport relevant to our experi-
mental situation merits investigation.

We stress that the 2D phase diagram we measured
for an ultra-high mobility 2DEG offers more than just
a means to investigate the constituent transport regimes
in isolation. The global view looking at all the trans-
port regimes together has provide new information and
perspective. For example, the nMR and hydrodynamic
regimes occupy the same region in the phase diagram
and so the nMR must be considered when analyzing the
hydrodynamic component; the electron temperature es-
timated from SdH and PhI is relevant to the discussion of
the hydrodynamic regime; quantities such as the quan-
tum lifetime extracted from SdH and HIROs regimes,
presumed to be the same, are found to be significantly
different; and a high-resolution phase diagram can show
features such as the “1.5” feature in the HIROs regime
that would be easy to miss if only a limited number of
data traces were taken.

In the measurements described, the maximum DC cur-
rent applied was limited to 10 µA and the tempera-
ture was fixed at the base temperature of the dilution
refrigerator. Higher DC current and higher tempera-
ture could enhance further hydrodynamic corrections and
bring other phenomena in to play [91]. Measurement of
differential resistivity maps as we have demonstrated here
at low magnetic field is a powerful and convenient ap-
proach to probe numerous phenomena. We also draw at-
tention to a recently published and complementary work
on hydrodynamic transport in a GaAs/AlGaAs ultra-
high mobility 2DEG although the DC current depen-
dence and Hall resistivity were not investigated [92].
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APPENDIX A: SHUBNIKOV-DE HAAS
OSCILLATIONS AND PHASE INVERSION

SdH oscillations arise from B-field induced LLs and
the oscillating density-of-states (DOS) at the Fermi level
[93–96]. For an extensive review of SdH oscillations see
Ref. [3]. In the small B-field regime the SdH oscillations
in the resistance Rxx = Vxx/I (which is equivalent to
rxx in the limit of zero DC current) can be analytically
described by the conventional Ando formula[97, 98]:

∆Rxx = 4R0DT cos

(
2πEF
~ωc

− π
)

exp

(
− π

ωcτq

)
, (A1)

where ∆Rxx is the SdH oscillation amplitude, R0 is the
zero-field resistance, and DT is the thermal damping fac-
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Figure 9. (a) Resistance Rxx versus B trace. Here Rxx is taken to be rxx at IDC=0 µA, and for this particular measurement
where the B-field is swept at 1 mT/min the AC excitation current is 40 nA. At low B-field, there is strong negative magnetore-
sistance up to field BW ∼10 mT as discussed in Sec. III and in Appendix B. Bq=33 mT is related to τq and is defined in Sec.
III. (b) SdH oscillation amplitude ∆Rxx determined from panel (a) plotted versus filling factor (ν ∝ 1/B). The black line is
the data, fitted to Eq. (A1), red line, with obtained parameters n=2.0 × 1011 cm−2, R0=11.4 ± 0.6 Ω, and τq=11.5 ± 0.3 ps.
ν=400 corresponds to B=21 mT.

tor:

DT =
XT

sinh(XT )
, XT =

2π2kBT

~ωc
. (A2)

Here kB is the Boltzmann constant, ~ is the reduced
Planck constant, and T is the bath temperature. In the
phase diagram in Fig. 2, the SdH oscillations exhibit
two notable features. First, the SdH oscillation ampli-
tude decreases with increasing DC current, and second,
an inversion of the SdH oscillation extrema occurs on
increasing the DC current further. By fitting the experi-
mental SdH oscillation data to Eq. (A1) it is possible to
extract the electron concentration, the quantum lifetime,
the amplitude (4R0), and the current dependence of the
electron temperature Te. Note the use of Te instead of T
has been shown [20, 99] to be essential to describe the de-
crease of the SdH oscillation amplitude and the PhI with
increasing DC current. We emphasize that for our nar-
row HB device, there is pronounced nMR around B=0 T
[see Fig. 9(a)], and whether one can simply equate R0 in
Eq. (1) for the SdH oscillations [100] with R(B=0 T), the
measured value of the zero-field resistance, in this case
is important since this impacts the determination of the
mobility.

At IDC=0 µA, by fitting the SdH oscillations in Fig.
9(a) to Eq. (A1), we obtain parameters n=2.0 × 1011

cm−2, R0=11.4 ± 0.6 Ω, and τq=11.5 ± 0.3 ps. For our

Figure 10. Colorscale plots showing PhI of the SdH oscillation
amplitude ∆rxx in rxx data near 0.2 T (a), and a simulation
of the data (b). The simulation is generated from Eq. (A3).

experimental conditions, it is possible to detect SdH os-
cillations up to filling factor ν=2π~n/eB of 400 [see Fig.
9(b)]. Strongly note that the value of R0 as determined
from SdH is significantly lower than the measured resis-
tance at B=0 T [R(B=0)=43 Ω], indicating that the phe-
nomenon of nMR near zero field is independent from the
SdH oscillation effect. Consequently, without accounting
for the presence of the nMR (and the double-peak fea-
ture superimposed on top of the nMR), taking theR(B=0
T)=43 Ω value rather than the fitted value of R0=11.4 Ω
relevant to the SdH oscillations, the estimated mobility
would be lower than the bulk mobility by almost a factor
of four [101]. We note in our study R0 is close to the bulk
resistance, whereas in other experiments [102] the value
of R0 extracted from SdH oscillations does not necessar-
ily correspond to the resistance at zero field, i.e., for our
situation the assumption implicit in the Ando formula
that the B-field dependence of the DOS is sinusoidal in
nature to first-order is justified.

Away from IDC=0 µA, the SdH oscillation amplitude
decreases, and eventually PhI occurs- see Figure 10 where
this takes place at ∼ 0.2 µA near 0.2 T. PhI whereby the
extrema of the SdH oscillations invert with increasing DC
current was discussed theoretically in Refs. [4, 103], and
has been reported experimentally for high mobility semi-
conductor 2DEGs [20, 24, 76, 104–106], and for graphene
[99]. For rxx, PhI with increasing DC current can be
explained by an electron heating model in terms of the
following relation[20]:

∆rxx = ∆Rxx + IDC
∂∆Rxx
∂Te

∂Te
∂I

, (A3)

derived from ∆rxx=d(∆RxxI)/dI, where ∆rxx is the
SdH oscillation amplitude in the differential resistance,
and ∆Rxx is the magnetoresistance described in Eq.
(A1). The term ∂∆Rxx/∂Te introduces oscillations
shifted by a phase of π that dominate at larger IDC .
At higher Te, the damping factor D(T ) from Eq. (A2)
decreases the amplitude of the SdH oscillations. Taken
from the data set shown in full in Fig. 2, Fig. 10(a) shows
∆rxx near 0.2 T. Figure 10(b) shows a simulation of the
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experimental data obtained with Eq. (A3). The simu-
lation assumes the electron temperature is a fitting pa-

rameter of the form Te(IDC)=T0 +αIβDC , where T0=0.04
K is the expected electron temperature at zero current,
and α and β are constants. The empirical dependence
of the electron temperature with DC current is found to
be Te(IDC)=T0 + 1.0I0.65DC where IDC is in µA. To obtain
the parameters α and β, a Monte Carlo approach is used
as both Te and ∂Te/∂I need to be fitting parameters in
the model. We find β ∼ 0.65 consistent with the value
reported in previous work by Studenikin et al. [20] in an
InGaAs/InP QW HB device with a much smaller carrier
mobility of 1.9 × 105 cm2/Vs. This demonstrates that
electron heating is also an important mechanism for PhI
in very high mobility HB devices in the large filling factor
regime.

APPENDIX B: NEGATIVE
MAGNETORESISTANCE

nMR is commonly observed in high-mobility 2DEG
Hall bar devices, [50, 59, 107–116] and narrow micron-
sized quantum devices such as quantum wires and quan-
tum point contacts [117–121]. nMR can arise from dif-
ferent effects. In one limit, nMR is often associated with
weak localization (WL), see for example Refs.[109, 122,
123], which is due to coherent back-scattering with impu-
rities, when the mean free path is small compared to the
phase coherence length. nMR also occurs in the oppo-
site (ballistic) regime, when the mean free path is larger
than the Hall bar width and the distance between voltage
probes, and coherent back-scattering is negligible, see for
example Refs. [59, 107–109, 112–115]. Our Hall bar is in
this regime, and so the strong nMR we observe in Fig. 9
arises from the ballistic effect.

For a fully ballistic conductor with lateral confine-
ment, the nMR is a direct consequence of the non-zero
resistance due to the finite number of quantum chan-
nels. In the limiting case, where there is no electron
scattering, the two-terminal resistance is simply given by
R2T = h/gse

2N , where h is the Planck constant, gs = 2
is the spin degeneracy, and N is the number of quantum
transmission channels. For a confinement potential V (y)
in the transverse direction, the number of channels can be
found by using the Bohr-Sommerfeld quantization rule:

N =
2

h

∫ y2

y1

pdy. (B1)

Here p =
√

2m∗(EF − V (y)) is the quasi-classical mo-
mentum, and y1 and y2 are the boundaries where p is
real. For a hard wall confinement potential of width W
(y1 = −W/2 and y2 = W/2), and without a B-field,
this leads to the well know expression N = WkF /π,
where the number of channels is twice the width di-
vided by the Fermi wave length. In the presence of
a B-field, N is reduced due to Landau quantization,

and the quasi-classical momentum is now given by p =√
2m∗(EF − V (y))− (eBy)2. For a hard-wall confine-

ment potential, Eq. (B1) can be evaluated directly and
one obtains:

N =
WkF
π

f

(
W

2rc

)
;

f(s) =
1

2

(√
1− s2 +

arcsin s

s

)
.

(B2)

Equation (B2) is a generalization to the approximate ex-
pression obtained by Glazman and Khaetskii[124], who
considered the two limits W � 2rc and W � 2rc sepa-
rately. In these two limits both expressions coincide. For
a smooth confinement potential, N can be obtained by
evaluating the integral in Eq. (B1) numerically.

For instance, if we now consider, as depicted in the
inset to Fig. 11, an exponential depletion potential of
the form:

V (y) = U0(e
−|y−y1|/ld + e−|y−y2|/ld), (B3)

with ld the depletion length, and U0 the barrier potential,
we can compare the numerically obtained conductance,
assuming no diffuse scattering (in the bulk or at the edge
of the Hall bar), with Eq. (B1). Both are in excellent
agreement as shown in Fig. 11. The most distinctive fea-
ture is the rapid decrease of the number of transmission
channels with increasing B-field. The characteristic field
BW for the rapid decrease is given by W=2rc for which
the slope of N(B) is maximal. Our simple model there-
fore can explain the strong nMR observed in Fig. 9(a).
However, note that BW here is closer to the maximum of
N(B), while in Fig. 9(a), BW is further down the side of
the nMR. In the Hall bar measured, this is likely due to
the presence of diffuse scattering, and the voltage probe
regions, both of which are neglected in the simple model
and the numerical simulation. Indeed, for a Hall bar in
the strong ballistic regime, scattering is dominated by
scattering off the openings to the voltage probes along
the sides, since no scattering would lead to a zero four-
terminal resistance. Scattering from the voltage probes
is proportional to N , hence the four-terminal resistance
will show a similar B-dependence as N(B), leading to the
observed nMR. Moreover, in ballistic narrow Hall bars,
the two-terminal resistance at B = 0 T is bounded by
the number of conducting channels, i.e., R > h/2e2N
(R > 16 Ω in our Hall bar), regardless of the scattering
potential and Hall bar aspect ratio. As a consequence,
the transport mobility (or transport lifetime) cannot be
extracted from the measured resistance at B = 0 T when
nMR is present but only from a fit of the SdH oscillations
as discussed in Appendix A.

In addition to the nMR we also observe a dip at B = 0
T leading to the distinctive double-peak feature seen in
Fig. 2(e). The double-peak feature has been reported
in recent experiments on narrow channels in 2D met-
als [61], and nanowires in graphene [125], and was at-
tributed to ballistic transport. The double-peak feature



15

Figure 11. Calculated number of transmission channels, N
(proportional to the conductance) as a function of B-field for
different values of the sidewall depletion length, ld in µm. The
lines are obtained using Eq. (B1), while the open dots are ob-
tained by computing the two-terminal transmission numeri-
cally using a discretized Schrödinger equation with two semi-
infinite leads. The crosses indicate the B-fields BW where
W = 2rc. Here a width of W = 11 µm is assumed, and we
have taken U0 to be 20 meV. Inset: calculated depletion po-
tential for a section through the Hall bar for different values
of ld. ld=0 µm corresponds to a hard-wall potential.

has also been discussed elsewhere both theoretically [66]
and experimentally [43, 125, 126], where the peaks were
reported to occur at W'0.55rc. For our Hall bar de-
vice, we infer Weff '0.65rc from the position of the two
peaks in the double-peak feature at zero DC current (B∼
±4.7 mT). In the calculation displayed in Fig. 11 no
double-peak feature is visible. We found that whether a
double-peak feature appears in a calculation or not de-
pends sensitively on the details of the boundary scatter-
ing assumed, and is more prominent with diffuse scat-
tering on the edge along the Hall bar channel [118]. For
the calculation relevant to Fig. 11 we assumed no dif-
fuse scattering at the edge nor in the bulk. We strongly
note that because we are in the regime W � lmfp ∼
145 µm, the nMR and double-peak feature we observe
are ballistic in origin and do not arise from a combina-
tion of WL and weak anti-localization (WAL)[127]. In
GaAs/AlGaAs hetero-structures spin-orbit interaction is
weak, and even in the case of a moderate mobility 2DEG
where WL and WAL have been observed to co-exist, the
resulting double-peak feature is tightly confined within
±0.1 mT of zero field [128].
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