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Employing an autocorrelation analysis of angle resolved photoemission spectroscopy (ARPES)
data, we have investigated the evolution of the joint density of states (JDOS) in the pseudogap (PG)
phase of slightly underdoped Bi2Sr2CaCu2O8+δ (Bi2212) cuprate high temperature superconductors
(HTSCs) for different temperatures (T ’s) and carrier concentrations (δ’s). Our JDOS analysis show
that the Fermi arcs expand with increasing T at a fixed δ and with increasing δ at a specific T .
Qualitatively, these observations are consistent with the theoretical scenarios of the pseudogap phase
being a phase incoherent d-wave superconductor, in which the Fermi arcs are described in terms of a
subtle balance between temperature-dependent lifetime broadening of the single-particle excitations
and the magnitude of the pairing gap.

PACS numbers:

Introduction

Central to the microscopic theory of cuprate HTSCs is
unveiling the low-energy electronic excitations in the PG
phase, where the electronic density of states in the vicin-
ity of the chemical potential is suppressed even above
the superconducting (SC) critical temperature (Tc)

1–11.
Theoretical models of the PG phase can be distilled into
two broad categories: (i) the PG state is a precursor
to the SC state12–17, and (ii) the PG state corresponds
to some broken symmetry phase that is unrelated to
superconductivity18–26.The precursor pairing and com-
peting order parameter scenarios for the PG state are
naturally related to the so-called “one-gap” and “two-
gap” pictures of the energy gap below Tc, respectively.
While the energy gap below Tc along the entire Fremi
surface is of SC origin in the “one-gap” picture, it sup-
posedly corresponds to different order parameters along
different parts of the Fermi surface in the two-gap pic-
ture. More specifically, in the two-gap picture, the energy
gap close to the node is of SC origin, while it is connected
to some other type of electronic order unrelated to super-
conductivity near the antinode.

A series of ARPES studies have revealed that, while
the electronic states in the vicinity of the zone boundary
are gapped below PG temperature T ∗27,28, extended re-
gions centered at the zone diagonals, commonly known as
the Fermi arcs, are gapless6,10,27. In this manuscript, we
have referred energy gap anywhere along the underlying
Fermi surface above Tc as pseudogap. Despite detailed
studies, the mechanism behind Fermi arcs remains one
of the most controversial topics in the field. In the com-
peting order parameters scenario, these Fermi arcs are
pockets due to a reconstruction of the Fermi surface and
they appear as arcs only because the high momentum
side of the pocket has very weak intensity due to spe-
cific forms of the coherence factors. On the other hand,
in some of the precursor pairing models, the Fermi arc

is essentially a gapless paired state due to smearing of
the energy gap induced by the broadening of the single
particle spectral function28,29.

Knowledge of how the Fermi arc length changes with
T and δ can provide critical insights to distinguish be-
tween above-described contrasting scenarios of the PG
phase. For instance, a T -dependent Fermi arc length will
most likely be incompatible with a density-wave-driven
mechanism for the PG phase. Despite a large volume
of ARPES studies, the evolution of the Fermi arcs with
changing T and δ is yet to be entirely settled. Some
of these experiments27,30,31 concluded Fermi arcs to be
strongly T -dependent, while there are also reports32,33

implying practically T -independent arcs. Additionally, a
number of other ARPES studies have suggested possible
pocket formation in the PG phase34–40. Similarly, results
based on Scanning Tunneling Spectroscopy (STS) exper-
iments regarding the formation of Fermi arcs are also not
conclusive. For instance, while a number of STS exper-
iments indicate competing order parameter scenario of
the PG phase41–45, there are a few other STM works46,47

rendering support to the precursor pairing models.
ARPES investigations of the Fermi arcs, so far, have

predominantly been conducted by focusing directly on
the single-particle density of states (SDOS) intensity
maps. In our earlier works48,49, we demonstrated how
joint density of states (JDOS) patterns can be used to
identify even subtle features the of low-energy electronic
excitations both in the PG and SC states. Moreover,
octet model has been reported to be by and large success-
ful in the interpretation of the Fourier transform scanning
tunneling spectroscopy (FT-STS) data at least in the
optimal-doped and moderately underdoped samples48–58.
Consequently, JDOS analysis can potentially offer a
bridge between real- and momentum-space spectroscopic
techniques. There are, however, studies59–61 which go
beyond the Octet model towards the decsription of FT-
STS patterns. Moreover, some of the JDOS studies58
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reported discrepancy between gap symmetry obtained
from ARPES and STS data, especially in the underdoped
regime. Here, our plan is to exploit the unique capability
of the autocorrelation analysis in terms of unveiling sub-
tle spectral features from the ARPES data, that may not
be easily discernible from the SDOS maps, to interrogate
T - and δ-dependence of the Fermi arc contours.

The peaks of a constant energy (ω) JDOS map relate
to the momentum separations (q’s) between regions with
high spectral intensities of the SDOS map at that fixed
value of ω48–53. As has been elaborated in our earlier
works48,49, the autocorrelation function (defined in Eq.
1) of an SDOS map at a fixed ω can be mapped to the
JDOS map at the corresponding ω. These works have
also demonstrated that the peaks of a JDOS map (for
ω < antinodal energy gap ∆0) at a constant ω relate
predominantly to the q’s separating edges of the SDOS
map at that specific ω both in the PG and SC states.
Consequently, the variation of |q| associated with a spe-
cific peak of a constant ω JDOS map with changing T
and δ will capture the associated modifications in the
Fermi arc lengths. In this work, we mainly consider q
vectors along the Cu-O bond direction, i.e., q1 and q5 as
referred in the octet model51–53.

Our findings are as follows: |q1 | gets shorter and |q5 |
gets longer as T (δ) is increased at a fixed δ (T ). Collec-
tively, these will imply that the extensions of the Fermi
arc contours in the PG phase depend upon T and δ—
more specifically, the Fermi arcs expand with increasing
T (δ) at a given δ (T ). By comparing with the JDOS
patterns simulated from a model of disordered d-wave
superconductor, we further show that he subtle balance
between T -dependent spectral broadening Γ above Tc
and the strength of pairing correlations quantified by ∆0,
can provide a possible phenomenology of the Fermi arcs
at least in optimally doped and moderately underdoped
cuprate HTSCs.

Results

Our present work is based on ARPES data from two
underdoped Bi2212 single crystals — one of them is with
Tc ∼ 80 K (labeled UD80) and the other with Tc ∼ 85
K (labeled UD85)– and a thin film sample with Tc ∼ 67
K (labeled UD67). The results of our ARPES experi-
ments and simulations will be organized as follows. In
Sec. A, we will briefly discuss general ideas on the au-
tocorrelation analysis and the relation between autocor-
relation and JDOS maps. The experimental data on T
and δ dependence of the JDOS of underdoped Bi2212
cuprate HTSCs will be described in Sec. B and C, while
we will make an effort to rationalize these results using
a broadened d-wave picture of the PG phase in Sec. D.
Finally, we will interrogate the evolution of the length of
the Fermi arcs as a function of δ and T from that of the
autocorrelation features as a function of δ and T .

A. Connection between Autocorrelation and JDOS
patterns

A constant energy ARPES intensity map represents
ARPES data I(kx, ky, ω), where the electronic energy ω
is referenced to the chemical potential, and kx, ky are the
x- and y-components of the in-plane momentum vector k.
Such an intensity map describes the k-resolved SDOS at
that fixed value of ω. It should be noted that we haven’t
factored out the effect of Fermi function from these maps.
We, however, would like to note that this doesn’t cause
any issue to the current analysis since we will only con-
sider elastic autocorrelations. Fig. 1a displays the SDOS
map for the UD80 sample in the SC state (T=40 K) for
ω=0 meV. It shows characteristic banana-shaped con-
tours centered at the nodes and with strongly peaked in-
tensities close to the banana tips due to large value of the

curvature of the dispersion, i.e.,

∣∣∣∣∣ 1

∆k ω(k)

∣∣∣∣∣. These con-

tours expand with increasing |ω| due to d-wave SC energy
gap and strong momentum anisotropy of the underly-
ing electronic structure in cuprate HTSCs. A one-to-one
mapping between the autocorrelation function C(q, ω)
and the momentum-resolved JDOS has been elaborated
in our earlier works48,49, where C(q, ω) is defined as fol-
lows:

C(q, ω) =
∑
kx,ky

I(kx, ky, ω)I(kx + qx, ky + qy, ω), (1)

such that q = (qx, qy) is the momentum transfer and
the momentum sum is over the first Brillouin zone. Be-
cause of the specific shape of the SDOS maps as de-
scribed above, eight q vectors qi (i = 1, 2, · · · , 8) (Fig.
1a) dominate the C(q, ω) intensity maps at each ω for
|ω| ≤ ∆0.Two of these vectors,namely q8 and q4, are
identical due to the underlying symmetry of the system.
In Fig. 1b, we show C(q, ω) for the UD80 sample in the
SC state. Each qi (i = 1, 2, · · · , 7) as in the octet model
can be identified in Fig. 1b, but here we only point to a
few of them for visual clarity.

B. Temperature-dependent JDOS patterns in the
PG state

Temperature-dependent Fermi arcs and corresponding
JDOS maps in the PG state of the UD80 sample are dis-
played in Figs. 1c–1f, where Figs. 1c–1d correspond to
T = 110 K and Figs.1e–1f to T=200 K, respectively. In
this connection, we note that the SDOS map at ω = 0
meV at a given T > Tc, represents the Fermi arc at that
specific T . A comparison of Figs. 1d, 1f with Fig. 1b
highlights similarity between JDOS patterns in the PG
and SC states. This is consistent with our finding in our
earlier work48, where we showed that at temperatures
both below and above Tc, the peaks of a JDOS map at a
fixed ω of can be tied to the q’s separating edges of the
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FIG. 1: Temperature-dependent Fermi arcs, autocorrelation maps, and symmetrized EDCs at various Fermi momenta for the
UD80 sample. SDOS map and the corresponding JDOS map at ω =0 meV for T=40K are shown in (a) and (b), respectively.
(c), (d) same as (a), (b) but with T = 110 K. (e), (f) same as (a), (b) but with T = 200 K. Variois q’s as per Octet model
are shown in (a). (g) JDOS line cuts in the (qx, 0) direction at ω=0 meV forthe UD80 sample at 40 K (blue), 110 K (red),
and 200 K (green). Curves are offset for visual clarity. (h) Approximate locations of the Fermi momenta associated with the
symmetrized EDCs plotted in (i) are shown on the schematic plot of the Fermi surface.

single-particle density of states (SDOS) intensity map at
that specific ω—in other words, there is no qualitative
difference between the JDOS patterns below and above
Tc. We analyze the evolution of the q vectors with T in
the PG state by concentrating specifically on q1 and q5.
To this end, we plot the JDOS line cuts along the (qx,
0) direction for ω = 0 meV as shown in Fig. 1g. Evi-
dently, with increasing T , |q1| becomes shorter and |q5|
becomes longer, indicating a lengthening of the Fermi arc
in the PG state with increasing T . We would like to point
out that the momentum separation (∆qω=0) between the
peaks associated with q1 and q5 at ω = 0 mev is finite
below Tc. This may seem to represent a Fermi arc even
below Tc since the presence of a node in the supercon-
ducting gap should have been manisfeted as ∆qω=0 = 0
for ω = 0 We believe that this apparent inconsistency is
predominantly a result of finite energy resolution, which
we further examine using temperature-dependent mea-
surements below Tc in Fig. 2.

The above observations regarding the T dependence
of the Fermi arcs can also be corroborated from ARPES
energy distribution curves (EDCs) (Fig. 1i), where an
EDC is a plot of I(kx, ky, ω) as a function of ω at a spe-
cific momentum location (kx, ky). For brevity, we display
EDCs only at three points on the Fermi surface as indi-
cated in Fig. 1h. We have symmetrized the EDCs to
approximately remove the effect of the Fermi function
from the data. Point 1 corresponds to the node and the
EDC at this point is expectedly gapless at each temper-
ature, which is evident from the presence of a peak at ω
= 0 meV. At point 2, in between the node (point 1) and
the antinode, the spectrum at 40 K is gapped as expected
from the fact that d-wave superconducting energy gap is
finite away from the node, while the data at higher tem-
peratures are ungapped. The presence of an energy gap
in the SC state is revealed by the double-peak structure
of the symmetrized EDC at 40 K. This implies that the
gapless point node in the SC state turns into an extended
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FIG. 2: Temperature evolution of the SDOS and JDOS intensity maps for the UD67 sample. (a) SDOS map (plotted only in
a single quadrant for visual clarity) at ω=0 meV for the UD67 sample at 22 K, 62 K, 80 K, and 120 K. JDOS patterns at (b)
22 K and (c) 80 K. (d) Temperature-dependent cuts through the JDOS patterns at ω=0 meV along the (qx, 0) direction.

gapless region, i.e., a Fermi arc, at 110 K and this Fermi
arc persists at higher temperatures. Finally, at point 3,
between point 2 and the antinode, the spectra at 40 K
and 110 K are gapped, while it is ungapped at 200 K. In
other words, point 3 lies beyond the arc at 110 K, but
within the Fermi arc at 200 K. This is consistent with
the JDOS analysis, in which the Fermi arcs are found
to become progressively larger with increasing temper-
ature in the PG state. In several published works, the
lengthening of the Fermi arc with increasing T in the PG
state has been interpreted via T -dependent enhancement
in spectral broadening (Γ)28,29,62. This can be realized
from Fig.1i, in which a monotonic increase in Γ of the
symmetrized EDCs with increasing T can be easily rec-
ognized even without a quantitative analysis.

We present a similar data analysis for the UD67 sam-
ple in Fig. 2. In addition to providing an opportunity
to compare with the results presented in Fig. 1, the
data from the UD67 sample as a function of tempera-
ture through Tc also helps us to examine the impact of
energy resolution on JDOS analyis. The effect of energy
resolution is expected to impact results especially at low
temperatures (particularly below Tc), where the spectral
features are quite sharp. Fig. 2d presentes data similar
to that in Fig. 1g. As in Fig. 1g, ∆qω=0 here is also

finite even below Tc. However, ∆qω=0 as a function of
temperature below Tc remains almost the same. But it
increases discontinuously as the temperature is increased
slightly above Tc and increases monotonically with fur-
ther increase in temperature. Therefore, the temperature
dependence of ∆qω=0 above Tc is qualitatively different
from that below Tc. In other words, the appearance of
a Fermi arc below Tc is predominantly an energy resolu-
tion issue, while it is an intrinsic feature above Tc. In this
context, the presence of a node in the superconducting
gap is a characteristic feature of d-wave order paraemeter
in cuprate HTSCs, which has been established via differ-
ent experimental probes at least in the doping range of
the current study. In short, the results from the UD67
and UD80 samples in the PG state are overall consistent
with each other–(i) The JDOS patterns below and above
Tc are qualittaively same, and (ii) ∆qω=0 = 0 grows with
increasing temperature (Fig. 2d and Fig. 1g).

C. Carrier Concentration-dependent JDOS
patterns

We now explore the evolution of the JDOS patterns
with changing δ at a fixed T . To this end, we compare
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FIG. 3: Carrier concentration dependence of Fermi arcs based on JDOS maps. (a) Fermi arc, i.e., SDOS map at ω = 0 meV,
for the UD80 sample at 110 K. (b) JDOS map obtained from autocorrelation of the SDOS map in (a). (c), (d) Same as (a), (b)
but for the UD85 sample at 120 K. (e) JDOS line cuts in the (qx, 0) direction for the UD80 (blue) and UD85 samples (red).
(f) Approximate momentum coordinates of the EDCs plotted in (g) are shown on the schematic plot of the Fermi surface. (g)
Symmetrized EDCs from the UD80 (blue) and UD85 (red) samples at points straddling the Fermi arc tip of the UD80 sample
(black triangles 1 and 2 in (f), respectively).

data from the UD80 and UD85 samples at T ∼ 110 K
in Fig. 3. Fig. 3a displays the Fermi arc, i.e., SDOS
map at ω = 0 meV from the UD80 sample at T = 110
K, while Fig. 3b shows the corresponding JDOS map.
Likewise, Figs. 3c, d show the Fermi arc and JDOS maps
of the UD85 sample at 120 K. The two vertical dashed
lines in Figs. 3b, d compare |q1| and |q5| of these two
samples at ω = 0 meV. In comparison with the UD80
sample, |q1| and |q5| for the UD85 sample are smaller
and larger, respectively. This is more clearly visible in
the plots of the line cuts of C(q, ω) maps in Fig. 3e
along (qx, 0) direction, i.e., along the bond direction. It
can be easily verified that |q1| (|q5|) of UD85 sample is
smaller (larger) compared to that of the UD80 sample.
We would like to point out that the observed change in
|q5| is more prominent compared to that of |q1| because
of the topology of the SDOS maps. The dashed vertical
line in Figs. 3a, c indicates that a similar conclusion, i.e.,
increasing Fermi arc length with increasing δ at a fixed
T , can also be reached from a direct comparison of the
SDOS maps of the UD80 andUD85 samples.

To elucidate the origin of this δ-dependence, we now
compare the symmetrized EDCs from the UD80 and
UD85 samples at similar temperatures (110 and 120 K,
respectively), at the two points indicated in Fig. 3f. At
point 1, closer to the node, the spectra are gapless, mean-
ing that point 1 resides on the Fermi arc of both samples.

Moreover, just from visual inspection, it can be seen that
the EDC from the UD80 sample is broader than that
from the UD85 sample. At point 2, the EDC from the
UD85 sample remains gapless, while the EDC from the
UD80 sample is gapped. In other words, point 2 resides
outside the Fermi arc of UD80. This is consistent with
the fact that the arc is longer for the UD85 sample. It
is worth noting that unlike in Fig. 3, the lengthening of
the Fermi arc here cannot be attributed to an increase in
Γ because the spectra from the UD80 sample is broader
compared to that from the UD85 sample (Fig. 3g). In
other words, the Fermi arc lengths in samples with dif-
ferent δ cannot be described by Γ alone, the magnitude
of ∆0 also needs to be included—∆0 of UD85 sample is
smaller than that of the UD80 sample. More precisely,
the Fermi arc length depends on the relative magnitude
of Γ with respect to ∆0, which we will examine in Sec. D
using a life-time broadened d-wave model28,29 for the
PG phase. In passing, we would like to comment that
it is not straightforward to reconcile the observation of
temperature-dependent Fermi arc length with complet-
ing order parameter scenarios, rather it appears to be
naturally consistent with an incoherent SC order param-
eter interpretation for the PG state in which the Fermi
arc originates due to smearing of the pairing gap induced
by spectral broadening. We elaborate this in Section. D
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FIG. 4: Simulated SDOS and corresponding JDOS maps as a function of the broadening parameter Γ in the broadened,
d-wave model. (a), (b) Calculated SDOS at and corresponding autocorrelation map for Γ = 5 meV. (c) Cuts through the
autocorrealtion map in (b) along the direction (qx, 0) for eneries in the range (0, 80) meV, separated by 2 meV intervals.
(d)–(f) Same as (a)–(c), but with Γ = 20 meV. (g), (h) Same as (a), (b), but with Γ = 35 meV. (i) Spectral gap versus Fermi
surface angle for five different values of Γ. All intensity maps in (a), (b), (d), (e), (g), and (h) were calculated at ω = -20 meV.
In (c), the blue, red, and purple curves correspond to |ω| = 0, 20 and 50 meV, respectively. In (f), the blue, red, and purple
curves correspond to |ω| = 0, 20 and 46 meV, respectively. Throughout this figure, ∆0 = 50 meV.

D. Simulated JDOS patterns based on a broadened
d-wave model

Here, we will discuss our results in the context of a
broadened, d-wave model of the PG phase. We will con-
sider the following Green’s function28:

G−1
k,ω = ω − εk = iΓ− ∆2

k

ω + εk + iΓ
, (2)

where ∆k = ∆0

2 (cos kx − cos ky) is the d-wave gap, εk
is a tight binding fit to the Bi2212 dispersion57, and Γ
represents the effective broadening of the single-particle
excitations. In a more rigorous approach, we should have
separately considered intrinsic broadening and thermal
broadening. Our aim, however, here is to adopt a min-
imal model and thus, we have used a single broaden-

ing parameter Γ to take both into account. Typically, a
very small value of Γ, representing intrinsic broadening,
is used to describe the SC state with no disorder. We
note that the nodal structure will vanish for any finite
value of Γ and thus, an arc will emerge even in the SC
state. This is clearly an artifact since there is no Fermi
arc in the SC state at least in the moderately underdoped
regime. We, however, would like to emphasize that this
is not an issue for the current analysis since we are in-
terested in the PG state—in particular, our focus is to
observe what happens to the extent of the gapless regions
along the Fermi surface with increasing Γ. Nevertheless,
the arc-like region in the SC state can be made infinites-
imally small by selecting a very small value of Γ. We
noticed that for the parameters used in the current case,
2 meV is a reasonable magnitude of Γ so as to ensure
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FIG. 5: Effect of ∆0 on JDOS maps in the broadened d-wave model. (a), (b) JDOS patterns obtained from autocorrelation
of Eq. 2 with ∆0 = 40 meV and 60 meV, respectively. (c) Horizontal cuts through (a) and (b) in the (qx, 0) direction. In all
panels, Γ = 20 meV and the ω = -30 meV.

t=T/T* t=T/T*

l(
t) (t)

(a) (b)

FIG. 6: Dependence of Fermi arc length on reduced temperature t. (a) and (b) show the plots of of λ(t) and l(t), respectively.
Blue circle correspond to the UD85 sample. Red triangles represent to the UD80 sample, while Green squares to the UD67
sample. The black dashed line is a linear fit to the data points representing l(t) in (b).

that there is no discernable Fermi arc in the SC state.

Intensity plots of (− 1
π Im Gk,ω) as a function of kx

and ky at a fixed ω represent k-resolved SDOS maps
at that specific value of ω. We show the SDOS map
at ω = -20 meV for Γ = 5 meV in Fig. 4a and the
corresponding JDOS map in Fig. 4b. The dispersion of
|q1| and |q5|with |ω| is shown in Fig. 4c, where we plot
cuts through the C(q, ω) map along the (qx, 0) direction
for various values of |ω|. The bottom, blue curve (at
ω = 0 meV) is characterized by a broad peak instead
of two separate peaks. This is due to the fact that the
spectral broadening makes it difficult to resolve the peaks
associated with q1 and q5. As the contours in the SDOS
maps expand with increasing |ω|, peaks corresponding
to q1 and q5 begin to disperse away from each other.
The purple curve in Fig. 4c corresponds to |ω| ∼ ∆0,
beyond which the dispersion of the q vectors is dictated
by the underlying band dispersion. As Γ is increased
from 5 to 20 meV the SDOS contours become longer, as

can be realized from a comparison of Figs. 4a and 4d.
Expectedly, the autocorrelation features become blurrier
with increasing Γ. Cuts through the C(q, ω) map along
the (qx, 0) direction for various values of |ω| in the case
of Γ = 20 meV are presented in Fig. 4f. As in Fig. 4c,
the separation of the peaks associated with q1 and q5

at ω = 0 meV (blue curve at bottom) is not visible due
to spectral broadening. Therefore, we compare the arc
length by focusing on the line cuts away from ω = 0 meV
so that the separation between peaks associated with q1

and q5 is clearly observable. Apparently, ω = -20 meV
works well for this purpose as in Fig. 4c and Fig. 4f. The
trend observed by increasing Γ from 5 meV to 20 meV
continues as Γ is further increased to 35 meV (Figs. 4g,
h). Fig. 4i shows the dependence of the energy gap on
the Fermi surface angle (Fig. 4g) for different broadening
values. The gap values were obtained by measuring the
peak-to-peak distance in the Energy Distribution Curves
(EDCs) on the Fermi surface10. Evidently, increasing Γ
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leads to larger Fermi arcs.
To explore how Fermi arc length depends on ∆0 in this

model, we fix the broadening parameter Γ and vary ∆0

as shown in Fig. 5. We plot the JDOS maps with Γ =
20 meV at ω = -30 meV, where peaks associated with
q1 and q5 are well separated. Fig. 5a and Fig. 5b show
the JDOS patterns for ∆0 = 40 and 60 meV, respectively.
The main qualitative difference between the two patterns
is the size of the four petal-shaped features surrounding
the center from the qx and qy directions. These are ev-
idently larger for the smaller gap. This, in turn, means
that |q1| (|q5|) becomes shorter (longer) with decreasing
∆0 at a fixed value of Γ. This is can be easily verfied from
the plot of the cut along the (qx, 0) direction through the
JDOS maps in Fig. 5a, b. In Fig. 5c, we compare these
cuts, which clearly show that |q1| becomes shorter with
decreasing ∆0, while |q5| becomes longer. Therefore, the
Fermi arc contours must be shrinking with decreasing
∆0. Thus, from the broadened d-wave model for the
Fermi arcs, we conclude that the arc length depends on
the balance between ∆0 and Γ.

E. Temperature dependence of Fermi arc length
from JDOS analysis:

In one of our previous works30, we showed that the
length of the Fermi arcs over an extended region of the
PG phase of Bi2212 HTSCs can be well approximated
by a linear function of the reduced temperature t, where
t is the ratio of the sample temperature T to T ∗. It is
instructive to explore whether such t dependence of the
Fermi arc lengths can be detected from the temperature-
dependent autocorrelation data. The present analysis
has access to five data points above Tc: two for the UD80
sample, one for the UD85 sample, and two for the UD67
thin film. We plot λ ≡ |q1|ω=0 for these data points as a
function of t in Fig. 6a. Note that we chose |q1| instead
of |q5| because the peak structure of q5 is substantially
broader. The uncertainties in |q1| come from the peak
widths in the horizontal cuts through the JDOS maps,
while the uncertainties in t come from the error bar in
determining T ∗. As to the estimation of T ∗, we em-
ployed two different methods. In the first method, we
considered the filling up of spectral gap at the antinode

using the following: L = 1−
( I(ω=0)
I(ω=−∆0)

)
, where I(ω = 0)

and I(ω = −∆0) are the ARPES intensities (after sym-
metrization) at the antinode for ω = 0 and ω = −∆0,
respectively. A linear extrapolation of L to zero provides
an approximation for T ∗. In the second method, we used
the empirical relation between the antinodal energy gap
∆0 and T ∗ as presented in Fig. 4b of63. Both methods
yielded T ∗ values in the range of 210-230 K for the UD80
sample. A single data point above Tc is available for the
the UD85 sample and consequently, we only employed the
second method, yielding T ∗ ∼140 K. For the UD67 sam-
ple, the L-analysis gave the estimated T ∗ ∼170-190K. As
can be seen from Fig. 6a, there is a monotonic decrease

of λ with increasing t, which in turn implies a monotonic
increase in Fermi arc length (l) with t. This is indeed con-
sistent with our earlier studies on the detailed doping and
temperature dependennce of l. For a direct visualization,
we have estimated l(t) from λ(t) and plotted it in Fig.
6b. The details of the method adopted for this estima-
tion is provided in section 2 of the supplementary section
64. As shown in Fig. 6b, l(t) to the first approximation
can be described by a linear function of t—l(t) seems to
fit well with a functional form a + b(t). Most likely, the
a term in l(t) is an effect of finite energy resolution. A
robust functional form of l(t) from the JDOS analysis
would indeed require substantially larger dataset, partic-
ularly from the PG phase in the lightly-doped region of
the phase diagram.

Conclusions

In conclusion, our JDOS studies on samples in the PG
state reveal that the Fermi arc lengths are T - and δ-
dependent. Using simulations, based on a broadened d-
wave superconducting picture for the PG phase, we show
that the above results can potentially be interpreted as
follows: (a) the increase/decrease in Fermi arc length at
a fixed δ with increasing/decreasing T is controlled by
Γ(T ); and (b) the variation of the Fermi arc length at a
fixed T as a function of δ can be interpreted in terms of
a balance between Γ(T ) above Tc and the strength of the
pairing correlations, quantified by the gap ∆0.

Methods

The ARPES data used in this work were collected
from single crystal samples of Bi2Sr2CaCu2O8+δ cuprate
HTSCs. Data were collected using 22 eV photon energy.
During data collection, the Cu-O bond direction was kept
parallel to the photon polarization. The samples were
cleaved in-situ at a base pressure of 5×10−11 Torr. Mea-
surements were carried out at the PGM beamline of the
Synchrotron Radiation Center in Madison, Wisconsin.
The energy resolution was∼15 meV for the UD85 dataset
and ∼25 meV for the UD80 dataset, and the momentum
resolution was ∼0.005 Å−1 along the multiplexing direc-
tion of the detector, and ∼0.025 Å−1 along the perpen-
dicular direction.The data were taken in the quadrant
of the Brillouin zone which contains the “Y” symmetry
point to minimize superlattice effects. The details of the
data analysis procedures to construct the SDOS maps
in the whole Brillouin zone was detailed in our previous
work48. For every binding energy ω0, ARPES intensi-
ties satisfying the condition I(k, ω0) < α ·max[I(k, ω0)]
were zeroed, to eliminate superlattice contributions and
increase the contrast of autocorrelation features. To al-
low for meaningful comparisons, the parameter α was set
to 0.4 for all autocorrelation calculations from ARPES
data. For the same reason, all data were normalized at
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300 meV binding energy. For the model calculations of
Fig. 3, we used α = 0.6, to eliminate the signal from
backfolded bands due to the Bogoliubov coherence fac-
tors.

A 2-D moving average smoothing (window size: 52 pix-
els) was applied to the intensity maps. Aside from nor-
malization and second-order light subtraction, the EDCs
presented in Figs. 1 and 3 are raw data, that is, no
thresholding nor background subtraction was performed.
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