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Pathways and energy barriers for the migration of Ga vacancies (VGa) and Ga interstitials (Gai)
in β-Ga2O3 are explored using hybrid functional calculations and the nudged elastic band method.
Considering β-Ga2O3 as primarily being an n-type semiconductor, we focus on defect charge states
relevant under such conditions: V 3−

Ga , Ga3+
i and Ga+

i . Notably, we describe a new mechanism by
which VGa can transform between its different split configurations. In all cases, the intermediate state
consists of a vacancy split between three Ga sites—a three-split vacancy—which enables passage
over a significantly lower energy barrier. This is because it avoids the unfavorable simple vacancy
at the tetrahedral Ga site. The proposed mechanism lowers the overall barrier for V 3−

Ga diffusion
along the [001] crystal direction from 1.73 to 0.97 eV, whereas the 2.08 eV barrier for the [100] and
[010] directions is unaffected. For Ga3+

i , we obtain similar overall migration barriers of 0.72, 0.80
and 1.02 eV for the [010], [001] and [100] directions, respectively. Ga+

i exhibits a strong preference
for diffusion within the large eight-sided channel; the overall migration barrier is 0.92 eV for the
[010] direction, and 2.16 eV for the [001] and [100] directions. The limiting step for the two latter
directions involves ionization of Ga+

i followed by a jump to an adjacent large eight-sided channel
as Ga3+

i . Our results are discussed in light of experimental observations of thermally activated
recovery processes in irradiated material.

I. INTRODUCTION

Monoclinic gallium sesquioxide (β-Ga2O3) is attract-
ing great interest as an oxide semiconductor, owing to
its unique combination of an ultra-wide band gap (∼4.9
eV[1]), high and widely tunable n-type conductivity [2],
and availability in the form of melt-grown single-crystals
and epitaxial layers [3, 4]. This makes it a highly attrac-
tive material for high-performance power electronics.

Studying intrinsic defect migration in semiconductors
is important both from a fundamental and technological
viewpoint. Not only does it constitute a basic mecha-
nism for matter transport, as in self-diffusion, but it also
plays a key role in the processes induced by radiation
damage. In addition, intrinsic defects serve as vehicles
for the migration of impurities. A thorough grasp of in-
trinsic defect migration is thus foundational to under-
standing impurity diffusion, which is key for controlling
dopant distributions in semiconductor devices. In par-
ticular, Ga vacancies (VGa) and interstitials (Gai) are
likely to assist the migration of technologically impor-
tant shallow donors substituting on the Ga site (e.g., SiGa

[5], GeGa, SnGa) and deep compensating acceptors (e.g.,
FeGa, MgGa [6]), respectively [7, 8]. Migration is also im-
portant for the electrical behavior of a defect, as it will
determine whether a defect will be stable as an isolated
defect, or diffuse and bind to other defects.

The low symmetry of the monoclinic crystal structure
causes defects in β-Ga2O3 to come in many geometrical
arrangements. For some defects, the various configura-
tions can differ significantly in their electrical behaviors
and be prominent under different conditions [9]. For ex-
ample, in devices operating at high temperatures and
electric fields, defect configurations can potentially be al-

tered during operation and affect device stability [10, 11].
Such observations make it important to study not just the
barriers for long-range migration of defects, but also the
transformation between different configurations. The low
symmetry of β-Ga2O3 also results in anisotropic diffusion
parameters, which must be considered when interpreting
experimental results [10, 12, 13].

Previous theoretical reports on VGa and Gai migra-
tion in β-Ga2O3 have employed semilocal exchange-
correlation functionals [8, 14] or focus on diffusion along
only one crystal direction [15, 16]. In the present work,
we use hybrid functional calculations and the nudged
elastic band (NEB) technique [17] to calculate migration
barriers for VGa and Gai in β-Ga2O3. We analyse the
results to obtain the overall pathways and energy barri-
ers for diffusion in the three different crystal directions.
Notably, we identify a new type of configuration for VGa

which drastically lowers its energy barrier for migration.
Finally, we discuss our results in the context of experi-
mental observations in irradiated material.

II. METHODOLOGY

The first-principles calculations were performed within
the framework of the generalized Kohn–Sham (KS) the-
ory, using projector-augmented-wave pseudo-potentials
[18, 19], as implemented in VASP [20]. The semicore Ga
3d electrons were treated explicitly as valence electrons.
For structural optimization of β-Ga2O3 and calculation
of defect formation energies, we used the screened hybrid
exchange-correlation functional of Heyd, Scuzeria and
Ernzerhof (HSE) [21, 22]. The fraction of Hartree-Fock
exchange was adjusted to α = 0.33, while the screening



2

parameter was kept at µ = 0.2 Å [23]. This parametriza-
tion reproduces the experimental direct band gap value
of 4.9 eV [1] and provides lattice parameters (a = 12.23
Å, b = 3.03 Å, c = 5.79 Å and β = 103.8) in close agree-
ment with experimental data [24].

Most defects were simulated in a 160-atom supercell
(1×4×2 repetition of the conventional unit cell). Due to
the more extended nature of three-split Ga vacancy con-
figurations (defined in Sec. III A 1), a larger 240-atom
supercell (1×4×3 repetition) was required to obtain con-
verged results for these configurations. An energy cutoff
of 400 eV was used for the plane-wave basis set, and a
single special k -point at (0.25,0.25,0.25) was employed
for integrations over the Brillouin zone [25].

Formation energies and thermodynamic charge-state
transition levels were calculated as described in Ref. 26.
For example, the formation energy of V q

Ga is given by

Ef(V q
Ga) = Etot(V

q
Ga)− Etot(Ga2O3) + µGa + qEF + ∆q,

(1)
where Etot[V

q
Ga] and Etot[Ga2O3] are the total energies

of the supercell holding VGa in charge state q and the
pristine crystal, respectively. The removed Ga atom is
placed in a reservoir with chemical potential µGa, and
electrons are exchanged with the Fermi level EF, which
is conventionally referenced to the valence-band max-
imum. The Ga chemical potential is subject to up-
per and lower bounds: For the upper (Ga-rich limit),
µGa is given by the calculated energy per atom in pure
Ga (µ0

Ga). For the lower (O-rich limit), µO is deter-
mined by the energy of O in an O2 molecule (µ0

O), and
µGa is given by the thermodynamic stability condition
of β-Ga2O3, i.e., µGa = µ0

Ga + 1
2∆Hf(β-Ga2O3), where

∆Hf(β-Ga2O3) = −10.22 eV is the calculated heat of
formation of β-Ga2O3. Finally, the term ∆q is a finite-
size correction for charged defects, calculated here by fol-
lowing the procedure outlined in Refs. 27 and 28.

Migration barriers were calculated using the climbing-
image NEB method [17], converging the forces to within
30 meV/Å. Due to the high computational cost of NEB
calculations with a hybrid functional, initial calculations
were performed using the strongly constrained and ap-
propriately normed (SCAN) [29] semilocal functional,
keeping the lattice parameters fixed to those computed
using HSE. These NEB calculations were performed us-
ing 5–11 images between the initial and final structures.
Next, NEB calculations at the HSE level were performed
starting from the geometries obtained from the SCAN
NEB calculations [30], and allowing additional relaxation
at the HSE level. For V 3−

Ga and Ga3+i , we found it suffi-
cient to perform one-shot HSE calculations (no additional
relaxation), and full NEB calculations were performed
only for the barriers limiting diffusion in the three crys-
tal directions. The mean average difference between the
resulting SCAN and HSE migration barriers is about 0.1
eV. In the following, we present only HSE results. The
reported migration barriers do not include finite-size cor-
rections because we find its magnitude to be similar for
the initial, final and transition-state images [14].

III. RESULTS AND DISCUSSION

Figure 1 shows the crystal structure of β-Ga2O3 with
Ga sites (Ga1 and Ga2), O sites (O1, O2 and O3) and
interstitial sites (ia, ib, ic, id, ie and if) labeled in ac-
cordance with previous works [9, 14, 31, 32]. Also in-
cluded are 16 migration paths between Ga and inter-
stitial sites. For these paths, we have adopted the q1-
q10 notation introduced in Ref. 14, but have included
six additional paths, q11-q16, relevant for Gai migration.
There are four channels along the [010] direction: a large
eight-sided channel (with ia and if sites), two irregular-
hexagon shaped ones (one with ib and id, and one with
ic and ie sites), and a small rhombic one [14].

FIG. 1. Ball-and-stick model [33] of the monoclinic β-Ga2O3

structure with a schematic representation of 16 different mi-
gration paths (q1-q16) between Ga and interstitial sites [14].
The Ga, O and interstitial sites (ia, ib, ic, id, ie and if [32])
are labeled. Migration paths q1 and q2 (circles) are along the
[010] direction. The paths shown in blue have components
along [010], while the black ones do not.

A. Defect formation energies and configurations

Before addressing migration, we revisit the structural
and electronic properties of VGa and Gai. Figure 2 shows
the relaxed structures of different configurations of VGa

and Gai, and Fig. 3 shows their formation energies.

1. Ga vacancy

Previous theoretical studies have revealed five differ-
ent configurations for VGa in β-Ga2O3 [14, 31]: In ad-
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FIG. 2. Relaxed defect structures viewed along the b-axis for: (a-c) split Ga vacancies (V ia
Ga, V ib

Ga, V ic
Ga), (d-f) three-split Ga

vacancies (V iab
Ga , V iab

Ga , V ibc
Ga ), (g-l) split Ga interstitials (Gaiac1, Gaiab1, Gaiad2), and (m-o) regular Ga interstitials (Gaib, Gaif).

Interstitial Ga ions and vacant Ga sites are highlighted by the blue spheres and translucent dotted circles, respectively. For
Ga+

i , the electron density of the deep donor state is represented by a yellow isosurface set to 10% of the maximum.

FIG. 3. Calculated formation energies of VGa and Gai in dif-
ferent configurations as a function of Fermi-level position from
the valence-band maximum to the conduction-band minimum
under intermediate conditions (half-way between the Ga-rich
and O-rich limits). Formation energies under other conditions
can be obtained by referring back to equations such as Eq. 1.

dition to VGa1 and VGa2, there are three energetically
favorable split-vacancy configurations in which VGa is
shared between two Ga sites with one Gai residing be-

tween them, as shown in Figs. 2 (a-c). The three dif-
ferent split-vacancy configurations include VGa2GaiaVGa1

(q4q5), VGa1GaibVGa1 (q9q9) and VGa1GaicVGa1 (q7q7),
where the paths connecting the interstitial and two va-
cancies are given in parentheses; these configurations are
labeled using a shorthand notation as V ia

Ga, V ib
Ga and V ic

Ga,
respectively [14, 31, 34]. We note that there is also exper-
imental evidence for the formation of split vacancy con-
figurations of VGa in β-Ga2O3, e.g., from infrared spec-
troscopy [35, 36], electron spin resonance [37, 38], scan-
ning transmission electron microscopy [32] and positron
annihilation spectroscopy [39] data.

Recently, Fowler et al. [40] suggested that that a con-
certed movement of two Ga atoms could be more fa-
vorable than passing through VGa1 when transforming
between V ib

Ga and V ic
Ga configurations. Investigating this

possibility, we have identified three additional favorable
configurations of VGa, which, as detailed in Sec. III B 1,
prove to be crucial for its migration. All three configu-
rations consist of a VGa shared between three Ga sites,
connected by two Gai, which we refer to as three-split
vacancies. The three structures are shown in Figs. 2 (d-
f), and are labeled as V iab

Ga , V iac
Ga and V ibc

Ga using a similar
shorthand notation. In terms of their path connections,
the three-split vacancies can be denoted as (q4q5q9q9)
for V iab

Ga , (q4q5q7q7) for V iac
Ga , and (q7q7q9q9) for V ibc

Ga .

VGa behaves as a deep triple acceptor, and can bind
up to four holes, resulting in charge states ranging from
1+ to 3− in the band gap [15, 41]. In line with magnetic
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resonance data [42], each hole is spatially localized at a
single nearest-neighbor O ion in the form of a small po-
laron [43] (in some cases two O ions share the hole [44]).
For each charge state, several different O sites are in prin-
ciple available for localization of the hole(s), and the en-
ergy differences can be significant [44]. The formation
energies shown in Fig. 3 correspond to the lowest-energy
hole configuration for each charge state of VGa.

Although VGa can occur in different charge states, β-
Ga2O3 is usually n-type, and hence we consider the 3−
charge state to be most relevant for the calculation of
migration barriers. Moreover, the 1+ to 2− charge states
have relatively high formation energies and are therefore
unlikely to form under equilibrium conditions.

2. Ga interstitial

The Ga interstitial is predicted to behave as a deep
triple donor with a negative-U (3+/+) level near the
conduction-band minimum (CBM), as shown in Fig. 3.
In agreement with recent HSE calculations [7], we find
that Gai prefers to form split-interstitial configurations
in which two Ga ions share a Ga site, as shown in Fig. 2
(g-l). Regular interstitial configurations with Ga resid-
ing on the tetrahedral ia, id and ie sites are found to be
unstable, whereas those having Ga on the octahedral ib,
ic [41] and if [45] sites are metastable. Only the Gaib
and Gaif regular interstitial configurations are shown in
Fig. 2 (m-o), as Gaic is structurally similar to Gaib. In the
3+ charge state, the three metastable regular interstitial
configurations lead to strong symmetrical displacements
of the two adjacent Ga1 ions out of their sites, and could
thus be viewed as three Ga ions sharing two Ga1 sites.
However, the interstitial can easily relax towards one of
the Ga1 sites, resulting in a split-interstitial configura-
tion with two Ga ions sharing one site. The energeti-
cally preferred split-interstitial configuration differs for
the two stable charge states of Gai. For 3+, the Ga1
site is preferred, and the two Ga atoms comprising the
split interstitial are displaced towards the ia and ic sites,
here denoted as Gaiac1. For 1+, the Ga2 site is preferred,
and the Ga ions are displaced towards the ia and id sites
(Gaiad2). Note that, for most Gai configurations, the lo-
cal lattice relaxation is strong and the interstitial Ga ions
are located somewhat off the ideal ia–if positions, but
the configurations are still labeled using these sites.

For the Gai configurations displaying a (3+/+) level
in Fig. 3, the 1+ charge state corresponds to a fully oc-
cupied KS defect state located deep within the band gap.
The yellow isosurfaces in Fig. 2 show the corresponding
electron density. For split configurations, the electrons
are shared mainly between the two Ga ions comprising
the split interstitial, which form a Ga–Ga dimer bond
[9, 46]. For the regular interstitials, the deep state is
only stabilized for Gaif . As shown in Fig. 2, Ga+if is lo-
cated slightly off the octahedral if site and has threefold
coordination, and a Ga–Ga dimer is formed with each of

the two adjacent Ga1 ions. The local lattice relaxation
is also minor compared to other configurations [45].

Previous HSE calculations have shown that similar
Ga–Ga dimer states are formed by the VGaVO divacancy
[9] and the GaO antisite [15] in β-Ga2O3, which are as-
sociated with negative-U (−/3−) and (3+/+) levels, re-
spectively, located in the band gap near the CBM. For
VGaVO, the strength of the Ga–Ga dimers was found
to correlate with the coordination environments of the
two Ga ions, where lower coordination numbers led to
(−/3−) levels at lower Fermi-level positions [9]. A simi-
lar trend between the (3+/+) level positions and coordi-
nation environments of the Ga ions is found here for Gai,
e.g., no Ga–Ga dimer is stabilized for Gaib and Gaic in
which the interstitial Ga ions have sixfold coordination.

As previously noted by Zacherle et al. [45] and Kyrtsos
et al. [14], the PBE functional fails to stabilize the deep
1+ charge state of Gai. This is due to the severe band-
gap underestimation, which causes the aforementioned
KS defect state to be resonant with the conduction band.
Interestingly, we find that the SCAN functional is capa-
ble of describing the Ga–Ga dimer formation for the Ga
interstitial, which has enabled us to perform initial NEB
calculations at the semilocal level also for Ga+i . Under
n-type conditions, 1+ is the stable charge state for Gai.
However, since Ga+i can be readily ionized [47], migration

of Ga3+i is considered especially important.

B. Migration pathways and energy barriers

Calculated migration barriers for VGa and Gai for all
individual q1–q16 paths are listed in Table I. Based on
these barriers, we have worked out the overall diffusion
path and migration barrier that must be surmounted in
order for the lowest energy structure to move into an
equivalent adjacent site in the three different crystal di-
rections. The overall migration pathways are obtained
by connecting individual q1–q16 paths between different
configurations, and can thus be understood by referring
to Figs. 1 and 2. The pathways are also described in the
text. As an additional aid, videos created from the NEB
images resulting from the initial SCAN calculations can
be found in the Supplemental Material [48].

1. Ga vacancy

For VGa, we consider only the 3− charge state, in which
V ic
Ga is the preferred configuration. Figure 4 shows the

overall migration paths and barriers for each crystal di-
rection. We restrict our initial analysis to include only
the five configurations VGa1, VGa2, V ia

Ga, V ib
Ga, V ic

Ga (only
the blue lines in Fig. 4), that is, excluding the three-split
vacancies. Starting from V ic

Ga, the only available jump is
then q7, which results in the highest-energy configura-
tion VGa1. From here, migration along [001] shows the
lowest overall barrier of 1.73 eV, and proceeds through
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ibib icic

Ga1

Ga1

Ga1

Ga1

Ga1

Ga1

Ga1

Ga1

VGa
ic VGa

ibc

c

a

b

VGa1 VGa
ib

q9 0.97 eV q7 0.61 eV

q7 1.64 eV q9 0.43 eV

(d) [001]

initial state final statetransition state

FIG. 4. Overall barriers and paths for (V ic
Ga)3− migration along the (a) [001], (b) [010] and (c) [100] crystal directions. For the

[001] and [010] directions, only the first half of the path is shown, as the second half is equivalent to the first by symmetry.
Orange lines show the lower-energy paths emerging when three-split vacancies are considered. (d) Structures showing the initial
(V ic

Ga), final (V ib
Ga) and two different intermediate states (VGa1 or V ibc

Ga ) for migration along the [001] direction.

the route q7 → q9 → q9 → q7. In Fig. 4 (a), this is
shown only for the first half of the path, as the second
half is equivalent to the first by symmetry. The vacancy
migrates by alternating between V ic

Ga and V ib
Ga via the

VGa1 configuration. For migration along the two remain-
ing directions, [010] and [100], the overall barrier is 2.08
eV in both cases. As shown in Fig. 4 (b) and (c), the
respective diffusion paths are q7 → q6 → q6 → q7 and
q7 → q4 → q5 → q6 → q7, and the barriers are equal
because the limiting jump is q6 in both cases. Migration
along [010] proceeds through consecutive q6 jumps, al-
ternating between VGa1 and VGa2. Alternate paths along
[010], such as q1 migration directly along the b-axis from
VGa1 to VGa1, are only ∼0.2 eV higher. For [100], VGa1

crosses the large eight-sided channel via the V ia
Ga config-

uration through jumps q4 and q5, resulting in VGa2. The
subsequent q6 jump from VGa2 to VGa1 is required in
order to finally reach the next equivalent V ic

Ga along the
[100] direction through a q7 jump. Note that only the q4,
q5, q6, q7 and q9 jumps are required for VGa diffusion,
where all but q6 involve the ia, ib or ic sites.

We now include the three-split vacancy configurations
in our analysis of the VGa migration paths. As shown by
the orange lines in Fig. 4 (a) and (c), these configurations
enable substantially lower migration barriers. Specifi-
cally, the barriers to transform between different split
vacancy configurations are lowered. This is because the

three-split configurations provide an intermediate state
that avoids the unfavorable VGa1 configuration that is
1.3 eV above V ic

Ga in energy [40]. The corresponding en-
ergy differences for the V iab

Ga , V iac
Ga and V ibc

Ga configurations
are only 0.37, 0.46 and 0.17 eV, respectively. Comparing
the two mechanisms in terms of the q1–q10 jumps, their
order is simply reversed. For example, V ic

Ga transforms
into V ib

Ga via the path q9 → q7 rather than q7 → q9,
as illustrated in Fig. 4 (d). In terms of diffusion, the
proposed mechanism affects the overall barrier only for
the [001] direction, where the migration proceeds by al-
ternating between V ic

Ga and V ib
Ga. Migration in the other

directions is still limited by the q6 jump, which is not
a transformation between split-vacancy configurations.
With the three-split vacancy mechanism, the overall mi-
gration barrier along [001] is only 0.97 eV, i.e., the previ-
ous 1.73 eV barrier is almost halved. For migration along
the two remaining directions, the overal barrier remains
2.08 eV.

2. Ga interstitial

For Gai we consider both the 3+ and 1+ charge states,
in which Gaiac1 and Gaiad2 are the favored configurations,
respectively. Figure 5 shows overall migration paths and
barriers for different crystal directions. Note that for
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TABLE I. Migration barriers (Em) for V 3−
Ga , Ga3+

i and Ga+
i

along the paths q1-q16, as obtained from HSE calculations.
The arrows indicate the direction of the transformation. For
Gai, certain transformations consists of multiple paths be-
cause the Gaia configuration between the paths is unstable.

Em (eV)

Transformation Path ⇀ ↽

VGa1 ⇀↽ VGa1 q1 1.09 1.09

VGa2 ⇀↽ VGa2 q2 1.29 1.29

VGa2 ⇀↽ VGa2 q3 2.67 2.67

VGa2 ⇀↽ V ia
Ga q4 0.66 0.53

V ia
Ga

⇀↽ VGa1 q5 0.87 0.42

VGa2 ⇀↽ VGa1 q6 1.36 0.78

V ic
Ga

⇀↽ VGa1 q7 1.64 0.34

VGa2 ⇀↽ VGa1 q8 2.19 1.61

V ib
Ga

⇀↽ VGa1 q9 1.22 0.43

VGa2 ⇀↽ VGa1 q10 2.16 1.58

V ic
Ga

⇀↽ V ibc
Ga q9 0.97 0.69

V ibc
Ga

⇀↽ V ib
Ga q7 0.61 0.46

V ic
Ga

⇀↽ V iac
Ga q4 0.81 0.35

V iac
Ga

⇀↽ V ia
Ga q7 1.05 0.66

V ib
Ga

⇀↽ V iab
Ga q4 0.52 0.63

V iab
Ga

⇀↽ V ia
Ga q9 0.92 0.40

Ga3+
iac1

⇀↽ Ga3+
iad2 q5q4 0.28 0.09

Ga3+
iac1

⇀↽ Ga3+
ic q7 0.74 0.14

Ga3+
iab1

⇀↽ Ga3+
ib q9 0.55 0.23

Ga3+
iac1

⇀↽ Ga3+
if q11 0.72 0.01

Ga3+
iad2

⇀↽ Ga3+
if q12 0.55 0.04

Ga3+
iac1

⇀↽ Ga3+
if q5q13 1.02 0.31

Ga3+
iad2

⇀↽ Ga3+
if q4q13 1.15 0.64

Ga3+
iac1

⇀↽ Ga3+
iac1 q5q15q5 1.44 1.44

Ga3+
iac1

⇀↽ Ga3+
iab1 q16 0.63 0.38

Ga+
iad2

⇀↽ Ga+
iac1 q4q5 0.92 0.56

Ga+
if
⇀↽ Ga+

iac1 q11 0.52 0.52

Ga+
iad2

⇀↽ Ga+
if q12 1.14 0.78

Ga+
if
⇀↽ Ga+

iac1 q13q5 0.52 0.52

Ga+
iad2

⇀↽ Ga+
if q4q13 1.10 0.74

Ga+
if
⇀↽ Ga+

if q14 0.90 0.90

Ga+
iac1

⇀↽ Ga+
iab1 q16 0.15 0.01

split interstitials, the migration paths are drawn from
the Ga site (as in Fig. 1), but either of the two Ga atoms
sharing the site could make a jump (the other becoming
substitutional). For jumps involving split interstitials in
Fig. 5, the jumping Ga atom is therefore boldfaced and
underlined in the defect notation below the plot.

We start with the overall migration paths and barri-
ers for the 3+ charge state. An intuitive mechanism for
Ga3+iac1 migration along [010] would be for the Ga ion
located near the ia site to move within the large eight-
sided channel [47]. Such a mechanism yields a low over-
all migration barrier of 0.72 eV, as shown in Fig. 5 (a).

The interstitial makes a q11 jump from the Ga1 to the
if site, resulting in the regular-interstitial configuration
Gaif . This is followed by a symmetrically equivalent jump
to form Gaiac1 at the next Ga1 site. Thus, the overall
route consists of two consecutive q11 jumps.

For the [100] direction, we obtain a slightly higher bar-
rier of 1.02 eV, as shown in Fig. 5 (b). The limiting step
is when Gaif makes a q13 jump to form Gaiac1 on the
other side of the large eight-sided channel. For this di-
rection, the migration does not involve the same Ga ion
along the entire route. Indeed, after crossing the eight-
sided channel, the Gaiac1 split interstitial must cross the
irregular-hexagon channel (equivalent to step one for mi-
gration along [001], as shown in Fig. 5 (c) and described
below). In this final step, the Gaif that made the q13
jump across the eight-sided channel becomes Ga1 sub-
stitutional, and two different Ga ions form a Gaiac1 at
the next Ga1 site. This must be considered when inter-
preting Ga migration in β-Ga2O3 using isotopes. After
such an event, further migration of the tracer must occur
through a self-diffusion mechanism mediated by VGa or
Gai.

For migration along [001], shown in Fig. 5 (c), we ob-
tain an overall migration barrier of 0.80 eV. The Gaiac1
forms an equivalent Gaiac1 split interstitial on the other
side of the irregular-hexagon channel by making two con-
secutive q7 jumps via the regular-interstitial configura-
tion Gaic. This is followed by reorientation of Gaiac1
into a Gaiab1 split interstitial on the same Ga1 site (the
Ga ion located near the ic site uses the q16 path to
reach the ib site). Gaiab1 then similarly crosses the
irregular-hexagon channel through two consecutive q9
jumps via the Gaib configuration, followed by reorien-
tation from Gaiab1 to Gaiac1. The overall route is thus
q7 → q7 → q16 → q9 → q9 → q16. An alternative way
to view this mechanism is that the Ga ion located within
the irregular-hexagon channel migrates along the [001]
direction using the q16 path, displacing Ga1 ions into ia
sites to form Gaiac1 and Gaiab1 along the way.

Migration of Ga+i along [010] proceeds through a path-
way similar to the one found for the 3+ charge state. Af-
ter transformation of Gaiad2 into Gaiac1 though the q4q5
path, the interstitial can migrate along [010] by mak-
ing consecutive q11 jumps via the if site. The resulting
overall migration barrier is 0.92 eV, which is only slightly
higher than the 0.72 eV obtained for Ga3+i .

For all migration paths of Ga+i occurring within the
large eight-sided channel, we find that the jumping Ga
ion remains in a dimer with at least one other Ga ion
along the entire route, i.e., a spatially localized KS defect
state is found in the band gap for every image in the
NEB calculation. However, this is not the case for the q7
and q9 paths, which cross the irregular-hexagon channels.
This is because no Ga–Ga dimer could be stabilized for
Gaib and Gaic. This result indicates that the q7 and q9
jumps can take place more easily if Ga+i is first ionized

into Ga3+i [49]. The migration barriers for these paths
are thus estimated as the sum of the energy cost of the
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FIG. 5. Overall barriers and paths for Ga3+
i migration (blue)

along (a) [010], (b) [100] and (c) [001], and for Ga+
i migra-

tion (orange) along (d) [010]. In (b), the first step is omitted
because it is equivalent to the first step shown in (a), as indi-
cated by the arrow. As described in the text, Ga+

i migration
along the [100] and [001] directions (not shown) is limited
by thermal ionization of Ga+

iac1 into Ga3+
iac1, followed by a q7

jump, yielding an overall migration barrier of 2.16 eV. For
jumps involving split interstitials, the jumping Ga atom is
boldfaced and underlined in the defect notation.

two processes: (i) thermal emission of two electrons from
Ga+i to the CBM, and (ii) passage over a lower migration
barrier as Ga3+i . For the q7 path, the energy cost to
thermally ionize Ga+iac1 into Ga3+iac1 plus two electrons at

the CBM is 1.06 eV, and the migration barrier of Ga3+iac1
is 0.74 eV, resulting in a total barrier of 1.80 eV. Similar
analysis for q9 yields a Ga+iab1 ionization energy of 0.94

eV, a Ga3+iab1 migration barrier of 0.55 eV and a total
barrier of 1.49 eV.

As mentioned, Ga+i can transform relatively easily be-
tween different configurations occurring within the large
eight-sided channel (those displaying a deep (3+/+) level
in Fig. 3). However, diffusion along the [001] and [100]
directions require Ga+i to cross between different eight-
sided channels. For both the [001] and [100] directions,
we find that the rate-limiting step is the thermal ioniza-
tion of Ga+iac1 followed by a q7 jump into the irregular-

hexagon channel (1.80 eV total barrier, as described
above). Accounting for the 0.36 eV difference between
Ga+iac1 and the global-minimum Ga+iad2 configuration, the
overall migration barrier becomes 2.16 eV.

Since diffusion of Ga+i along [100] and [001] involves
thermal emission and capture of electrons, we note that
the diffusivity can be influenced by the recombination
kinetics of the defect, which will also depend on the
Fermi energy. The configurations in which charge emis-
sion and capture occur must be stable for a sufficiently
long time. The diffusivity of Ga+i can also be influenced
by other possible ionization events, such as photoioniza-
tion of Ga+i and relaxation from Ga2+i to Ga3+i .

C. Comparison with experimental data

For comparison with experimental data, it can be use-
ful to estimate the defect annealing temperature. Using
harmonic transition state theory [50], the rate of the mi-
gration process is given by ν = ν0 exp(−Em/kBT ), where
Em is the migration barrier, kB is the Boltzmann con-
stant, and ν0 is the attempt frequency, which we approx-
imate by a typical phonon frequency of 1013 Hz. Assum-
ing that migration will be observable when the transition
rate reaches one jump per second, the annealing temper-
ature will be given by Ta = Em × 388 K/eV [51]. The
calculated migration barriers and defect annealing tem-
peratures of VGa and Gai are visualized in Fig. 6.

V 3
Ga Ga3+

i Ga+
i
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FIG. 6. Overall migration barriers for V 3−

Ga , Ga3+
i and Ga+

i

along the [001] (blue), [010] (orange) and [100] (green) crystal
directions. The right-hand side axis is the estimated defect
annealing temperature Ta = Em × 388 K/eV (see text).

The estimated annealing temperature for V 3−
Ga is about

375 K for the [001] direction, and 805 K for the remaining
directions. The diffusivity of V 3−

Ga is thus far greater than
previously predicted [14, 15], and strongly anisotropic.
For Gai, the lowest overall migration barriers in the 1+
and 3+ charge states translate into corresponding an-
nealing temperatures of 355 and 270 K.

We note that migration barriers of triply charged de-
fects such as V 3−

Ga and Ga3+i can be strongly affected by
the presence of electric fields [52]. The migration-barrier
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lowering for a charged defect in an electric field can be
estimated as ∆Em = Eqd, where E is the electric field
strength along the direction of atomic migration, and d
is the distance between the initial and transition state.
The migration barriers of V 3−

Ga and Ga3+i could thus de-
crease by ∼0.5 eV for typical jump lengths and electric
fields accessible in β-Ga2O3 (3 Å and 6 MV/cm).

We finally discuss our theoretical predictions in light
of experimental data on irradiated material reported by
Azarov et al. [53], Ingebrigtsen et al. [15] and Zim-
mermann et al. [16], where various effects of intrinsic
defect migration were studied in the temperature range
from 120 to 650 K. Azarov et al. [53] studied the radi-
ation disorder build-up in the Ga sublattice of β-Ga2O3

crystals implanted with Ni, and observed the so-called
dose-rate effect. An activation energy of 0.8±0.1 eV was
extracted in the temperature interval of 25–250 ◦C, and
was attributed to VGa based on comparison with first-
principles calculations [14, 34, 54]. Assuming a Fermi-
level position where 3− is the stable charge state of VGa,
such a low migration barrier can only be explained by the
three-split mechanism, which enables VGa diffusion along
[001] with a 0.97 eV overall barrier. The minimum over-
all migration barriers of 0.92 and 0.70 eV for Ga+i and

Ga3+i , respectively, also suggest Gai as a likely candidate
for the extracted activation energy.

Ingebrigtsen et al. [15] studied the thermally activated
recovery of charge carriers in proton irradiated β-Ga2O3,
which was observed upon heating in the temperature
range from about 400 to 650 K. Based on formation en-
ergies calculated for primary intrinsic defects in different
charge states, the compensation was attributed to Fermi
level pinning by VGa and Gai (and possibly GaO) at least
∼0.5 eV below the CBM. Compensation by Oi acceptors
was considered less likely, as Oi is extremely mobile with
a theoretically predicted barrier of 0.12 eV for diffusion
along [010] [15]. By modelling the charge carrier recov-
ery as a defect reaction with second-order kinetics, an
activation energy of ∼1.2 eV was obtained. There are
several possible defect reactions that could contribute to
the observed recovery, potentially also involving defect
complexes and impurities, as discussed in detail by Inge-
brigtsen et al. [15]. The present results suggest that VGa

and Gai will be mobile during the heat treatment, with
migration barriers close to the ∼1.2 eV activation energy,
and their diffusion could contribute to the recovery.

Zimmermann et al. [16] performed steady-state pho-
tocapacitance (SSPC) measurements on β-Ga2O3 im-
planted with He at 120 K. A defect signature labelled
T3 was introduced with a linear dependence on the accu-
mulated He fluence, but disappeared after exposing the
sample to room temperature. Based on comparison with
theoretical predictions, the signature was tentatively at-
tributed to the photoionization of Ga+i or a metastable
configuration of V 3−

Ga , where the former candidate was en-
visioned to start diffusing at room temperature, and the
latter to transform into the global-minimum configura-
tion V ic

Ga at room temperature. According to the present

calculations, showing low migration barriers of 0.92 and
0.70 eV for Ga+i and Ga3+i , such a scenario is indeed
plausible. For V 3−

Ga , we calculate barriers of 0.34, 0.66,
0.66 and 0.69 eV for the VGa1, VGa2, V ia

Ga and V ib
Ga con-

figurations, respectively, to transform into V ic
Ga. These

barriers suggest that some of the transformations could
be suppressed at 120 K. It should be noted, however, that
photoionization could alter the transformation dynamics.
As shown in Fig. 2, the relative formation energy of dif-
ferent VGa configurations depends on the charge state.

IV. CONCLUSION

In summary, we have used first-principles calculations
and the NEB method to calculate energy barriers for the
migration of VGa and Gai in β-Ga2O3. The migration
barrier of V 3−

Ga is found to depend strongly on the crystal
direction: 2.08 eV for the [100] and [010] directions, and
0.97 eV for the [001] direction. The low barrier found
for the latter direction is enabled by a new mechanism
for transformation between different split-vacancy con-
figurations [40], where the intermediate state consists of
a three-split configuration rather than the energetically
unfavorable V 3−

Ga1. This result further highlights the im-
portance of split vacancies in β-Ga2O3 [14, 31, 32, 35, 39].

Ga3+i exhibits similar migration barriers of 0.72, 0.80
and 1.02 eV for the [010], [001] and [100] directions, re-
spectively. The 1+ charge state is associated with the
formation of a Ga–Ga dimer, resulting in a deep thermo-
dynamic (3+/+) transition level located 0.4–0.9 eV be-
low the conduction-band minimum. The Ga–Ga dimer
can only be stabilized for Gai configurations occurring
within the large eight-sided channel, leading to preferen-
tial migration along [010] with a barrier of 0.92 eV. An
overall barrier of 2.16 eV is found for the remaining direc-
tions, where the limiting step is found to involve thermal
ionization of Ga+i followed by a jump as Ga3+i .
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