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We have theoretically investigated the spin Seebeck effect (SSE) in a normal metal (NM)/paramagnetic in-

sulator (PI) bilayer system. Through a linear response approach, we calculated the thermal spin pumping from

PI to NM and backflow spin current from NM to PI, where the spin-flip scattering via the interfacial exchange

coupling between conduction-electron spin in NM and localized spin in PI is taken into account. We found a

finite spin current appears at the interface under the difference in the effective temperatures between spins in

NM and PI, and its intensity increases by increasing the density of the localized spin S. Our model well repro-

duces the magnetic-field-induced reduction of the paramagnetic SSE in Pt/Gd3Ga5O12 experimentally observed

when the Zeeman energy is comparable to the thermal energy, which can be interpreted as the suppression of

the interfacial spin-flip scattering. The present finding provides an insight into the mechanism of paramagnetic

SSEs and the thermally induced spin-current generation in magnetic materials.

I. INTRODUCTION

Spin Seebeck effect (SSE) [1–5] refers to the spin-current

generation from a temperature gradient applied to a magnet.

The generated spin current flows along the temperature gra-

dient and can be detected as a voltage signal in an attached

normal metal (NM) electrode, such as Pt, using the inverse

spin Hall effects (ISHEs) [6–10]. Up to now, the SSEs have

been investigated in various magnetically ordered materials,

including ferrimagnets [11–14], ferromagnets [15, 16], and

antiferromagnets [17–22]. In the mechanism of the SSEs in

the ordered magnets, magnon excitation plays an important

role. Xiao et al. formulated the thermal spin pumping theory

for the SSEs in a NM/ferromagnetic insulator (FM) bilayer

[23]. In this mechanism, the temperature difference between

the effective magnon temperature in FM and electron temper-

ature in NM generated by the applied temperature gradient

creates an imbalance between thermal spin pumping from FM

to NM and the backflow spin current from NM to FM, re-

sulting in a finite spin current across the interface [24, 25].

Subsequently, Rezende et al. proposed another mechanism of

the SSEs originating from the bulk magnon transport induced

by the temperature gradient based on diffusion equations of

magnons [26, 27].

The SSEs are also found in paramagnetic materials, where

the conventional magnon excitation/transport can not be re-

sponsible for the mechanism of the SSEs. Wu et al. reported

that the SSEs in paramagnetic insulators (PIs) Gd3Ga5O12

and DyScO3 at low temperatures close to their Curie-Weiss

temperatures [28]. By measuring the SSEs across the phase

transition temperatures, the paramagnetic SSEs have been

found in the paramagnetic phase of CoCr2O4 [29], FeF2 [30],

SrFeO3 [31], and CrSiTe3 and CrGeTe3 [15]. The SSEs from
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paramagnets were also found in the one-dimensional (1D)

quantum spin liquid (QSL) system Sr2CuO3 [32, 33] and spin

dimer systems CuGeO3 [34], Pb2V3O9 [35] , and VO2 [36].

The SSEs in quantum spin systems are attributed to the ther-

mal generation of exotic spin excitations in the systems, i.e.,

spinons in the 1D QSL and triplons in the spin dimer sys-

tem, respectively. However, the mechanism of the thermally

induced spin-current generation in a junction of NM and clas-

sical PI is not established; only a few theoretical studies ad-

dressed the spin currents in NM/PI junctions [37–40].

In this paper, we developed a theoretical model of the SSE

in a bilayer of a NM and classical PI by considering the spin-

flip scattering due to the interfacial exchange interaction be-

tween conduction-electron spins in NM and localized spins

in PI. We calculated thermal spin pumping from PI to NM

and back-flow spin current from NM to PI at the NM/PI in-

terface based on a linear response formalism [41, 42]. The

system is characterized by the effective temperatures of the

localized spins in PI, TPI, and conduction electron spins in

NM, TNM. The finite spin current Js arises when TPI 6= TNM

due to the imbalance between the thermal spin pumping and

back-flow spin current, and its intensity is proportional to the

density of the spin S of the paramagnetic localized ion in PI.

We describe Js as a function of a single parameter ξ ∝ B/T ,

where B and T represent the magnetic field B and tempera-

ture T , respectively. To compare the theoretical results with

the experiments, we conducted the SSE measurements in a

Pt/Gd3Ga5O12(GGG) junction, where GGG is known as a

classical paramagnet down to low temperatures. Our model

well explains the experimental B dependence of the paramag-

netic SSE in Pt/GGG, which clarifies that the B dependence of

the paramagnetic SSE is attributed to the competition between

the B-induced spin alignment (increasing Js) and the Zeeman

gap opening (decreasing Js) with increasing B. A difference

in the experimental and theoretical T dependences was found,

which may be attributed to the effect of the thermal conduc-

tivity in GGG and interfacial Kapitza conductance.
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FIG. 1. (a) A schematic illustration of Zeeman splitting of a spin-

S system. When the magnetic field B is applied, the degeneracy is

lifted to create 2S+1 energy levels with the energy gap ∆E = gµBB

(b) A schematic illustration of spin exchange at the NM/PI interface.

Upper (lower) spin-flip scattering corresponds to the spin absorption

(injection) process from NM (PI) to PI (NM).

II. SPIN CURRENT AT NM/PI

In this section, we formulate the interfacial spin current in

a NM/PI junction by taking the interfacial spin-flip scatter-

ing into account and apply the result to the case of the SSE.

Conduction electrons in NM and localized spins in PI are cou-

pled by the interfacial exchange interaction, leading to the ex-

change of the spin angular momentum and energy via the spin-

flip scattering. Our formulation shows that the interfacial spin

current is proportional to a Brillouin function of spins in PI,

the density of the spin S of magnetic ions in PI, and the dif-

ference between the distribution function of the PI and NM

sides.

A. Model

We model the spin and energy transfer by the spin-flip scat-

tering across a NM/PI interface biased by an external driving

force such as a temperature gradient. Figure 1(a) shows the

energy levels of paramagnetic spin under the magnetic field

B. At zero field, all spins are degenerated in a single energy

level. By applying B, the spin degeneracy is lifted to split into

different energy levels (2S+1). Each energy level is separated

with the Zeeman energy of gµBB, where g is the g-factor and

µB is the Bohr magneton. We show a schematic illustration

of the spin-flip scattering in Fig. 1(b). The spin-flip scatter-

ing causes the exchange of spin angular momentum of ±h̄ and

energy of ±gµBB between a conduction electron in NM and a

localized spin in PI, where h̄ is the Dirac’s constant. When an

up-spin (down-spin) electron in NM interacts with a localized

spin in PI, the spin-flip scattering lowers (raises) the energy

state of the spin at the interface, generating a nonequilibrium

spin state in PI [see the upper (lower) part of Fig. 1(b)]. We

assume the local thermal equilibrium, which indicates that a

state of the spin system X (X = NM or PI) is characterized

by the effective temperature of TX and spin chemical poten-

tial µX. Here, the spin chemical potential in PI, µPI, is similar

to the magnon chemical potential in magnetic insulators [43],

but the physical picture is quite different because PI has no
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FIG. 2. A schematic illustration of the NM/PI junction system.

B,S,s,Js and EISHE indicate the applied magnetic field, spin of the

localized magnetic ion in PI, spin of the conduction electron, inter-

facial spin current, and electric field due to the ISHE in NM, respec-

tively.

(well-defined) magnon. The magnon chemical potential rep-

resents the number of the nonequilibrium magnons, while µPI

corresponds to the amount of the nonequilibrium spins, i.e.,

the number of flipped spins different from the thermal equi-

librium as a result of the spin-flip scattering at the interface.

Figure 2 shows the considered NM/PI junction with the

static magnetic field B in the z direction. In the case of the

SSE, when we apply the temperature difference between NM

and PI in the y direction (TNM 6= TPI), the net spin and energy

exchange appears via the spin-flip scattering between the con-

duction electron spin s and localized spin S at the interface

resulting in the generation of a spin current Js in the y direc-

tion. The injected Js is converted into an electric field EISHE

via ISHE in NM and can be measured as a voltage signal VISHE

in the x direction.

B. Thermal average of spin

First of all, we show the field-induced magnetization 〈m〉 in

PI, corresponding to the thermal average of the magnetization

component parallel to B. The partition function of param-

agnetic spins Z = ΣS
m=−Sexp(−gµBB/kBT ), where kB is the

Boltzmann constant and T is the temperature, gives 〈m〉 and

the spin-spin correlation function 〈m2〉 as

〈m〉=
2S+ 1

2
coth

(

2S+ 1

2
ξ

)

−
1

2
coth

(

1

2
ξ

)

= SBS(ξ ), (1)

〈m2〉= S(S+ 1)−〈m〉coth

(

ξ

2

)

, (2)

where BS(ξ ) is the Brillouin function of spin S as a function of

ξ , ξ =C1B/T is the dimensionless ratio of the Zeeman energy

to the thermal energy, and C1 = gµB/kB. As the Brillouin

function is parameterized by ξ consisting of two independent
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parameters B and T , an increase (decrease) of ξ corresponds

to the increased (decreased) B at the fixed T or the decreased

(increased) T at the fixed B in actual experiment.

Figure 3(a) shows the calculation of Eq. (1) with different

S values. In a small ξ regime (small B or high T condition),

〈m〉 linearly increases, showing a typical Curie-Weiss behav-

ior. Above ξ > 1, 〈m〉 is saturated to the value of S because

all spins align along the direction of B.

We simply considered the non-interacting paramagnetic

spins, i.e., the exchange interaction among the paramagnetic

spins is zero. This assumption is a good approximation when

the system is under high T or small B. However, finite ex-

change interaction in realistic materials becomes important

when the system is under low T or large B, where the energy

scale of the system is comparable to that of the exchange inter-

action, characterized by the Curie-Weiss temperature. In com-

parison with experimental results (Sec. III), we take the actual

exchange interaction into account using the lowest-order ap-

proximation of a molecular field theory because the paramag-

netic SSE was observed at low T and large B. We replaced

B with the Curie-Weiss molecular (effective) magnetic field

[44, 45] Beff = [T/(T −ΘCW)]B, where ΘCW is the Curie-

Weiss temperature of the considered paramagnet to calculate

Eqs. (1) and (2), when we apply our model to a specific case

such as the Pt/GGG interface in Sec. III. In the case of ferro-

magnetic exchange interaction (ΘCW > 0), our approximation

is only valid in T > ΘCW, because Beff diverges at T =ΘCW.

By contrast, in the case of antiferromagnetic exchange inter-

action, ΘCW is negative, and Beff is always well defined and

gives quantitative calculation for ξ . 1.

C. Spin current at NM/PI interface

We formulate the spin-current density js at the interface

with the interfacial exchange interaction between the conduc-

tion electron in NM and localized spin in PI based on the lin-

ear response theory for the spin current in the NM/FM junc-

tion [42]. The interfacial exchange interaction Hamiltonian

reads

Hint =−νNJintΣ
NPI
n=1Sn(t) ·σ(rn, t), (3)

where Jint is the coefficient of the interfacial exchange inter-

action, Sn(t) is the local spin at the position rn and time t,

σ(rn, t) = 2s(rn, t) is the conduction electron spin density at

rn, νN is the unit cell volume of NM, and NPI is the number of

local spins at the interface.

The spin-current density operator polarized in the z direc-

tion and flowing in the y direction at the interface ĵz
s(t) =

(h̄/2A)d(N̂↑
e − N̂

↓
e )/dt, where N̂α

e is the number operator of

the conduction electron with spin α (α =↑,↓) and A is the area

size of the interface, is calculated by the Heisenberg equation

of motion as

ĵz
s(t) =−

νNJsf

A
ΣNPI

n=1 [Sn(t)×σ(rn)]z . (4)
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FIG. 3. The field-induced magnetization 〈m〉 (a) and normalized

interfacial spin current density js/ j0
s (b) with various S as a function

of ξ . The results in (b) are obtained with TNM/TPI = 0.8.

We calculate the second-order perturbation of NM by the in-

terfacial exchange interaction using the linear response theory

and obtain the spin current density js across the interface as

js =−
i

h̄

∫ t

−∞
dt ′

〈[

ĵz
s(t

′),Ĥsf(t
′)
]〉

=
nPI

h̄
(νNJsf)

2

∫ ∞

−∞
dtΣp

[

〈S+(t)S−(0)〉〈σ
−
−p(t)σ

+
p (0)〉

−〈S−(t)S+(0)〉〈σ
+
p (t)σ−

−p(0)〉
]

, (5)

where spin S is a representative of Sn at the interface , nPI is the

interfacial spin density, and S± = Sx ± iSy is the ladder oper-

ator for the local spin with the quantized axis chosen along z,

σ+
p = (1/VN)Σkc

†
k↑ck+p↓ and σ−

−p = (1/VN)Σkc
†
k+p↑ck↓ are the

transverse spin density of the conduction electrons in NM, and

ckσ (t) = ckσ exp(−iεkt) and c
†
kσ (t) = c

†
kσ exp(iεkt) are the cre-

ation and annihilation operator of an electron with momentum

k and spin σ , respectively, and εk is the one-electron energy.

The spin-spin correlation function of the localized spin in

PI can be written as

〈S+(t)S−(0)〉= 〈(S+m)(S−m+ 1)〉exp(+igµBB/h̄), (6)

〈S−(t)S+(0)〉= 〈(S−m)(S+m+ 1)〉exp(−igµBB/h̄), (7)

where m is a quantum number of Sz, which we call the mag-

netization along B of the paramagnetic spins in PI. We take
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µPI into account for calculating 〈m〉 and 〈m2〉 using Eqs. (1)

and (2) to consider the spin-current-induced nonequilibrium

spin states in PI. By putting Eqs. (6) and (7) into Eq. (5), js
becomes

js =
nPI

h̄
J2

int〈(S+m)(S−m− 1)〉Π−+

−〈(S−m)(S+m+ 1)〉Π+−, (8)

where Π−+ =
∫ ∞
−∞ dtΣp〈σ

−
−p(t)σ

+
p (0)〉e+igµBB/h̄ and Π+− =

∫ ∞
−∞ dtΣp〈σ

+
p (t)σ−

−p(0)〉e
−igµBB/h̄. The spin-spin correlation

function of the conduction-electron part can be calculated as

Π−+ = 2π h̄N2(0)(h̄ωB − µNM) [nB(h̄ωB − µNM,TNM)+ 1] ,
(9)

Π+− = 2π h̄N2(0)(h̄ωB − µNM) [nB(h̄ωB − µNM,TNM)] ,
(10)

where N(0) is the density of state at the Fermi level and

ωB = gµBB/h̄ is the Lamor frequency, and nB(ε,T ) is the

Bose distribution function with energy ε and temperature T .

Finally, we obtain

js = 2 j0
s

(

h̄ωB − µNM

kBTNM

)

SBS

(

h̄ωB − µPI

kBTPI

)

× [nB(h̄ωB − µPI,TPI)− nB(h̄ωB − µNM,TNM)] , (11)

where j0
s = 2πnPIJ

2
intkBTNM and νNJsfN(0) = Jint is the di-

mensionless interfacial exchange interaction. We found that

js is proportional to the thermal average of the magnetization

of PI (SBS) and the difference between the distribution func-

tion of PI and NM. Because the spin state is labelled by the

effective temperature TX and spin chemical potential µX (X =

NM or PI), Eq. (11) indicates the finite spin current appears

when TX and/or µX between NM and PI are different. The

difference of TX and µX between NM and PI arises, for ex-

ample, when the temperature gradient is applied to the system

and SHE creates spin accumulation in the NM side by the ap-

plication of the current. It is worth mentioning that Eq. (11)

gives the general form of the interfacial spin current at NM/PI,

which can be applied to the SSEs as well as the nonlocal spin

transport [46] and spin Hall magnetoresistance [39, 47] with

paramagnetic insulators.

D. Application to SSE in NM/PI system

In this subsection, we apply Eq. (11) to describe the SSE in

the NM/PI system by calculating the interfacial spin current

in Eq. (11) under a temperature difference between PI and

NM (TNM/TPI 6= 1). By application of a small temperature

difference ∆T = TNM−TPI ≪ TPI, an imbalance of the thermal

spin pumping from PI and the back-flow spin current from

NM appears, resulting in a finite flow of spin current at the

interface. In NM, the resultant spin current creates the spin

accumulation, which diffuses and is converted into a voltage

via the ISHE.

Figure 3(b) shows the calculation of js/ j0
s as a function of

ξ = gµBB/kBTPI at various S for TNM/TPI = 0.8. To focus

on the effect of the temperature difference, we set µNM,PI = 0

in the calculation. The calculated spin current changes the

sign by reversing the sign of ξ . The magnitude of js/ j0
s in-

creases for |ξ |<1 and takes a maximum value at |ξ |≈1, while

it decreases for |ξ |>1. js/ j0
s disappears at |ξ |= 0. With the

increase in S, the maximum value of js/ j0
s monotonically in-

creases. The ξ dependence of js/ j0
s in |ξ | . 1 is consistent

with that of 〈m〉 [see Eq. (11) and Fig. 3(a)], indicating the

aligning of the localized spins in PI by the B-induced increase

in js/ j0
s . The decrease of js/ j0

s is substantial when the Zee-

man energy exceeds thermal energy (|ξ | > 1) because of the

suppression of the spin-flip scattering at the interface [see Fig.

1(b)]. Our result indicates that the finite magnetization is re-

sponsible or the generation of the interfacial spin current, and

the overall shape of js/ j0
s is related to the B-induced align-

ment of localized spin and Zeeman gap opening.

We next describe the effect of a finite spin accumulation

µNM on the SSE. The thermally generated spin current flows

across the interface and creates µNM(y) in NM, which dif-

fuses to flow in NM, jNM
s (y). Due to the ISHE in NM,

jNM
s (y) generates an electric field EISHE [see Fig. 2] given

by EISHE = θSHEρNM(2e/h̄)〈 jNM
s (y)〉, where θSHE is the spin

Hall angle of NM, ρNM is the resistivity of NM, e is the

elementary charge, and 〈 jNM
s (y)〉 is the average of jNM

s (y)
over y. By solving the spin diffusion equation for µNM(y) in

NM with the spin-current continuity boundary condition, the

ISHE-induced voltage, VSSE, becomes

VSSE =
2e

h̄
θSHρNMλNM

lNM

dNM
tanh

(

dNM

2λNM

)

js, (12)

where λNM is the spin diffusion length of NM, lNM is the

length of the NM contact, and dNM is the thickness of NM.

Expanding js in Eq. (11) up to the linear order in both µNM(0)
and ∆T , and using the solution for the spin diffusion equation,

we obtain the interfacial spin current as

js =−SSSEkB∆T, (13)

where SSSE is the spin Seebeck conefficient

SSSE =
h̄

2e2

gµBB

kBT

2gs

1+ 2ρNMλNMgscoth(dNM/λNM)
, (14)

with the effective spin conductance [39, 46, 47],

gs = 2π
2e2

h̄
nPIJ

2
intSBS

(

gµBB

2kBT

)[

(gµBB/2kBT )

sinh2(gµBB/2kBT )

]

,

(15)

for small temperature difference (TNM/TPI ∼ 1) and small spin

conductance condition (ρNMλNMgs ≪ 1), which is always sat-

isfied at sufficiently low temperatures.

III. EXPERIMENTAL RESULTS AND COMPARISON

WITH THEORY

In this section, we show that our model well explains the

observed paramagnetic SSE signal in the Pt/GGG sample
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FIG. 4. A schematic illustration of the paramagnetic spin Seebeck effect in the Pt/GGG system (a) and the magnified view of the Pt/GGG

interface (b). Jc, B, Js, and ∇T show the applied charge current, external magnetic field, interface spin current, and Joule-heating induced

temperature gradient, respectively. (c) M(B) of GGG at various T . (d) Experimental results of the B dependence of V2ω in the Pt/GGG system

at various T . (d) Theoretical calculation of the B dependence of the paramagnetic spin Seebeck voltage Vcal at various T with ∆T = 16 mK

and the material parameters summarized in Table I.

[Figs. 4(a) and 4(b)]. We observed the paramagnetic SSE

in the low temperatures (T < 20 K) and high magnetic field

(B > 1 T) regime similar to the previous reports [28, 48].

A. Magnetization of GGG

Paramagnetic insulator GGG is commonly used as a sub-

strate for growing a thin-film ferrimagnetic Y3Fe5O12 (YIG)

[49] in spintronics and magnonics [50, 51]. Since the Ga3+

ion is nonmagnetic, the magnetic property of GGG is gov-

erned by the Gd3+ ions with the small antiferromagnetic ex-

change interaction of −0.1 K [52]. GGG shows no long-range

magnetic ordering down to 180 mK and has a small Curie-

Weiss temperature ΘCW of −2 K [52], making GGG an ideal

classical paramagnetic system.

Figure 4(c) shows the B dependence of GGG’s magnetiza-

tion, M, measured by a vibrating sample magnetometer at var-

ious T . The saturation magnetization of ∼21 µB/f.u. is con-

sistent with the expected value for Gd3Ga5O12, where Gd3+

(S = 7/2) carries ∼ 7µB. The M−B curve at the lowest T of

3 K shows a Brillouin-function-like response; M is saturated

at large B. 3(a). By contrast, M at 20 K increases linearly

with B and resembles the calculated M for ξ ≪ 1. M −B at

low (high) T corresponds to the curves in the large (small) ξ
region in Fig. 3(a). All magnetization measurement results

indicate GGG obeys the Curie-Weiss law down to low tem-

perature.

B. Experimental setup and results

We fabricated an on-chip spin Seebeck device [18, 22, 28,

53] schematically shown in Fig. 4(a). The device consists of

a Pt strip on a GGG slab (10× 10× 0.5 mm3) commercially

obtained from CRYSTAL GmbH. Before the nanofabrication,

we cleaned the GGG slab in acetone for 5 minutes using an

ultrasonication bath. We picked up it from acetone and blew

off the acetone residue on top of the GGG slab with dried ni-

trogen gas. We used positive resist PMMA 950A and conduc-

tive organic polymer ESPACER (Showa Denko) for prevent-

ing charge up during the e-beam lithography. The dimension

of Pt is 200 µm long, 100 nm wide, and 10 nm thickness pre-

pared by magnetron sputtering, e-beam lithography and lift-

off methods [46, 54, 55]. We confirmed that the surfaces of

the GGG substrate and Pt film have small surface roughnesses

using an atomic force microscope [please see Figs. 6(a) and

(b) in Appendix A]. The Pt strip works as a heater as well as

a spin-current detector. We generate Joule heating to induce

a thermal gradient ∇T across the Pt/GGG interface by apply-

ing a current Jc with magnitude Jc. The generated ∇T drives a

spin current Js at the interface via the exchange interaction be-

tween localized spins in GGG and conduction electron spins

in Pt [see Fig. 4(b)]. The spin current is converted into a

voltage signal via the ISHE in Pt. We applied Jc with the fre-

quency of 13.423 Hz and root-mean-square amplitude of 10

µA, which corresponds to the heating power of ∼ 10 µW. We

fixed the heating power instead of the temperature difference

in the SSE measurements, which is different from the theo-

retical calculation with the input of the constant temperature

difference. We confirmed that the system temperature remains

unchanged during the SSE measurements, indicating the tem-

perature increase due to Joule heating is negligible. As the

thermally induced spin current has the same frequency of the

Joule heating (∝ J2
c ), we measured the second harmonic volt-

age V2ω across the Pt strip using a lock-in method to resolve

the resultant SSE signals.

Figure 4(d) shows the B dependence of V2ω in the Pt/GGG

sample for various T . At T = 20 K, we observed no voltage

signal. With decreasing T , a clear V2ω appears, whose sign

changes with respect to the B direction. This is due to the

reversal of the direction of the localized spins in GGG and

the spin-current polarization. The maximum signal intensity

rapidly increases with decreasing T . V2ω(B) below 10 K lin-

early increases up to B = 2 T and takes the maximum value

at around B = 5 T. By further increasing B, V2ω starts to de-
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crease, showing the B-induced reduction of the paramagnetic

SSE. All observation here is consistent with the results of the

paramagnetic SSE reported by Wu et al. [28].

C. Calculation of spin Seebeck voltage in Pt/GGG

We numerically calculated the paramagnetic spin Seebeck

voltage Vcal in the Pt/GGG system given by Eq. (12) with the

material parameters summarized in Table I using Microsoft

Excel. Figure 4(e) shows Vcal(B) under the constant temper-

ature difference of ∆T = TPt −TGGG = 16 mK at the selected

T . At all T , Vcal appears with the application of B and changes

the sign under the B reversal. At T ≤ 10 K, Vcal increases with

B < 5 T and shows a broad peak at around 5 T. In the B > 5

T range, we found the B-induced reduction of Vcal. By con-

trast, Vcal at T > 10 K monotonically increases up to B = 14

T. Note that the B dependence at low (high) T corresponds to

the ξ dependence of js/ j0
s for ξ > 1 (ξ < 1) [see Fig. 3(b)].

Next, we investigated the T dependence of Vcal. Figure 5(a)

shows Vcal(T ) at various B values. Except for Vcal(T ) at B =
14 T, Vcal(T ) monotonically increases in 5 K ≤ T ≤ 20 K. This

behavior is similar to M(T ), where M follows the Curie-Weiss

law [M ∝ (T −ΘCW)−1] shown in Fig. 5(b). Below 5 K, Vcal

at B < 3.5 T increases down to 1 K, while Vcal(T ) at B ≥ 3.5
T decreases, corresponding to the B-induced reduction of Vcal.

This is different from the saturation behavior of M in the low

T and high B range.

D. Comparison between theory and experiment

By comparing Figs. 4(d) and 4(e), we found that the cal-

culation well reproduces the experimental B dependence of

the paramagnetic SSE. The agreement between the calcula-

tion and experiments indicates that the B-induced reduction of

the paramagnetic SSE is ascribed to the competition between

the Zeeman energy (∝ gµBB) and thermal energy (∝ kBT ).

When sufficiently large B, such as kBT ≪ gµBB, is applied,

the spin-flip scattering reduces because the thermal energy

cannot overcome the Zeeman gap [see Fig. 1(b)], and thus

the interfacial spin current and SSE signal reduce. The same

mechanism is also responsible for the B-induced reduction of

the SSE in FMs at low T , where freeze-out of magnons pro-

hibits the thermal magnon excitation [55–58].

We found that Vcal and V2ω show good agreement in the

amplitude at 3 K with the input of ∆T = 16 mK and the ma-

terial parameters in Table I. This value is comparable to the

increase of the Pt surface temperature estimated in the similar

Pt/GGG device at 2 K using the thermal simulation [48]. The

interfacial temperature difference originates from an effective

Kapitza conductance κeff, which relates the injected heat flux

to ∆T at the interface [21]. We obtained κeff ∼ 1.5× 107

Wm−2K−1 at 3 K, which reasonably agrees to that in Pt/YIG

at low temperatures of 40 K [60]. However, it may also indi-

cate the possible overestimation of κeff because of the strong

decrease of κeff at lower temperatures [61]. For more quanti-

TABLE I. Selected parameters for calculating the paramagnetic spin

Seebeck voltage Vcal in Pt/GGG. Θint
CW, Jint, and nPI are estimated in

Ref.[47] using λPt, ΘSH, and ρPt in Ref. [59].

Symbol Value Unit

Platinum spin diffusion length λPt 2 nm

Platinum spin Hall angle θSH 0.11 -

Platinum resistivity ρPt 3.4×10−7 S/m

Gd spin angular momentum S 7/2 -

Interfacial Curie-Weiss

temperature
Θint

CW -1.27 K

Dimensionless interfacial

exchange interaction
Jint -0.065 -

Interfacial Gd atom density nPI 6.94×1018 Gd/m2

(a)

1 10

100

10

1

0.1

0.01

T (K)

M
 (
µ

B
/G

d
)

(b)
1 10

0.01

100

10

1

0.1

V
c
a

l (
µ

V
)

B = 0.1 T
1 T

3.5 T

8 T
14 T

S = 7/2
ΘCW = -2 K

FIG. 5. Calculation of the paramagnetic spin Seebeck voltage

Vcal(T ) for Pt/GGG (a) and bulk magnetization M(T ) of GGG (b)

with the bulk Curie-Weiss temperature of -2 K at selected B.

tative comparison, we need detailed experiments on the inter-

facial heat and spin transport at low temperatures.

Finally, we discuss the T dependence of the paramagnetic

SSE. The interface spin current takes the maximum at ξ ≈ 1

shown in Fig. 3(b), and so does Vcal at Tmax ≈ gµBBeff/kB =
(gµBB/kB)− |ΘCW|. Quantitatively, Vcal at B = 3.5 T shows

the T−0.6 dependence in 5 K . T . 20 K, above Tmax(B =
3.5 T) ≈ 3.4 K. However, the experimental results reported

by Wu et al. [28] show the faster power-law decay of the sig-

nal, T−3.4, in the Pt/GGG system in the condition. We also
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obtained a similar T dependence in our experimental results.

The difference can be caused by the T dependence of ∆T . In

our calculation, we fixed the constant ∆T value of 16 mK for

obtaining Vcal, corresponding to the intrinsic T dependence of

the paramagnetic SSE. However, in the experiments, actual

∆T is not constant with varying T , even though the heating

power is fixed. At low T , the thermal conductivity of GGG

strongly decreases with decreasing T [45], causing the T de-

pendence of ∆T , which affects the T dependence of the para-

magnetic SSE voltage signal. Indeed, Wu et al. obtained the T

dependence of the paramagnetic SSE voltage signal ∝ T−4 by

taking the T dependence of the thermal conductivity of GGG,

the Kapitza conductance at the interface, and M of GGG into

account. Comparison with our calculation and experimental

results measured with constant ∆T [62] may provide further

insight into the T dependence of paramagnetic SSE in this

system.

IV. SUMMARY

We theoretically investigated the spin Seebeck effect (SSE)

in a normal metal (NM)/paramagnetic insulator (PI) junction.

The spin and energy exchange appears at the NM/PI inter-

facial due to the spin-flip scattering between the conduction

electron spins in NM and localized spins in PI. We calculated

the spin current density at the interface using the linear re-

sponse theory and found that the finite spin current appears

when the temperatures of spins in NM and PI are different.

The interfacial spin-current density is governed by values of

the electron spin S of the localized spin in PI and ξ ∝ B/T .

When ξ < 1, the spin current density increases due to the

alignment of the localized spin, while the spin current den-

sity is rapidly suppressed when ξ > 1 because the Zeeman

energy exceeds thermal energy, resulting in the suppression

of the spin-flip scattering. The good agreement between the

calculated and measured B dependences of the paramagnetic

SSE voltage in the Pt/GGG system at low temperatures indi-

cates that the B-induced reduction of the paramagnetic SSE is

attributed to the suppression of the interfacial spin-flip scat-

tering due to the Zeeman gap opening. Recent studies on the

long-rage spin transport in paramagnets [36, 46] indicate the

importance of bulk spin transport, and thus future work on a

SSE theory based on bulk spin and heat transport in param-

agnets is important to clarify the role of spin-wave excitation

mediated by the dipole interaction for the paramagnetic SSE.

Our results clarify the mechanism of the thermally induced

spin transport at NM/PI interfaces and give insight into the

thermal spin current generation in spin caloritronics [63].
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APPENDIX A: SURFACE OF GGG AND PT FILM ON GGG

Figures 6(a) and 6(b) show the atomic force microscope

(AFM) images of the surface of the GGG substrate after the

cleaning and Pt film on GGG. We found similar values of the

surface roughness: Ra = 0.3 nm for the GGG substrate and Ra

= 0.4 nm for the Pt film. Ra of 0.4 nm is much smaller than

the Pt thickness, indicating high quality and uniformity of the

film.

(a) Surface of GGG (b) Surface of Pt on GGG
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FIG. 6. Atomic force microscope images of the polished (111)

surface of GGG (a) and the Pt film on the GGG substrate (b).
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