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tance. While the ab initio treatment of low-field transport is well-developed, the treatment of
high-field transport is much less so, particularly for multi-phonon processes that are reported to
be relevant in GaAs. Here, we report a calculation of the high-field transport properties and cur-
rent power spectral density (PSD) of hot electrons in GaAs from first principles including on-shell
two-phonon (2ph) scattering. The on-shell 2ph scattering rates are found to qualitatively alter
the high-field distribution function by increasing both the momentum and energy relaxation rates
as well as contributing markedly to intervalley scattering. This finding reconciles a long-standing
discrepancy regarding the strength of intervalley scattering in GaAs as inferred from transport and
optical studies. The characteristic non-monotonic trend of PSD with electric field is not predicted

at this level of theory. Our work shows how ab initio calculations of high-field transport and noise
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Abstract

High-field charge transport in semiconductors is of fundamental interest and practical impor-

may be used as a stringent test of the electron-phonon interaction in semiconductors.
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I. INTRODUCTION

High-field charge transport and fluctuation phenomena in semiconductors are of funda-
mental and practical interest for semiconductor devices [1-3]. Early work on high-field charge
transport in semiconductors focused on dielectric breakdown in polar semiconductors, estab-
lishing an early treatment of electronic interactions with polar longitudinal optical phonons
[4]. Subsequent studies examined the nonlinear variation of drift velocity with electric field
in elemental semiconductors [5-7], current instabilities in III-V semiconductors known as
the Gunn effect [8, 9], experimental characterization of the negative differential resistance
region associated with the Gunn effect [10-12], and measurement of the warm electron and
sub-millimeter wave mobility that provided insight into the energy relaxation time [13-
16]. Initial theoretical studies employed model distribution functions [17, 18] or numerically
solved the Boltzmann equation under various approximations [19-21] to investigate high-
field transport phenomena such as energy relaxation and intervalley scattering processes.
Beginning in the 1970s, Monte Carlo calculations became the predominant method for mod-
eling high-field transport [22-24], enabling the simulation of various phenomena across a

range of electric fields, temperatures, and geometries [25].

In addition to measurement of typical transport properties, velocity fluctuations in semi-
conductors were characterized using measurements of the current power spectral density
(PSD). Owing to the fluctuation-dissipation relation, close to equilibrium the PSD does not
provide additional information about charge transport beyond that contained in the mobility
[26-28]. However, away from equilibrium, the PSD contains qualitatively new information
because it characterizes the fluctuations about a non-equilibrium steady-state distribution, in
contrast to observables that characterize the mean of the steady-state distribution like drift
velocity [3, 29]. The first reported measurement of velocity fluctuations in a semiconductor
was of the transverse noise temperature in Ge [30]. PSD was later obtained by measuring the
diffusion coefficient using the relation between PSD and diffusion coefficient at sufficiently
low frequencies [31]. Initial measurements of the PSD versus electric field in GaAs exhibited
a peak at an electric field around the onset of negative differential resistance (~ 2 — 3 kV
cm ™) [32]. Although the quantitative results may have been complicated by a non-negligible
time-domain response of the electric circuit used in the experiment [33], later measurements

using microwave pulses confirmed the trend [34, 35]. The first numerical investigations of
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noise phenomena in GaAs focused primarily on calculating the diffusion coefficient at high
fields [36], noting that the high-field diffusion coefficient differed substantially from that
predicted using the Einstein relation [37, 38]. Later, Monte Carlo calculations [34, 39, 40]
and analytical models [41-43] of transport in GaAs were used to study intervalley processes
and their role in the Gunn effect and PSD peak. Subsequent works focused on the effect
of short channels [44] or impurities [45] on PSD at cryogenic temperatures, Monte Carlo
modeling of noise in modern heterostructure devices [46, 47], and analytical models of PSD
in graphene [48].

Intervalley scattering in GaAs has been the subject of substantial experimental and the-
oretical study due to its role in producing negative differential resistance [49] and non-
monotonic features of the PSD versus electric field [50-53]. Early theoretical works derived
symmetry selection rules for intervalley scattering, concluding that only LA and LO phonons
could mediate intervalley coupling between states at the I' and L points [54]. Diverse experi-
mental and numerical methods have reached conflicting conclusions regarding the strength of
intervalley scattering in GaAs as quantified by the intervalley deformation potential (IDP),
Dry, [55]. Transport studies involving measurements of PSD [39, 40], I-V curves in sub-
micron structures [56], and threshold field versus stress [57] interpreted using Monte Carlo
simulations with semi-empirical scattering rates [58] concluded that the intervalley scatter-
ing strength must be weak (Drp, ~ 2 x 10® ¢V em™') to match trends of experimental data.
On the other hand, experiments based on photoluminescence of optically excited carriers
inferred a markedly larger value (Drp, ~ 8 x 108 eV ecm™!) [59-63]. Recent first-principles
calculations [64] support the larger value of the deformation potential due to contributions
from non-longitudinal phonons, as selection rules are relaxed away from high symmetry
points [65]. Advances in experimental methods have enabled the relaxation of photoexcited
electrons to be monitored with momentum and energy resolution, providing insights into
the effect of intervalley scattering on the differing timescales of momentum and energy re-
laxation [66-68]. Despite these experimental advances, the discrepancy in the intervalley
scattering strength inferred from various experiments remains unresolved.

Ab initio methods may aid in resolving such discrepancies by providing a parameter-free
treatment of the electron-phonon (e-ph) interaction and charge transport processes [69, 70].
The low-field mobility has been computed for diverse materials [71] including Si [72, 73], GaN
[74], GaAs [75], hybrid perovskites [76, 77], two-dimensional materials [78-80], and other
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compound semiconductors [81]. Advances to ab initio e-ph theory continue to be reported,
with examples such as the GW corrections to the e-ph interaction [73, 82] and inclusion
of the quadrupole interaction [83, 84]. Within the Boltzmann transport framework, works
have studied phonon drag [85] and magnetotransport [86]. For GaAs, achieving quantitative
accuracy in the first-principles calculation of low-field mobility remains a subject of ongoing
work, with discrepancies between initial ab initio calculations [75, 87] largely ascribed to
differences in the band structure with different effective masses and valley separations [88].
A recent calculation of electron mobility including higher-order terms in which electrons are
sequentially scattered by two phonons has indicated that these processes are non-negligible
[89]. For high-field transport, only recently has the ab initio framework been applied, with
drift velocity curves calculated by explicitly time-stepping the Boltzmann equation to steady
state [90] or in combination with Monte Carlo simulations [91]. The ab initio treatment of
electronic noise at high fields is comparatively lacking, with a first-principles framework
for electronic noise only recently reported but restricted to the warm electron regime [92].
Finally, the present level of theory for either transport or PSD has not been tested in the hot
electron regime in polar semiconductors in which energy relaxation and intervalley scattering
are of fundamental importance. Ab initio calculations of high-field transport and hot electron
noise offer a new test of the accepted theory of e-ph interactions in semiconductors by probing

fluctuations about a non-equilibrium steady-state distribution function.

Here, we report an ab initio calculation of the drift velocity and PSD of hot electrons in
GaAs for electric fields up to 5 kV cm™! including on-shell 2ph scattering. We find that
this higher-order e-ph scattering process plays a fundamental role in all aspects of high-
field transport, particularly by increasing the average energy dissipated to the lattice per
scattering event and increasing the intervalley scattering rate. This observation provides
an explanation for the incompatible values of IDP as inferred from transport and optical
studies. We find that the characteristic non-monotonic trend of PSD with electric field is
not predicted even with on-shell 2ph scattering. This finding highlights the use of the PSD

as a rigorous test of the theory of e-ph interactions in semiconductors.
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II. THEORY

A. Overview

The details of the ab initio formalism to compute transport and noise coefficients beyond
the cold electron regime are given in Ref. [92]. Here, we summarize the results and indicate
the necessary changes to extend the method to the hot electron regime. The Boltzmann
transport equation (BTE) for spatially homogeneous electrons subjected to an electric field
E is:

Ofm E
gtk +%'kamkzz[fmk] (1)

Here, f,. is occupation of the electron state at wave vector k with band index m, and e is
the fundamental charge. 7 is the collision integral that describes scattering of electrons by
phonons, the dominant form of scattering near room temperature for non-degenerate carrier
concentrations [70]. At steady state, the time derivative term vanishes by definition and the
solution of the Boltzmann equation is the non-equilibrium steady-state distribution. Our
work focuses on the conduction band of GaAs for which there are no interband transitions
in the energies of interest, so we omit the electron band indices in the remaining equations

for simplicity.

B. Collision integral at high fields

The 1ph e-ph collision integral is given by:

2 1
I[fk] B _EN Z ’gV(ka q)’2 (6(€k - hwl/q - Ek-i-q)Hlim + 5(€q + hwz/q - €k+q)Hﬁbs) (2)
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where the sum is over phonon wave vector q and polarization v for scattering phonons
which satisfy momentum conservation, the delta functions ensure energy conservation, and
g,(k,q) is the e-ph matrix element. N is the total number of g-points sampled from the
Brillouin zone. H{™ and H2P weight the scattering probabilities to account for the electron
and phonon occupations. In general, the weights are nonlinear functions of the electron

occupations given by [93]:
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Here, fi is the electron occupation and N, is the occupation of a phonon at wave vector
q with mode index v.

The non-linear character of the collision integral makes the numerical solution of the BTE
challenging at high electric fields. In our previous framework for warm electrons [92], the
collision integral took the typical form in the literature in which the weights are linearized
about a deviational occupation A fy as defined by fx = fl+ A fx, where f¢ is the equilibrium
Fermi-Dirac distribution. The weights are obtained by assuming A fi, < f2 and neglecting
any terms that are nonlinear in the occupations. This assumption is violated at high electric
fields as the deviational occupations may far exceed the equilibrium occupations.

However, for non-degenerate electrons for which fi < 1, the collision integral may be
linearized in both the low-field and high-field regimes by letting 1 — fi &~ 1 in Egs. 3 and 4.
If the full occupation is separated into fi = f2 + Afy, the final weights for A fy become

H}e{m - Afk(Nl/q + 1) - Akaqul/q (5)
Hlibs = Akal/q - Afk+01(]\/v1/01 + 1) (6)

where the terms involving fg are eliminated by the requirements of detailed balance and
energy conservation of the scattering process between electrons and phonons. For instance,
the identity f(Nyq + 1) = fil,(Niq may be verified by inserting the Boltzmann and Bose-
Einstein occupation functions for f and N, 4, respectively, and enforcing energy conservation
in scattering with phonon emission, €x.q = €x — fw,q. The linearity of this collision integral
requires only the assumption of non-degenerate electron statistics. We find this assumption
to be well-satisfied in all transport regimes in this work, with the maximum value of fy ~
0.003 for an electric field of 3 kV cm™t.

With the collision integral modified for high electric fields, the remainder of the steady-
state calculation follows the same framework as given in Ref. [92]. In particular, the drift

velocity is obtained using Eq. 20 of Ref. [92]. In this work, we restrict £ < 5 kV em™,
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where F is the magnitude of the electric field, due to the increasing computational cost of

incorporating states at higher energies that become occupied as the electric field increases.

C. Ab initio computation of PSD

We briefly review the formalism to compute the current PSD once the steady-state distri-
bution function is obtained. The PSD is given by the Fourier transform of the autocorrelation
of current fluctuations (Eq. 17 of Ref. [92]). The governing equation for the autocorrelation
function is again the Boltzmann equation as in the steady case [94]. After some manipu-
lation (given in Sec. IL.B of Ref. [92]), the PSD can be obtained by solving the following

equation:

[iwl + A] g = fli(vk@ - V) (7)

where A is the relaxation operator that contains the electric field term and the e-ph collision
integral; w and « are the frequency and Cartesian direction, respectively, for which the noise
is calculated; f; is the steady-state occupation for the state at wave vector k for the given

field; vk o is the group velocity for state k; and V,, is the drift velocity.

The solution to this second Boltzmann equation, gy, has been denoted the “effective
distribution function” [48]. The physical meaning of the right-hand side of Eq. 7 is that the
PSD is larger for steady-state distributions with occupation in states for which there is a
larger difference between the group velocity and the drift velocity, roughly corresponding
to distributions with larger variance. Finally, the longitudinal current PSD is obtained by
a Brillouin zone integration of the effective distribution function given by the expression

below:

Sjia () = 2(1—)% [Z vk,agkw] (®)

where S, ;. (w) is the current PSD at frequency w, with electric field in direction a. The
factor in front of the sum contains the fundamental charge e, and the volume of the supercell

Vo.



D. Two-phonon (2ph) scattering

The computational framework for the first-principles calculation of 2ph scattering, where
electrons are scattered by two consecutive one-phonon events, was recently developed and
reported to be non-negligible for low-field mobility in GaAs [89]. As we will show, the
level of theory with first-order e-ph scattering where electrons are scattered by one phonon
(1ph) is insufficient for high-field transport and hot electron noise. Therefore, we included
scattering from 2ph processes with approximations to ensure computational tractability for
the high-field case.

According to Ref. [89], for k # k' the 2ph collision matrix may be written as:

2 1 A (lela A (2e A\ (2a
S S Ol R g

qt+p=k—k vu
where N is the number of phonon points sampled from the Brillouin zone, and sums are
over all pairs of phonons that couple two electronic states, with the second phonon identified
by branch index p and wave vector p. The minus sign is inserted to conform to the sign
convention of Ref. [92]. The diagonal element of the scattering matrix gives the scattering

rate of the state and is given by:

2ph 2 h) (2ph
kAK/
The superscripts in Eq. 9 refer to the three types of 2ph processes: phonon emission
combined with phonon absorption (lela), emission of two phonons (2e), and absorption of

two phonons (2a). The contribution of each type of 2ph process, indexed by superscript i,
is given by:

00 — A(i)W(i)(S(Ek — € — ag)wup - aﬁf)w,,q) (11)

where A® is the weighting factor based on phonon and electron occupations (Eq. 4 in
Ref. [89]), W® is the 2ph process amplitude, and the constants a9 are determined by the

type of scattering process, taking on the values:

agela) —1, E)Qe) -1, aga) — 1,
Ckglela) -1, 045126) -1, agQa) -1



The 2ph process amplitude is given by:
2
(12)
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where g¢,(k,q) is the one-phonon matrix element corresponding to coupling between an
electron at k scattering to an electron at k + q through a phonon of mode v at q, and so on
for the other matrix elements. The € correspond to the band eigenvalues, w are the phonon
energies, 17 is an infinitesimal required to prevent divergences in the denominator, and ¥y
is the self-energy of the electron at k + q.

The 2ph framework differs from the 1ph framework in several ways; we note two par-
ticularly important differences indicated by Eq. 12. First, the intermediate electron state
reached after being scattering by the first phonon (ex £ hwg) is a virtual state that does not
necessarily have the band energy (ex1q) at the corresponding point in the Brillouin zone. If
the virtual state energy coincides (does not coincide) with the band energy, the 2ph process
is called “on-shell” or “resonant” (“off-shell” or “non-resonant”). The difference between
the virtual energy and the band energy is called the off-shell extent. Second, the amplitude
of a given 2ph scattering process depends on the self-energy of the intermediate state (X in
the denominators of Eq. 12). The real part of the self-energy was found to have negligible
effect on the two-phonon calculation and hence was omitted [89]. We make the same ap-
proximation in this work and consider only the imaginary part of the self-energy which is
directly proportional to the scattering rate at the intermediate state. Since the scattering
rate should include both 1ph and 2ph scattering, the calculation for 2ph processes requires
iteration until self-consistency, where the initial iteration approximates the intermediate
state scattering rate as containing only 1ph processes, and the resulting 2ph scattering rate
is used in the next iteration.

Including 2ph scattering at the fully ab initio level for high-field transport is computation-
ally prohibitive. We employ several approximations to make the calculation feasible. First,
we found empirically that increasing the number of self-consistent iterations beyond three
did not lead to qualitative changes in the trend of computed observables, and we therefore
employed three iterations rather than ten as in Ref. [89]. Specifically, we found the difference
in the final computed properties to be less than 10% for ten versus three iterations. Second,
consistent with our approximations used to extend the 1ph collision integral to high fields,

we also neglect the electron occupation terms in the 2ph weights of A®, given in Eq. 4 of



Ref. [89].

Finally, we restrict the 2ph processes to include only those with an intermediate state
that is within a specified threshold of off-shell extent, meaning that the process is nearly
on-shell. This on-shell approximation is expected to capture many relevant 2ph processes
owing to the 2ph rate being inversely proportional to the square of the off-shell extent (c.f.
the denominator of Eq. 12). Although these on-shell 2ph processes consist of successive 1ph
pathways, they directly couple electronic states that are not directly coupled by 1ph pro-
cesses and may therefore qualitatively alter the momentum and energy relaxation compared
to the 1ph level of theory.

The on-shell restriction leads to subtle differences with the formulation presented in
Ref. [89]. Considering the two terms on the right-hand side of Eq. 12, if one of the terms
is on-shell, the other term is likely to be off-shell. The term that is off-shell is therefore
neglected. However, the neglect of this term means that the factor of 1/2 accounting for
double counting in 2e and 2a processes (Eq. 4 of Ref. [89]) should not be included in the
present formulation. In addition, while both lale and lela processes are automatically
included when using the full expression of Eq. 12 for lela processes, with the off-shell term
neglected both lale and lela processes must be explicitly incorporated. The 2ph rates
we obtain with these approximations we term on-shell 2ph for the remainder of the paper.

Properties computed using both 1ph and on-shell 2ph scattering rates are denoted 1+2ph.

III. NUMERICAL METHODS

The calculation of high-field drift velocity and PSD takes the electronic structure and
e-ph matrix elements as inputs, which are computed for GaAs from first principles using
Density Functional Theory (DFT) and Density Functional Perturbation Theory (DFPT)
with QUANTUM ESPRESSO (QE) [95, 96]. The long-range quadrupole term considered in
Ref. [81] is neglected. Following Ref. [92], the calculation uses an 8 x 8 x 8 coarse grid, a
plane wave cutoff of 72 Ryd, a lattice parameter of 5.556 A, and a non-degenerate carrier
concentration of 10 cm™3.

We implement the PSD calculation with additional routines that take as input the e-ph

matrix elements obtained from PERTURBO [97], which performs the Wannier interpolation

of the QE data (using the Wannier90 library [98]) to the fine grids necessary for transport
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calculations. We use a fine grid of 250 x 250 x 250 for all calculations in the 1ph framework.
Once the interpolated e-ph matrix elements are obtained using unmodified PERTURBO rou-
tines, we explicitly construct the high-field collision matrix given by Egs. 2 and 5. The delta
functions in Eq. 2 are approximated by a Gaussian with a smearing parameter of 5 meV. As
in Ref. [92], the drift term (second term in the left hand side of Eq. 1) is implemented using
the finite-difference scheme of Refs. [98, 99]. We solve the resulting linear systems using a
Fortran implementation of the Generalized Minimal Residual (GMRES) method [100]. All
calculations were performed at 300 K. We note that the recent work of Ref. [90] obtained
the steady-state distribution by explicitly time-stepping the BTE to steady state; here, we

solve for the steady-state distribution directly using numerical linear algebra.

In PERTURBO, an energy window is specified to limit the points sampled in the Brillouin
zone to only those in the relevant energy range. As the electric field increases, electrons
are driven to higher energies compared to the energies relevant to thermal equilibrium at
room temperature, so this energy window must be larger than the window used for low-field
mobility calculations. Increasing the energy window significantly increases the number of
points in part due to the inclusion of the L valley. The primary limitation on computational
tractability is the number of k-points sampled since the size of the collision matrix grows
quadratically with the number of k-points. We find that for the electric fields of interest (< 5
kV cm™!), an energy window of 360 meV above the conduction band minimum is sufficient,
yielding around 52,000 k-points. We found that increasing the energy window to 400 meV
had no qualitative effect on the calculated trends of drift velocity and PSD versus electric

field.

For the 2ph calculations, we include only processes with an off-shell extent of 25 meV or
less, meaning the intermediate virtual state is within 25 meV of the band energy. We find
that increasing this tolerance to 30 meV increases the 2ph rates by only 1.2%. When calcu-
lating noise and transport quantities with 2ph scattering, we are limited by computational

tractability to a fine grid of 200 x 200 x 200.
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IV. RESULTS
A. Drift velocity with 1ph scattering

We first consider the drift velocity versus electric field at the 1ph level of theory, presented
in Fig. 1. The base calculation is observed to qualitatively reproduce several trends, including
the linear increase of the drift velocity with electric field below 1 kV em™!, followed by
a rapid decrease and a region of negative differential mobility. However, consistent with
prior reports [89], the low-field mobility, corresponding to the slope of the drift velocity
at low electric fields, is considerably overestimated, with the predicted mobility of 18,570
em?V~1s7! exceeding the experimental value of around 8,000 cm?V~!'s1[101] by over a
factor of two. Our calculated value is compatible with prior reports [81, 89] when the same
calculation parameters are used, namely the same lattice constant, full iterative solution of

the Boltzmann equation, and DFT band structure.
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1.0Figure 1: Drift velocity versus electric field for the base calculation (dashed black curve), the
corrected-bands case (dot dashed orange curve), and the 14-2ph case (solid blue curve), as
described in the text. The inclusion of on-shell 2ph processes gives the best agreement of the
three cases with the experimental drift velocity measurements of Ruch et al. [10] and Ashida et

al. [102).

Some of the discrepancies in the drift velocity curve can be attributed to inaccuracies

in the DFT band structure. First, the computed effective mass is overestimated compared
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to experiment (0.055m, versus 0.067m,, respectively) [88]. Second, the minima of the L
valley in the DFT band structure are at 250 meV above the conduction band minimum
(CBM) instead of 300 meV as in experiments [101, 103]. To quantify the correction to the
drift velocity due to the band structure, we replace the energy eigenvalues of states in the I
valley with those calculated using a spherically symmetric band structure model [20] with
the experimental effective mass of 0.067m, and a non-parabolicity of 0.64 [104]. We also
rigidly shift the DFT band energies in the L valleys by 50 meV to achieve the experimental
['-L valley separation of 300 meV. We note that while other works have obtained band
structures closer to experiment using GW corrections [87-89], prior analysis for GaAs has
argued that the main effect of these corrections is to alter the effective mass rather than the
e-ph coupling strength [88]. The spherical symmetry approximation is satisfied to within a
few percent, and the findings are unaffected by the use of either band structure.

The drift velocity versus electric field with these corrections, denoted “corrected bands,”
is plotted in Fig. 1. The agreement of the velocity field curves with experiments is improved,

with a low-field mobility of 12,674 cm?V~1s™!, but it remains overpredicted.

B. On-shell 2ph scattering

It has been reported that the low-field mobility of GaAs, and thus the slope of the drift
velocity versus field curve, is overestimated even with corrections to the band structure, and
that additional scattering from 2ph processes is necessary to achieve improved agreement
with experiments [89]. To assess the impact of these corrections on the high-field drift
velocity, we computed the on-shell 2ph scattering rates as specified in Sections II D and
ITI. These calculations employed the corrected band structure described above to facilitate
comparison of the effects of 2ph scattering relative to the effective mass correction.

The effect of the additional on-shell 2ph scattering on the drift velocity is shown in
Fig. 1. Consistent with Ref. [89], the agreement of the low-field mobility is improved, with
the computed value of 7153 cm?V~!s™1 about 10% lower than the accepted value of ~ 8000
ecm?V~1s71[101]. However, the high-field drift velocity with on-shell 2ph scattering, which
have not been previously reported, is now underpredicted compared to experiment. We
observe that the threshold field for the onset of negative differential resistance is around 5

kV ecm™!, exceeding the experimental value of around 3.5 kV ecm™" [101].
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1.0Figure 2: Scattering rates from on-shell 2ph processes versus energy. (a) 1ph scattering rates
from the corrected-bands case (orange triangles), the on-shell 2ph rates (blue dots), and the full
2ph rates iterated to self-consistency as given in Fig. 4 of Ref. [89] (red squares). The increase in
scattering rates around 0.3 eV is due to the onset of intervalley processes. (b) Fraction of the
on-shell 2ph rates coming from processes mediated by LO phonons only. As intervalley scattering
becomes permitted, non-LO phonons participate in 2ph scattering. (c) Intervalley scattering rate
for states in I' scattered to the L valley. The on-shell 2ph intervalley scattering rate is

comparable to that for 1ph scattering. (d) On-shell 2ph scattering rates in the L valley.

To gain more insight, we examine various features of the on-shell 2ph rates, which have
not yet been reported for energies above 100 meV where processes relevant to high-field
transport such as intervalley scattering and energy relaxation occur. In Fig. 2a, we show the
on-shell 2ph scattering rates versus energy above the CBM along with the 1ph scattering
rates with the corrected bands. We find that the on-shell 2ph rates are comparable to the

1ph rates over the entire energy range up to 360 meV, with a magnitude around half of the
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1ph rates. Between 100 meV and 300 meV, the 2ph scattering rates are roughly constant,
and increase above 300 meV. This trend is also observed in the 1ph rates and is attributed
to the onset of intervalley scattering. The on-shell 2ph rates are in good agreement with the
full 2ph rates reported in Ref. [89]. This observation suggests that off-shell processes make
a negligible contribution to scattering, and that the on-shell 2ph scattering in the present
work has largely captured the relevant 2ph processes.

Figure 2b shows the fraction of processes involving two LO phonons versus energy. Below
200 meV, greater than 90% of the on-shell 2ph processes involve only LO phonons, but at
higher energies near and above the minimum of the L valleys, a substantial fraction of the
2ph processes involve phonons other than the LO mode. In Ref. [89], only 2ph processes
involving LO phonons were considered, and the figure shows that such an approximation is
justified for the low-energy scattering rates relevant for the low-field mobility. However, it is
known that intervalley scattering is mediated through all phonon modes [64, 65, 75, 87, 88],
not just the LO mode, thereby explaining why the contribution of non-LO phonons becomes
increasingly important at higher energies. For energies exceeding ~ 320 meV, around half
of the scattering processes involve non-LO phonons.

To assess the magnitude of intervalley scattering due to 2ph processes, we plot the inter-
valley scattering rates for transitions from the I' valley to the L valley in Fig. 2c. The 2ph
intervalley rates are of comparable magnitude to those of the 1ph framework. Prior studies
of intervalley scattering have not considered the contribution of 2ph processes, which are
now seen to be as important as 1ph processes. Figure 2d shows the 2ph scattering rates
in the L valleys. Here, the scattering rates are around half of those for 1ph scattering,

particularly near the L valley minimum.

C. Valley occupation and high field distribution

We now consider how the steady-state distribution function and valley occupations are
altered by the inclusion of on-shell 2ph scattering. Intervalley scattering causes the transfer
of population from the lower-effective-mass I' valley to the higher-effective-mass L valley,
which is the origin of negative differential resistance underlying the Gunn effect. We first
investigate this transfer by plotting the fraction of the steady-state population in the L

valley versus electric field in Fig. 3a. We observe that the base calculation predicts the most
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carriers in the L valley, followed by the corrected-bands case and then the 14+2ph case. This
feature can be partly attributed to the L valley being lower in energy in the DFT bands
compared to the other two cases. In the corrected-bands case where the valley separation
was increased by 50 meV and the effective mass increased, fewer electrons have sufficient
energy to transfer, and hence the L valley population is lower. However, the 142ph case
has substantially fewer carriers in the L valley than even the corrected-bands case, despite

having increased intervalley scattering rate as shown in Fig. 2c.

To identify the origin of this feature, we plot the steady-state distribution function for
an electric field of 3 kV em™! in Fig. 3b. The distribution function for the base calculation
exhibits a clear peak around 250 meV, indicating that substantial population has transferred
to the L valley. In the corrected-bands case, the peak is weaker and begins at 300 meV,
reflecting the rigid shift in the L valley energy. The corrected-bands distribution function
also has a higher population in the I' valley, consistent with Fig. 3a, due to the higher
effective mass which inhibits the heating of the carriers. Finally, the distribution for the
14+2ph case exhibits still higher population for energies below 200 meV and significantly
reduced L valley population.
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1.0Figure 3: (a) Fraction of carriers in the L valley at steady state versus electric field for the
three cases described in the text. The 1+2ph case has the least occupation in the L valley despite
having increased intervalley scattering compared to the other two cases. (b) Steady-state electron

distribution function (arbitrary units) versus energy at 3 kV cm™~! for the three cases.
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D. Process-resolved 2ph scattering rates and energy relaxation

These features of the distribution function in the on-shell 2ph case reflect the increased
momentum and energy dissipation contributed by 2ph processes. First, the on-shell 2ph
scattering rates increase the total scattering rate by about 50%, decreasing the mobility by
around the same factor. Recall that the Joule heating per carrier is given by euE? (Eq. 3.100a
in Ref. [105]). The heating of the electrons therefore decreases with the on-shell 2ph rates
added. In addition to this reduced Joule heating, energies of the final states reached by
2ph scattering processes involve combinations of phonons and thus the energy relaxation
mechanisms due to 2ph processes may qualitatively differ from those of 1ph processes in

which phonons are only emitted or absorbed.

To gain more insight into energy relaxation by 2ph processes, we first disaggregate the
2ph scattering rate by the process type. Recall that there are three types of 2ph processes:
phonon emission combined with phonon absorption (lela), emission of two phonons (2e),
and absorption of two phonons (2a). For 1ph scattering events, the electrons gain energy
when absorbing a phonon and lose energy when emitting a phonon. For 2ph scattering, 2a
processes cause energy gain, 2e processes cause energy loss, and lela processes lead to little
energy change when mediated by phonons of similar energy, which is approximately true
for 2ph scattering below 200 meV involving only LLO phonons with little dispersion. When
considering only LO phonon processes, the 2e and 2a processes produce approximately
twice the energy loss or gain of the corresponding 1ph process. Thus, 2ph processes may

substantially alter the energy relaxation compared to the 1ph case.

The scattering rate for each type of 2ph process in the I' valley is shown in Fig. 4a. We
observe that at low energies below 60 meV, only lela and 2a processes are present, with
the lela being the dominant process. This result is consistent with that reported for the
full 2ph calculation (Fig. 5 in Ref. [89]). No 2e processes are allowed below 60 meV since
the emission of two LO phonons would result in a final state with an energy in the band
gap. Starting around 60 meV, 2e processes are energetically allowed, and above 100 meV
they are larger in magnitude than the lela processes. The 1ph case exhibits less structure
because the only allowed processes are single phonon absorption and emission, leading to a

single transition to phonon emission dominated scattering at around 35 meV as in Fig. 2a.

We next compute the average energy loss versus the energy of electrons in the I' valley.
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1.0Figure 4: 2ph rates by process type and corresponding energy loss. (a) Breakdown of 2ph
process type versus energy in the I' valley. At low energies, the lela rates comprises nearly all of
the total 2ph rates. The 2a rates make a minor contribution at all energies. (b) Average energy
loss versus electron energy in the I' valley. The 142ph case has higher energy loss between 100
meV and 300 meV where the 2e rates are strongest. (¢) Breakdown of 2ph process type versus
energy in the L valley. The lela rates are the dominant type, with 2a rates having a weak energy
dependence and contributing most at the L valley minimum. (d) Average energy loss versus

energy in the L valley.

The average energy loss for a state at wave vector k is given by the following equation:
(€55 = L Z(fk — 1) Ow x (13)
I " ’
where I'y is the total scattering rate for state k due to all scattering processes, and ¢y is the

energy of the state at k. This weighted average quantifies the average energy exchanged with

the lattice by an electron after scattering considering all types of emission and absorption
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processes. A positive energy loss means that, on average, carriers at that energy tend to emit
phonons and lose energy, while a negative energy loss means that carriers tend to absorb
phonons and gain energy.

The result for the corrected-bands and 14-2ph cases are given in Fig. 4b. Below 35 meV,
the average energy loss is negative with a value around —35 meV for the corrected-bands
case, corresponding to the LO phonon absorption dominated scattering. The 14+2ph case
shows a slightly less negative energy loss because the lela processes, which dominate at
low energy, are nearly elastic, shifting the average energy loss towards zero. Above 35 meV
in the corrected-bands calculation, LO phonon emission processes are energetically allowed
and begin to dominate the scattering, leading to a positive energy loss. For the 142ph case,
as 2e processes start to dominate above 100 meV, the average energy loss increases and
ends up about 20% higher (5 meV) than the corrected-bands result between 100 and 250
meV. Near the energy of the L valley minimum, the increased contribution of lela and 2a
processes above 275 meV reduces the difference in energy loss between the 14+2ph and the
corrected-bands case.

The observation of higher average energy loss for 2ph processes helps to explain the
decreased population of carriers in the L valley for the 14+2ph case. In addition to the
decreased power input from Joule heating owing to the lower mobility, 2ph processes are
able to more effectively cool the electronic system, decreasing the population with sufficient
energy to transfer to the L valley.

We now examine the categorization by 2ph scattering processes and the average energy
loss for the L valley, shown in Figs. 4c and 4d, respectively. For the scattering categorization,
we observe a qualitatively similar trend as in the I' valley, where the majority of the 2ph
scattering near the L valley minimum is lela, with 2a scattering rates depending only weakly
on energy. The 2e rates increase rapidly around 330 meV and exceed the lela rates near
the edge of the energy window (360 meV).

Next, we plot the average energy loss from the 1+2ph and corrected-bands cases in Fig. 4d.
The corrected-bands case with 1ph scattering has negative energy loss (energy gain) below
340 meV because scattering is dominated by phonon absorption, as was the case for the
I' valley. Over all energies, the magnitude of the average energy loss in the 142ph case is
less than that of the corrected-bands case due to the dominance of the nearly elastic lela

processes.
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E. Current PSD

The PSD is sensitive to the strength of intervalley scattering processes [39, 43], and hence
a strict test of the present level of theory can be obtained by computing the PSD of the hot
electrons. The normalized hot electron PSD versus electric field along with experimental
measurements from the literature is given in Fig. 5. The experimental PSD exhibits a
characteristic non-monotonic trend of an initial decrease, followed by a marked increase
around the onset of negative differential mobility and a subsequent decrease. The data have
been obtained by various methods including time of flight [32] for the diffusion coefficient
and direct measurements of noise power [34, 35]. The time of flight results of Ref. [32] are
suggested to overestimate the magnitude of the peak [33], but despite some spread in the
data and the possibility of experimental inaccuracies, the same qualitative trend has been

reproduced in several studies.
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1.0Figure 5: Normalized PSD versus electric field for the three cases as described in the text.
None of the calculated cases are able to reproduce the peak in the PSD near 3 kV cm™! that
appears in the experimental data: PSD from noise temperature and differential mobility
measurements (filled circles [35] and open circles [34]), and from time of flight experiments

(triangles [32]).

This trend has been attributed to the following factors. First, the PSD weakly decreases

at low fields as carriers are heated to higher energies with higher scattering rates, leading

20



to a decrease in mobility. As a result, the PSD also decreases since the proportionality
relation between mobility and PSD [26-28] is approximately satisfied at low fields. Near the
threshold field for negative differential mobility, intervalley transitions become possible, and
the peak in the PSD is thought to arise from intervalley diffusion due to scattering between
two valleys of highly dissimilar effective masses [49-51]. Finally, the PSD decreases at high
fields due to the accumulation of carriers in the L valley. The decrease occurs because the
group velocities in the L valley are substantially lower than those in the I' valley and hence
make a lesser contribution to the electric current and PSD as indicated by the group velocity

factor in the sum in Eq. 8.

The PSD from the base calculation predicts some features of the experimental non-
monotonic trend, with the initial decrease at low field originating from the increase in

scattering rates [92], followed by a weak peak and decrease above 2.5 kV cm™!.

However,
overall the calculated PSD is in poor agreement with the experiments, with the rise in the
PSD being significantly underestimated. In the corrected-bands case, the initial decrease of
the PSD versus field is weaker, consistent with the increased effective mass which inhibits
electron heating, and the subsequent decrease of the PSD after the peak occurs at a larger
field (3 kV cm™!), consistent with the L valley minimum having been shifted to higher
energies. However, little improvement in the magnitude of the PSD peak is observed. Finally,

the 142ph case yields similarly poor agreement, with the weak peak largely unchanged

compared to either calculation at the 1ph level of theory.

V. DISCUSSION

We have established that the on-shell 2ph level of theory makes a non-negligible contri-
bution to high-field transport properties but does not predict the trend of PSD in GaAs. We
have also shown how the on-shell 2ph contributes substantially to intervalley scattering and
qualitatively affects the evolution of the electron distribution function with electric field, in
particular by increasing the energy relaxation rate. We now discuss how these findings allow
for the resolution of a discrepancy in the IDP inferred from different experiments [55], and

we discuss the possible reasons for the lack of a peak in the computed PSD.
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A. Interpretation of experimental studies of intervalley scattering

Intervalley scattering in GaAs has been the subject of intensive experimental and theo-
retical study owing to its importance to negative differential resistance and the Gunn effect.
Many studies aimed to quantify the strength of intervalley scattering as measured by the
IDP in the semi-empirical expression originally derived by Conwell [106]. While this model
is now known to be inaccurate [64, 65], the IDP in the model nevertheless captures the
magnitude of intervalley processes in a single number that is comparable across studies
[107].

The IDP value in GaAs has been inferred primarily from two classes of experiments,
charge transport and photoluminescence response to optical excitation. In transport stud-
ies, an external field was applied to a sample and the current or noise response was mea-
sured. The transport was simultaneously modeled with Monte Carlo methods based on
semi-empirical scattering rates, and the IDP was obtained by fitting simulation and ex-
periment. This approach has been used on samples subjected to uniaxial stress along the
[111] crystal axis [57] to identify the shift in threshold field for onset of negative differential
mobility with stress, with additional modeling performed in Ref. [58]; and measurements of
the diffusion coefficient [32] with modeling in Ref. [39]. The value of the IDP extracted from

these experiments is approximately D ~ 2 x 108 eV cm™.

In the other class of experiments, the sample was subjected to optical excitation and the
resulting photoluminescence was measured. Although the details vary between experiments,
the electron lifetime below and above the L valley energy can be directly extracted from
the measurements, thereby providing the intervalley scattering rate. This approach does
not require assumptions regarding the physical origin of the scattering. This approach has
been employed by Dymnikov et al., who measured the depolarization of photoluminescence
in a magnetic field [108]; Karlik et al., who deduced a lifetime based on relative photolu-
minescence intensities [62]; and Fasol et al. using the broadening of the photoluminescence
peak [109]. The value of the IDP from these methods is generally around a factor of four
larger than that inferred from transport studies. We show the differing values of IDP from
both classes of experiments in Fig. 6. An extensive review of the discrepancy was given by

Reklaitis et al. [55], and it remains unresolved.

Our observation that on-shell 2ph scattering has a significant effect on the high-field
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the IDP [62, 108, 109]. A clear discrepancy exists in the IDP inferred from the two sets of

experiments.

transport properties in GaAs provides a means to reconcile the differing conclusions. An
important difference between the two types of experiments is that determining the interval-
ley scattering strength from transport experiments requires interpretation using simulations,
while the optical experiments directly provide a lifetime. The IDP values inferred from trans-
port experiments are therefore susceptible to inaccuracies in the assumed scattering rates.
We have shown in Fig. 3b that the inclusion of 2ph scattering qualitatively changes the
steady-state distribution function at high fields due to contributions to momentum as well
as energy relaxation (Figs. 4b and 4d). In the MC studies used to interpret transport experi-
ments, semi-empirical 1ph rates were adjusted to predict the experimental low-field mobility.
However, these scattering rates underpredict the energy relaxation and hence overpredict
the population at high energies, leading to an excess population in the L valley and hence

a suppression of the PSD peak. A lesser value of the IDP would therefore be needed to
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compensate, explaining the smaller value inferred from transport studies. Conversely, if the
semi-empirical 1ph rates were adjusted to prevent the overpopulation at high energies, the
low-field mobility would be substantially underpredicted. The coupling between momentum

and energy relaxation at the 1ph level of theory is altered by the inclusion of 2ph scattering.

We therefore conclude that the correct intervalley scattering rates are those inferred from
optical studies, resolving the discrepancy regarding the strength of intervalley scattering
in GaAs as described in Ref. [55]. Our work also provides a clear physical origin for the

underprediction of the IDP from transport studies.

B. Possible origin for lack of PSD peak

Finally, we consider candidate origins of the discrepancy in the PSD versus electric field.
One possibility is that off-shell processes that are neglected in the present calculation are
necessary. However, as in Fig. 2a, the computed on-shell 2ph rates agree well with those
from the full calculation in the range of energies for which comparison is possible, implying
that the present rates have captured most of the relevant processes. Another mechanism
may be a non-trivial cancellation of the next-leading-order term of e-ph interaction with the
term involving the second derivative of the interatomic potential. [110] This cancellation
has long complicated the investigation of higher-order e-ph interactions. Investigating these
hypotheses with ab-initio methods is computationally challenging but an interesting target

of future study.

Finally, a more prosaic explanation could be experimental non-idealities. From the orig-
inal study of the Gunn effect, it was observed that current noise occurred owing to the
instability associated with negative differential resistance, which in turn arose from the for-
mation of charged domains. [111] In general, ab-initio simulations do not consider space
charge effects, and so the present simulations would not predict any effect arising from the
dipole layers. An inconsistency with this explanation is the appearance of the peak in PSD
prior to the electric field at which NDR occurs. However, this inconsistency might be ac-
counted for by imperfections in electrical contacts and doping fluctuations leading to local
electric fields that exceed the NDR threshold [112]. The PSD discrepancy is a topic of future
study.
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VI. CONCLUSIONS

We have reported the high-field drift velocity and hot-electron PSD in GaAs from first
principles. Although the 1ph theory has been thought to be adequate for GaAs and used
extensively in Monte Carlo simulations, we have found that on-shell 2ph processes play
a fundamental role in all aspects of high-field transport, including energy relaxation and
intervalley scattering. This finding resolves a long-standing discrepancy regarding the value
of the IDP as inferred from transport and optical studies in favor of the stronger value
obtained from photoluminescence measurements. Further, the characteristic peak in the
PSD versus electric field is not predicted at this level of theory. Our work demonstrates
that the ab initio computation of high-field transport and noise properties may provide

considerable insight into the e-ph interaction in semiconductors.
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