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A new triangular-lattice intermetallic compound Gd2Ir0.97Si2.97 was successfully synthesized as
single-phase by deliberately introducing vacancies. Theoretical analysis suggests that the ground-
state is competing with several low-energy spin configurations due to magnetic frustration on a nearly
ideal triangular lattice. Despite a number of competing magnetic states, the compound exhibits
long-range antiferromagnetic order at 16 K, a long-range ferrimagnetic transition at 6.5 K, and a
reentrant cluster-glass transition below Tf ∼ 3 K. The complex magnetism in the compound could
be correlated with competing antiferromagnetic and ferrimagnetic structures predicted theoretically.

I. INTRODUCTION

Magnetic frustrations in magnetic materials emerge
when their intrinsic properties, like topological or ge-
ometrical constraints, competing magnetic interactions,
lattice geometry, or bond/site disorder, prevent the min-
imization of the magnetic energy. [1–3] Recently, a large
growth of research has emerged on various types of mag-
netically frustrated systems owing to their unconven-
tional physical properties, viz., formation of spin-ice,[4]
spin-liquid,[5] or spin-glass type states,[6] realization of
finite entropy at zero temperature,[7] lowering of order-
ing temperature due to randomness of magnetic interac-
tion, [8] arising from ground-state degeneracies.[9] More
specifically, geometrically frustrated systems, where an-
tiferromagnetic (AFM) interactions are frustrated by the
symmetry of triangular (or tetrahedral) lattice, are of
paramount interest as such systems often exhibit unusual
electronic and magnetic responses associated with their
complex spin textures, along with the strong electron-
electron interactions [10–12].

A recent discovery of frustration-led formation of non-
trivial topological spin textures in magnetic skyrmions
is one such example that is a subject of intense cross-
disciplinary research among the fields of physics, material
science, and chemistry.[13–15] Initially, such novel spin-
texture was evinced in noncentrosymmetric compounds
due to the presence of Dzyaloshinskii-Moriya (DM) in-
teractions. In the absence of inversion symmetry, it was
shown that magnetic fluctuations driven by geometric
frustrations, competing magnetic interactions, and inter-
play of varying magnetic anisotropy energies play a ma-
jor role in the formation of nontrivial spin textures in
materials.[16, 17] Yet, recent observations of such tex-
ture – even in a few frustrated centrosymmetric lattice
systems – indicate possible alternative mechanism(s) at
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play.
So far, only a handful of topologically-protected

skyrmionic systems, almost exclusively Gd-based, are ex-
perimentally realized and the fundamental mechanisms
that underpin the phenomenon is still not well under-
stood. [13, 18, 19] The Gd2PdSi3 compound, which
adopts a centrosymmetric hexagonal crystal structure (a
variant of AlB2-type), is reported to be the first such
magnetically frustrated lattice system with evidence of
a topological spin state. [13]. The compound is a mem-
ber of a broader R2TX3 family (R = rare-earth, T =
transition-metal, and X = Si, Ge, In), exhibiting several
intriguing properties, including Kondo effects, multiple
magnetic transitions, magnetic frustration and spin-glass
behaviors, mixed-valence state, large magnetocaloric ef-
fects, magnetic memory effects, and bidirectional fre-
quency dependence of dynamical susceptibility. [20–28]

In R2TX3 systems, the R ions form an edge-sharing
triangular network, where strong magnetic frustration
can arise when the nearest-neighbor exchange coupling
is AFM. Additionally, crystal geometry-induced mag-
netic frustrations can also develop due to the presence
of competing nearest-neighbor (NN) and next-nearest-
neighbor (NNN) exchange interactions because of close
values of the hexagonal lattice parameters (c/a ∼ 1) [22].
Although magnetism in most of the reported mem-
bers of this series with T = Ni, Cu, Rh, Pd and Pt
(where T-ion magnetic moments are quenched) is gov-
erned by Ruderman-Kittel-Kasuya-Yosida (RKKY) in-
teractions between the R-ions localized 4f electrons, [12,
24, 29–31] recent studies reveal additional contributions
of itinerant moments, when T = Co.[32] The simultane-
ous presence of RKKY indirect coupling between 4f -spins
via polarization of conduction electrons and the itiner-
ant exchange-derived coupling between the d -electrons
and their interplay are expected to add complexity to
magnetic phase transitions and associated spin textures.
Moreover, such complex interplay of local and itiner-
ant magnetism can also have a pivotal role in stabilizing
nanoscale topological spin states.[13, 33]

Although there are many studies describing centrosym-
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metric R2TX3 systems containing 3d and 4d transi-
tion metals, less information is available for systems
with 5d metals, except for T = Pt. Compared to 3d
and 4d transition-metal systems, the introduction of 5d
transition-metals is expected to significantly alter the
magnetic interactions due to their strong spin-orbit cou-
pling. Additionally, the wider 5d transition-metal band-
width may also result in hybridization with rare-earth 5d
band, further affecting f -d interactions.

Here, we report the formation of a novel centrosym-
metric R2TX3-type compound containing 5d -transition
metal, Gd2Ir0.97Si2.97 and study its unconventional mag-
netic properties. We have shown that the compound is a
geometrically frustrated system that undergoes multiple
magnetic transitions at low temperatures associated with
different spin configurations and competing energies.

II. METHODS

A. Experimental details

The polycrystalline Gd2IrSi3 and Gd2Ir0.97Si2.97 sam-
ples of approximately 3 g each were prepared by using
standard arc melting procedure. Pure (> 99.9 wt.%, Alfa
Aesar, USA) starting elements were weighed in nominal
stoichiometric ratios and arc-melted together in an inert
argon atmosphere on a water-cooled copper hearth. The
ingots were remelted 5 times, flipping them over after
each melting to improve chemical homogeneity. Weight
losses after melting were negligible (<0.5%). Parts of
each sample were wrapped in a Ta-foil and annealed
under vacuum at 1073 K for seven days. Powder X-
ray diffraction (XRD) measurements of as-cast and an-
nealed samples were carried out in a commercial pow-
der diffractometer using Cu-Kα source (rotating anode,
9 kW, Model: TTRAX-III, Rigaku Corp., Japan). Full
Rietveld analyses of the obtained XRD spectra were
done using FULLPROF.[34] The sample homogeneity
and chemical compositions were confirmed using a JEOL
scanning-electron microscope (SEM) equipped with an
energy-dispersive x-ray spectroscopy (EDS) analyzer.

A SQUID magnetometer (Quantum Design Inc., USA)
was employed to study magnetic properties in the tem-
perature range 2 - 300 K and magnetic field ranging from
0 to 70 kOe. Both zero field-cooled (ZFC) and field-
cooled (FC) protocols were adopted for magnetic sus-
ceptibility measurements. In ZFC procedure, a sample
was cooled to the lowest temperature (2 K) without the
application of any external magnetic field and then mag-
netization measurements were carried out in a specified
magnetic field during heating from 2 to 300 K. In FC
protocol, a sample was cooled to the lowest temperature
under an applied magnetic field and the magnetization
(M) vs. temperature (T) data were collected in the same
field during heating. Measurements during cooling in
the same field (FCC) were practically indistinguishable
from those performed during heating after FC. Isother-
mal magnetic-field dependencies of magnetization, M vs.

H, were measured at different temperatures. Before ev-
ery set of M-H measurements, the sample was cooled
down to the specified temperature from a temperature
well above the highest transition temperature in the ab-
sence of magnetic field. AC susceptibility measurements
were performed under an excitation field of 6 Oe with
frequency ranging from 1 to 1489 Hz.

Heat capacity measurements were performed using
a commercial Physical Property Measurement System
(PPMS, Quantum Design Inc., USA) using the relax-
ation technique in the temperature range 2 - 300 K and
magnetic fields ranging from 0 to 70 kOe. Electrical resis-
tivity measurements were implemented in a standard four
probe technique in the same PPMS set up. A rectangular
shaped sample was cut and polished for this purpose and
silver epoxy was used for making electrical connections.

B. Computational methods

Density-functional theory (DFT) was used to cal-
culate the ground-state energy and band-structure of
the Gd2IrSi3 system using a projector augmented wave
(PAW) method [35] as implemented in the Vienna Ab-
initio Simulation Package (VASP) [36]. For the ex-
change and correlation functional, the Perdew-Burke-
Ernzerhof based generalized gradient approximation
(PBE-GGA) [37] is used. We applied spin-orbit cou-
pling (SOC) and an onsite electron-correlation (effective
Hubbard) parameter |U − J | of 6 eV for proper place-
ment of Gd-4f states. The room-temperature lattice
parameters (Table I) are used as inputs in DFT calcu-
lations. The total-energy convergence criterion for the
self-consistent calculations is 10−7 eV per cell, using an
energy cutoff of 520 eV for the wave functions. The
Brillouin-zone integration was performed using a k-point
mesh based on the tetrahedron method with Bloch cor-
rections. A Γ-centered grid of 12×12×12 k -points was
used for Brillouin-zone sampling.

III. RESULTS AND DISCUSSIONS

A. Structural Characterization

Majority of R2TSi3 compounds are reported to crys-
tallize in a hexagonal AlB2-type structure or a deriva-
tives. [12, 24] [38] In the AlB2 prototype structure
(P6/mmm), lattice parameters a and c are similar in
value; here the atoms at Al site and those at B sites are
arranged in alternating layers. In the simplest structure
for R2TX3 compounds, R-atoms occupy Al-positions,
while T and X atoms are randomly distributed in B-
positions. Doubling the unit cell edges (a) leads to an
ordered variant of the Ce2CoSi3-type structure, where
T and X atoms occupy distinct crystallographic Wyck-
off sites (2d and 6m) and R-atoms occupy two differ-
ent Wyckoff sites (1a and 3f ). This structural modifi-
cation retains the same space group P6/mmm. R2PtSi3
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FIG. 1. (a) XRD patterns of (top) Gd2IrSi3 and (bot-

tom) Gd2Ir0.97Si2.97İn (top) the green bars indicate calculated
Bragg peak positions for the R2RhSi3-type main phase, while
magenta bars are Bragg peak positions for the GdIrSi2 im-
purity. Insets illustrate regions that highlight presence (top)
and absence (bottom) of Bragg peaks of the impurity. (b)
crystallographic representation of Gd2Ir0.97Si2.97 unit cell in
the ab plane, showing the hexagonal network of Gd atoms,
(c) unit cell of the studied compound.

and R2CoSi3 are known to form this crystal structure
type [30, 32]. A third, R2RhSi3, variant is yet an-
other derivative of the AlB2-type, where both a and
c parameters are doubled compared to the parent.[38]
The exact description of this crystal structure (known
as the Er2RhSi3-type) remains somewhat disputed, as
both P63/mmc and P6̄2c could describe the structure
quite well.[39] In both cases, R-atoms occupy two dif-
ferent sites in 1:3 ratio, while Rh and Si atoms occupy
two distinct Wyckoff positions. Ce2IrSi3 [40], the only

TABLE I. Crystallographic parameters of Gd2Ir0.97Si2.97 ob-
tained by full Rietveld refinement of room-temperature pow-
der XRD data.

Compound Gd2Ir0.97Si2.97

Crystal Structure Er2RhSi3 type : derived from AlB2 type Structure
Space group P63/mmc, No. 194
a = b 8.156(1) Å
c 8.037(7) Å

Atomic coordinates

Atom
Wyckoff
position

x y z Occupancy

Gd1 2b 0 0 1/4 1
Gd2 6h 0.5049 -0.5049 1/4 1
Ir 4f 1/3 2/3 0.0214 0.965(2)
Si 12k 0.1543 0.3087 0.0023 0.981(1)

known compound in the R2IrSi3-series, was reported to
crystallize in the Ce2CoSi3-type crystal structure.

The room-temperature XRD patterns of Gd2IrSi3 and
Gd2Ir0.97Si2.97 materials are shown in Fig. 1(a). Al-
though majority of the Bragg peaks of the stoichiometric
Gd2IrSi3 could be indexed assuming the Ce2CoSi3-type
structure, a few of them remain unindexed. Assuming
the Er2RhSi3 -type structure helps to account for some
of these unindexed peaks, yet a few are still unaccounted.
It is known that many polycrystalline R2TX3-type com-
pounds do not form at ideal 2:1:3 stoichiometries, and
contain RTX2 [21, 32] or RT2X2 secondary phases.[41]
Accordingly, Rietveld refinement of the XRD pattern of
Gd2IrSi3 (Fig. 1(a),(top)) confirms that the stoichiomet-
ric sample contains the R2RhSi3-type as the main phase
coexisting with 6 wt.% of GdIrSi2 as impurity. Anneal-
ing the sample at 1073 K for seven days has no effect on
the phase fractions at all.

As reported, single phase R2TSi3 materials can be
obtained by introducing defects both on the T and
Si sites [20, 21, 26, 32, 42–44]. Considering this,
we have also synthesized an off-stoichiometric com-
position Gd2Ir0.97Si2.97Ȧll of the Bragg peaks in the
XRD pattern of this off-stoichiometric composition
(see Fig. 1(a)(bottom)) are fully indexed with the
Er2RhSi3-type structure [38], within the accuracy of
the experiment confirming the single-phase nature of
Gd2Ir0.97Si2.97Ȧnnealing at 1073 K has not effect on the
XRD pattern, likely indicating that the compound melts
congruently.

Rietveld refinement results are presented in Ta-
ble I. This particular atomic arrangement leads to
three closely-spaced Gd-Gd distances: Gd(1)-Gd(1) =
3.965(2)Å, Gd(2)-Gd(2) = 4.018(3)Å, and Gd(1)-Gd(2)
= 4.078(2)Å. This feature may have a profound influence
on the compound’s magnetic properties, because similar
but different Gd-Gd distances could result in competing
magnetic interactions, often seen in many compounds
with unconventional magnetic ground states. We will
elaborate on this point later while discussing magnetic
properties of the sample. Scanning electron microscopy
(SEM) and energy-dispersive X-ray (EDX) spectroscopy
measurements were carried out on Gd2Ir0.97Si2.97 and the
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FIG. 2. dc magnetic susceptibility vs. temperature measured
in a 100 Oe applied magnetic field.

compound was found to be homogeneous in nature. The
elemental composition obtained from EDX measurement
at multiple spots is Gd2Ir0.94(3)Si2.96(3), which matches
both our starting composition and stoichiometry deter-
mined from the Rietveld refinement within error bars.

B. dc Magnetization Study

dc magnetic susceptibility (χ=M/H) of Gd2Ir0.97Si2.97
measured in both ZFC and FC protocols in a 100 Oe ap-
plied magnetic field is shown in Fig. 2. Three distinct
anomalies are seen at ∼ 120 K, ∼ 16 K and ∼ 6.5 K. The
peak at 16 K remains stable both in the ZFC and FC
measurements, also in fields of 5 kOe and lower (Fig 3),
and hence can be considered as the signature of AFM
type transition. On the other hand, although the suscep-
tibility under ZFC protocol decreases below 6.5 K, the
FC measurement exhibits a ferromagnetic (FM)-like in-
crease, suggesting a development of an FM component
or a metastable phase below 6.5 K. An additional weak
feature is barely discernible around 3 K in the ZFC data.
This feature would be discussed in more detail in connec-
tion with ac susceptibility behavior later (section III D).

In addition to these low-temperature anomalies, a
broad maximum is observed around 120 K where irre-
versibility between ZFC and FC data starts to manifest
(Fig. 2). With an increase in externally applied field,
that maximum at 120 K flattens and the magnetic irre-
versibility diminishes. For H ≥ 5 kOe, the irreversibility
as well as the maximum completely disappear and the
magnetic susceptibility appears to be paramagnetic-like
over a much larger temperature region, 16 < T < 300
K (Fig. 3, 4). Such a feature in magnetic susceptibil-
ity is akin to the presence of a weak FM-like interac-
tions that manifest only in low-field measurements, but
are buried in the enhanced paramagnetic susceptibility
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FIG. 3. dc magnetic susceptibility vs. temperature measured
in various applied magnetic field. Susceptibilities measured
under different field are presented in a shifted scale (0.15
emu/mol-Oe for measurements under each field) along the
y-axis. Inset shows actual view of magnetic susceptibility.

when the external magnetic field strength is increased.
In the present case, a rather moderate field of 5 kOe
appears to be sufficiently strong to suppress such FM
interactions. Such behavior may be reflective of either
a small magnetic impurity or it may be intrinsic to the
main phase. An impurity, if present, must be beyond
the detection limit of our XRD/EDX results combined
with SEM image analysis. We also note that a simi-
lar anomaly around the same temperature was also re-
ported in a structurally related Pr2Co0.86Si2.88, where
the feature was assumed intrinsic to the main phase, orig-
inating from the ordering of weak Co-spins.[32] In the
case of Tb5−xLaxSi2Ge2, it was shown that replacing a
small fraction of Tb atoms with nonmagnetic La (x =
0.075) may result in formation of short-range ferromag-
netic clusters and Griffiths-phase characteristics at TG

= 190 K and TG∗ = 156 K. [45] Considering all of the
above, our magnetic susceptibility measurement (Fig. 2)
most likely reflects the presence of a similar Griffiths-
phase like behavior in a non-stoichiometric sample with
nominal composition Gd2Ir0.97Si2.97

As illustrated in Fig. 3, the anomaly at ∼ 16 K shifts to
low temperatures with the application of magnetic field
greater than 10 kOe. This is typical for most of AFM
materials and indicates that the AFM spin arrangement
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remains quite robust up to this field. In contrast, interac-
tions that support anomaly at ∼ 6.5 K appear to be quite
weak, as the anomaly disappears for H > 5 kOe. Con-
sidering all these features together, the magnetic ground
state appears to be quite delicate in character, as of-
ten found in many magnetically frustrated systems. This
type of behavior is also in agreement with the theoretical
model discussed later (section III F).

The inverse susceptibilities displayed in Fig. 4 at dif-
ferent magnetic fields, along with the Curie-Weiss fit [46]
of the data measured in a 5 kOe magnetic field above 100
K. The fitting yields the effective moment µeff = 11.73
µB/f.u. and Weiss temperature θp = −37 K. Assuming
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the moment is associated with rare-earth Gd-ion only,
as found in most of the rare-earth intermetallic systems,
this corresponds to 8.29 µB/ Gd3+ ion, which is slightly

higher than the expected gJ
√

[J(J + 1)] = 7.94 µB/Gd,
where gJ is the Lande factor and J is total angular mo-
mentum of non-interacting Gd3+ ions. [24]. This slightly
higher than theoretical µeff is common suggesting addi-
tional contributions from 5d electrons of either or both
Gd and Ir [47–50]. The AFM ground state is further
confirmed by the negative value of the Weiss tempera-
ture (θp ∼ −37 K). Additionally, a rather large value of
frustration parameter, f = | θp |/TN ∼ 2.5, points to an
appreciable magnetic frustration in the system. [51, 52]
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FIG. 7. dM/dH at different temperatures. Inset shows an
expanded view of the low-field region

The M(H) behavior remains almost linear for T <
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12 K, as expected for AFM systems (Fig. 5, 6).[53, 54]
However, a close look at the low-temperature M(H) data
near H = 0 shows minor hysteresis behavior (Fig. 5, in-
set (a)). Weak coercivity at low temperatures indicates
presence of a magnetic phase which could be either glassy
or weakly ferromagnetic in character. As the tempera-
ture increases, the hysteresis vanishes above 8 K, and
M(H) becomes more distinctly linear. At 2 K, dM/dH
reveals two peaks: at ∼500 Oe and 28 kOe (Fig. 5,
inset (b)), suggesting field-induced spin-reorientations.
As the measurement temperature increases, the low-field
dM/dH anomaly extends only up to 6 K. In contrast, the
dM/dH peak at ∼28 kOe is quite robust and it persists
till ∼14 K (Fig. 7) irrespective of different magnetic spin
arrangement regions, viz., 2 < T < 6.5 K or AFM-type
in 6.5 < T < 16 K.

C. Heat Capacity Study

Heat capacity behavior (Fig. 8) is shown in the temper-
ature range 2 - 300 K measured in the absence of external
magnetic field. A pronounced λ-type peak at T∼16 K
confirms the long-range nature of magnetic ordering. An
additional weak anomaly, visible around T∼6.5 K is also
consistent with the magnetic susceptibility data. The
heat capacity at room temperature is ∼146 J/mol-K is
in a good agreement with the classical Dulong-Petit limit,
C = 3nR (∼148.15 J/mol-K), where R is the universal
gas constant and n is the number of atoms per formula
unit (f.u.), here n = 2+0.97+2.97 = 5.94.
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FIG. 8. Zero-field heat capacity data of
Gd2Ir0.97Si2.97Ḋebye+Einstein fitting is denoted by black
line and magnetic entropy is denoted by olive line. Inset
shows the expanded view in the magnetic-ordering region
between 0 and 30 K. The hump in the experimental data
around ∼290 K is due to melting of Apiezon N grease
used.[55].

The lattice heat capacity of Gd2Ir0.97Si2.97 cannot be
represented by a Debye model with a single Debye tem-

perature (θD) in the measured temperature range. This
is primarily because the Debye model is only applicable
at high temperatures (T > θD/10) or at low tempera-
tures (T < θD/50), but not in the intermediate temper-
ature region.[56] Therefore, it is a common practice to
use a combination of Debye and Einstein models to de-
scribe the temperature dependence of heat capacity. [57–
61] The sum of electronic and lattice contributions to the
heat capacity is thus defined as

CP = γT + αCD(T ) + (1− α)CE(T ) (1)

where the Debye contribution is

CD = 9NDR

(
T

θD

)3 ∫ θD
T

0

x2exdx

[ex − 1]2
(2)

and similarly the Einstein contribution is

CE = 3NER
x2ex

[ex − 1]2
, (3)

In Eq. 1, γ is the Sommerfeld coefficient, ND and NE

are the number of Debye and Einstein oscillators, respec-
tively, and α is a relative weight of the heat capacity in
the Debye approximation. In Eq. 3, x = θE/T, where
θE is the Einstein temperature. In our analysis, Cp(T )
can be described well in the entire temperature range by
considering equally-weighted Debye and Einstein contri-
butions, and thus Eq. 1 can be simplified as

CP = γT +
1

2
(CD(T ) + CE(T )) (4)

The best match of experimental data in the range 35
- 300 K to Eq. 1 yields γ = 44 mJ/mole-K2, θD = 636
K, and θE = 158 K. The value of θD obtained from our
analysis appears to be on the higher side of those re-
ported for majority of known intermetallic systems; yet
a significant number of compounds do show even much
larger θD [57, 58, 62–64] suggesting rather enhanced hard-
ness of those materials. Of course, it may also be men-
tioned here that fitting over the whole temperature re-
gion 2 < T < 300 K) could also overestimate θD, as
the Debye model applies to low-frequency modes of lat-
tice vibration (acoustic modes). This is true only in the
low-temperature region, as the heat capacity data at the
high-temperature region involves the high-frequency (op-
tical) modes as well. This consideration is also known
to affect the value of θD obtained from heat-capacity
analysis.[56, 65]

Typically, the magnetic contribution to the heat capac-
ity is calculated by subtracting the lattice and electronic
heat capacity of a non-magnetic analog. In the absence
of data of La- or Y-analogues, we use the fit described
in Eq. 4 extrapolated to the low-temperature region to
estimate the combined contribution of Cel and Cph in the
magnetically ordered state. Taking Cmag = Cp − (Cel
+ Cph), and integrating Cmag/T over the whole tem-
perature region, the magnetic entropy at TN = 16 K is
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thus estimated to be Smag = 14.4 J/mol-K per Gd3+ ion,
which is 80.5% of the theoretical total magnetic entropy
value Rln(2J+1) = 17.38 J/mol-K per Gd3+ ion with S
= 7/2 and L = 0.[66] Magnetic entropy is fully removed
around T = 35 K (Fig. 8). This suggests the presence of
dynamic short-ranged magnetic correlations in the sys-
tem up to 35 K, similar to that observed for other Gd-
based compounds.[54, 67] Presence of such short-ranged
magnetic correlations is also responsible for the reduced
magnetic entropy at TN.
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FIG. 9. Upper panel shows field dependent heat capacity up
to 70 kOe, lower panel shows Cp/T data at different fields.

Applying external magnetic fields up to 70 kOe (Fig. 9)
gradually shifts the peak at TN toward lower tempera-
tures (∼11 K for H = 70 kOe), while the correspond-
ing magnetic entropy is getting redistributed toward
the high-temperature region. This is a typical behav-
ior of many AFM systems, [68–70] where long-range
order is disturbed by the application of external field,
but short-ranged correlations develop at higher tempera-
tures. However, the anomaly at ∼6.5 K remains invariant
under application of magnetic field. This suggests that
observed low-temperature anomaly could be a result of
Schottky-like effect.[66, 69] We will further discuss this
possibility in section III G.

D. ac Magnetic Susceptibility
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FIG. 10. (Top) Temperature variation of the real part of ac
magnetic susceptibility data and (bottom) the imaginary part
(loss component). Inset shows the expanded view of the real
part of low-temperature ac susceptibility. χ′′(T ) data for f
= 1488.09 Hz not shown because of excessive scatter due to
measurement limitation.

Consistent with dc data of Fig. 2, the real component
of ac susceptibility, χ′(T ), presented in Fig. 10, shows
a peak around 16 K. As the temperature decreases, a
sharp jump in χ′(T ) is observed below ∼ 7.5 K, reach-
ing a maximum at ∼6.5 K. As the temperature is low-
ered further, a shoulder appears at ∼4.5 K. Above 7.5 K,
χ′(T ) shows no discernible frequency dependence, includ-
ing the peak at ∼16.5 K, suggesting that the magnetic
order between 7.5 and 16.5 K is of long-range nature. The
imaginary part, χ′′(T ), representing the loss component
in this temperature range is nearly zero, suggesting lack
of domains consistent with AFM order.[25, 61] The ac
magnetic susceptibility (data not shown) also exhibits a
broad anomaly around 120 K, mimicking the behavior of
dc magnetic susceptibility; the anomaly vanishes in bias
dc fields exceeding 500 Oe.

Conversely, a clear signature of magnetic domain for-
mation (either ferromagnetic or ferrimagnetic) is evident
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in χ′′(T ) data below 7.5 K, which eventually gives rise
to a maximum around 6.5 K. While χ′(T ) remains al-
most unchanged in various frequencies in the tempera-
ture region above the peak (6.5 < T < 7.5 K), frequency
dependent change in magnitude of χ′(T ) is clearly seen
below the peak temperature ∼ 6.5 K. Such frequency de-
pendent ac-susceptibility behavior around ∼6.5 K is a
strong indication of the emergence of a metastable mag-
netic state.[71, 72] At the same time, the frequency in-
dependence of the peak temperature in both χ′(T ) and
χ′′(T ) also suggests a modification of magnetic structure
around ∼6.5 K which remains long-range.

As the temperature is reduced below 6.5 K, χ′′(T ) ini-
tially decreases and then begins to increase peaking at
∼3 K for f = 1.11 Hz. As the frequency increases, this
peak shifts towards higher temperature region, reaching
3.8 K for f = 535 Hz. Such shift in peak in χ′′(T, f) is
an indication of a glassy state in the compound;[24, 57]
the shift is unresolved in χ′(T, f) data as the change
in overall long-range magnetic structure around ∼6.5 K
hides the manifestation of a glassy phase. However, the
absence of any frequency dependence of both χ′(T, f)
and χ′′(T, f) behavior above ∼6.5 K clearly suggests
that the development of a glassy state is related to
the change/development in magnetic structure around
∼6.5 K. It, therefore, appears to be highly plausible
that metastability appearing around ∼6.5 K is a pre-
cursor of the glassy state observed below ∼4 K. [73]. In
other words, the system most likely undergoes a reen-
trant glassy behavior at low temperature. The presence
of a glassy phase is also highly possible in this system be-
cause theoretical calculation (Section III F) indicate dif-
ferent magnetic configurations of nearly equal energy. It
is a competition between ferrimagnetic (FiM), FM and
AFM ground states that is the likely origin of magnetic
frustration and metastability in the system that leads to
glassy phase at low temperature.

To understand the nature of this magnetically glassy
state, we turn to frequency dependent peak-shift of
χ′′(T, f) around 4 K (Fig. 11). The peak position shifts
from 3.03 K at 1 Hz to 3.87 K at 527.81 Hz. Similar be-
havior is observed in many magnetically glassy systems
where the shift in relative spin freezing temperature per
decade is defined as [57, 74, 75]

δTf =
∆Tf

Tf∆(log10 f)
(5)

Here, f is the applied frequency and Tf is the freezing
temperature. Using Eq. 5, δTf is ∼ 0.08, which is rela-
tively high for a canonical spin glass system but matches
closely with those reported for cluster glasses.[24, 74, 76]
The cluster glass nature could be further confirmed
through the dynamical scaling hypothesis according to
which the relaxation time at a particular frequency at
spin freezing temperature Tf , is related to spin-spin cor-
relation length, ξ, as τ ∝ ξz. It follows the general rela-
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FIG. 11. The temperature variation of imaginary part of ac
magnetic susceptibility of Gd2Ir0.97Si2.97 at different applied
frequencies. The dashed arrow serves only as a guide to eye,
passing close to the peak temperatures of χ′′(T ) measured at
different frequencies. The inset (a) shows the plot of log(τ)
vs. log(t) and inset (b) is the graphical representation of the
Vogel-Fulcher law. The solid lines in both insets (a) and (b)
are the linear fits of the two curves.

tion

τ = τ0

(
Tf − TSG
TSG

)−zν′
(6)

where τ = f−1 is the relaxation time at a particu-
lar applied frequency, and τ0 is the relaxation time for
a single spin flip. TSG is the spin freezing temperature
at f = 0 Hz. zν′ is known as the critical exponent for

correlation length ξ = (
Tf
TSG
−1)−ν

′
. The dynamical crit-

ical exponent zν′ normally varies between 4 and 12 in a
glassy system. Using Eq. 6, zν′ is 4.46, which confirms
the presence of a glassy phase, whereas the estimated τ0
∼ 10−4 sec is much greater when compared to canonical
spin glasses (10−9 - 10−15). [74][75] The estimated value
of τ0 in Gd2Ir0.97Si2.97 matches those of cluster glass sys-
tems [24, 57, 77].

The frequency variation was also analyzed using the
Vogel-Fulcher law, where the frequency dependence is de-
scribed as

f = f0 exp

[
− Ea
kB(Tf − T0)

]
. (7)

Here f0 is the characteristics frequency, T0 is the Vogel-
Fulcher temperature, Ea is the activation energy and kB

is the Boltzmann constant. From the fitting, Ea/kBT0
= 1.2. For canonical spin-glass systems, this value is
generally found to be much smaller than 1, whereas
higher values represents those of cluster glass systems.[74]
Thus, the analysis described above viz., Eqs. 5, 6 and
7, suggests the formation of a cluster glass-like state in
Gd2Ir0.97Si2.97 around 3.5 K.
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FIG. 12. Resistivity vs. Temperature plot for
Gd2Ir0.97Si2.97İnset shows the enlarged view of low tempera-
ture region.

E. Electrical Resistivity Study

To further probe the origin of different magnetic tran-
sitions observed in the system, the temperature depen-
dence of electrical resistivity ρ(T ) of Gd2Ir0.97Si2.97 is
measured in zero magnetic field. The ρ(T ) measured in
the temperature range 2 - 300 K during both heating
and cooling is depicted in Fig. 12. No irreversibility be-
tween the heating and cooling cycle in the ρ(T ) behavior
is observed around the observed transitions in the sys-
tem, which is consistent with the absence of structural
transition in the studied compound.[78, 79] The resistiv-
ity is typical of a metal. A sharp drop in ρ(T ) is seen
at ∼ 16 K while a weak but discernible anomaly is also
evident around 6.5 K. The rapid reduction of resistivity
below 16 K is ascribed to the formation of a long-range
ordered AFM state. A minor anomaly at T ∼ 6.5 K is in
agreement with the ac/dc magnetization and heat capac-
ity measurements, further indicating the possibility of a
ferrimagnetic-like spin reorientation. Apart from mani-
festation of different transitions, also evidenced in mag-
netic and heat capacity data, it is worthy to mention that
the resistivity value for the studied compound is quite
high compared to most of other R2TX3 systems.[12, 80]
The residual resistivity ratio (RRR) is also low ∼1.91. It
is thus plausible that the metallic character of the mate-
rial is far from ideal.

F. Theoretical Analysis

For insight into the magnetic and electronic structure
of Gd2IrSi3, a number of magnetic configurations, in-
cluding AFM, FiM, and FM, are considered. The unit
cell of Gd2IrSi3 is shown in Fig. 13(a) with dotted lines
highlighting a sub-cell used to impose different magnetic
moment orientations. A schematic of the sub-cell in

FIG. 13. (a) Crystal structure of Gd2IrSi3, (b) schematic
pseudo-primitive cell to show different Gd-moments arrange-
ments. Schematics (I-IV) depict AFM spin configuration,
while schematics (V-VII) depict FiM configurations con-
structed by rotating one of the moments in I, III, IV configura-
tions, respectively. ↑ and ↓ arrows represent the up and down
moment directions, respectively. The signs ‘+’ and ‘–’ indi-
cate the ferromagnetic (FM) and antiferromagnetic (AFM)
coupling between atoms that belong to neighboring layers.
The configurations III and IV are G and C-type antiferro-
magnets, respectively.

Fig. 13(b) shows only the positions of Gd-atoms, num-
bered from 1 to 8. Arrows ↑ and ↓ in schematic config-
uration I through VII show Gd moment orientations in
the corresponding Gd-positions. Gd2, Gd3, Gd4, Gd6,
Gd7, and Gd8 belong to the 6h site, forming equilat-
eral triangles in the respective planes, and Gd1 and Gd5
belong to the 2b-site. Configurations I, II, III, and IV
are AFM, where configurations III and IV are G- and C-
type, respectively.[81] [82] The four AFM configurations
are related to each other via moment flips; for example,
in the pairs of configurations (I, II), (I, III), (I, IV), (II,
III), (II, IV), the first is obtained by flipping two of the
moments from the second configuration. Focusing on the
C-type and G-type AFM coupling because of the corre-
sponding spin frustration, configuration I (energetically
most stable among all configurations, see Table II), can
be transformed from G-type AFM (III) or C-type AFM
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TABLE II. Total energies, total magnetic moment, and energy difference (4E) of considered magnetic configurations of the
Gd2IrSi3 system relative to configuration I.

Configuration Gd-moments
Total energy

eV/atom
Total moment

µB/f.u
4E

meV/atom (K)
I ↑↓↓↑↑↑↓↓ -9.5804 0 0 (0)
II ↑↓↓↑↓↑↓↑ -9.5799 0 0.5 (5.8)

III(G-type) ↑↓↓↑↓↑↑↓ -9.5803 0 0.1 (1.2)
IV(C-type) ↑↓↓↑↑↓↓↑ -9.5800 0 0.4 (4.6)

V ↑↓↓↑↑↑↓↑ -9.5797 3.48 0.7 (8.1)
VI ↑↓↓↑↑↑↑↓ -9.5800 3.48 0.4 (4.6)
VII ↑↓↓↑↑↓↑↑ -9.5797 3.48 0.7 (8.1)

A-type ↑↑↑↑↓↓↓↓ -9.5743 0 6.1 (70.8)
FM ↑↑↑↑↑↑↑↑ -9.5723 13.98 8.1 (94)

FIG. 14. The total density of states (TDOS) of the Gd2IrSi3
system for AFM configurations I through IV.

(IV) by flipping a pair of moments at positions (7,5) or
(6,8), respectively. Similarly, configuration II is obtained
from C-type (IV) by switching a pair of moments at (6,5).
Other than these four AFM configurations, A-type AFM
and FM magnetic configurations of the system are also
studied (see Table II) for comparison. Both of these con-
figurations are least favorable energetically. The signs
‘+’ and ‘−’ in Fig. 13 represent the interlayer FM and
AFM coupling of Gd-atoms.

From Fig 13, one can see that in the triangle of the Gd
atoms mentioned above, two moments are antiparallel
with each other on the triangle, while the third one gets
frustrated (i.e., it may be up or down). This is well known
geometrical frustrations of AFM triangular lattice. With
the choice of the direction of the third moment of the
triangle at the 6h-site, Gd-moment on the 2b-site also
switches accordingly, with a very small energy difference.
This indicates the possibility of competing AFM/FM or-
dering of Gd-moments of two different crystallographic

sites. If we just focus on the triangle and rotate only one
moment from the triangle and the moment at the 2b-site
(position 5) remains as it is, then the energy difference
is still very small, but the total magnetic moment be-
comes 3.48 µB/f.u.) i.e., ferrimagnetic (FiM) coupling.
Three FiM configurations (V, VI, VII) are obtained from
I, III, and IV, respectively, by rotating just one moment
in the triangle that belongs to the second layer, shown in
Fig. 13. Gd-moment is 7 µB per atom, consistent with
the expected gJJ = 7 µB/Gd, and Ir-moment is negligi-
ble in all considered AFM/FiM configurations, whereas
it has a small value of 0.1 µB / Ir-atom in FM-Gd2IrSi3.
The energy differences between the pairs of AFM con-
figurations (I, II), (I, III), and (II, IV) are 0.5, 0.1, and
0.4 meV/atom, respectively. The difference in energies
of FiM systems V, VI and VII with the energy of ground
state system are small: 0.7, 0.4 and 0.7 meV/atom.

Theoretically deduced small energy differences for the
rotations of one moment or a pair of them supports the
possibility of strong magnetic frustrations in the system
due to its geometry. As experimentally observed, due to
this small energy difference between the AFM and FiM
structures, the system can easily hop from AFM to FiM
state as a function of temperature. Note that the energet-
ically stable configuration-I can be achieved by rotating a
pair of spins in the G-type (III) or the C-type (IV) AFM.
Therefore, here we call the configuration-I a distorted
G-type AFM as the energy difference between G-type
and distorted G-type is the smallest i.e., 0.1 meV/atom.
Therefore, the system Gd2IrSi3 most likely has dominat-
ing G-type AFM ground state which is competing with
C-type AFM coupling. The difference in energy between
G-type (Fig. 13 e) and C-type AFM (Fig. 13 f) configu-
rations is also very small, i.e., 0.3 meV/atom indicating a
competition between G-type and C-type AFM couplings.

Table II shows the total moments, total energies, and
energy differences (4E) relative to the configuration with
the lowest energy, that is, the most stable AFM (I). It
may be noted here, the magnetic frustrations in simi-
lar compound in the Pr2Co0.86Si2.88 arise due to quench-
ing of orbital moment, spin-canting, and multiple ground
states.[32] In these systems, the rare-earth moments align
in same direction between themselves and have canted



11

AFM like arrangements with the moments of Co. In con-
trast, no canting of Gd-spins is predicted in any of the
considered configurations of Gd2IrSi3. Due to a strong
frustration, multiple states are observed with competing
AFM and FM nearest-neighbor interactions. FM and
AFM couplings are competing both between (i) Gd atoms
on the 6h site and (ii) Gd atoms on two different crystal-
lographic sites. As experimentally observed, in the pres-
ence of such strong frustration and defects in the system,
a spin-glass type of phase is formed at low temperature.

From the electronic structure, the AFM (I to IV)
Gd2IrSi3 shows the reduction of the electronic density of
states (DOS) at the Fermi energy (EF), shown in Fig 14,
for both minority and majority spin channels. The local
DOS at EF is around 0.5 states/eV/f.u. with a valley,
the same for the majority and minority spin channels.

G. Discussion

The dc and ac magnetic susceptibility, heat capac-
ity, and electrical resistivity measurements all reveal
that Gd2Ir0.97Si2.97 exhibits multiple magnetic transi-
tions and a complex low-temperature magnetism. The
low temperature M(T) data show an AFM ordering
around ∼16 K followed by another magnetic anomaly
around ∼6.5 K and an additional cluster glass phase fur-
ther down the temperature (T ≤ 4 K). The glassy phase
appears to be magnetically reentrant in character, where
the long range ordered magnetic spins structure becomes
frustrated at lower temperatures.

As reported in literature for many intermetallic com-
pounds, there are different mechanisms which can pro-
duce an additional anomaly below the AFM ordering
temperature, TN. In those antiferromagnetic systems,
primarily Gd-based, additional anomalies are observed at
T∗ = 0.25-0.33 TN[66]. Here, the additional anomaly at
6.5 K occurs at 0.4TN, resembling the formation of a fer-
rimagnetic state. According to the earlier studies anoma-
lies below TN are commonly due to: (i) a structural tran-
sition [68] (ii) a Schottky-like anomaly [54, 69] (iii) order-
ing of Gd moments of different crystallographic sites at
different temperatures [83, 84] (iv) a magnetic ordering
followed by a glassy phase transition [24], and (v) a mag-
netic ordering followed by a spin reorientation.[85, 86] As
already discussed, the transition at ∼6.5 K is not due to
a structural distortion, nor due to a glassy phase, nor
due to sequential magnetic ordering of Gd on different
crystallographic sites, leaving options (ii) and (v) to con-
sider.

Let us start with the discussion of the possible occur-
rence of a Schottky-like anomaly in the heat capacity
data. Schottky-like anomaly involves the Zeeman split-
ting of 2J+1 degenerate multiplet, where the energy posi-
tions depend on how the internal magnetic field changes
with temperature. Normally, for Gd-based compounds
(L = 0), the crystalline electric-field effects are negligible
in the paramagnetic region, but the effect of 2J+1 mul-
tiplet could manifest in the magnetically ordered state
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FIG. 15. The MFT predicted Cmag(T ) for TN = 16 K and S
= 7/2 is shown as the black solid line in upper panel. The blue
curve is the generated curve assuming 81% released entropy at
TN, the lower panel shows the magnetic contribution of heat
capacity as Cmag(T )/T vs. T, where also the MFT prediction
for the same is shown by the black solid line, and the blue
line represents the simulated MFT curve for Cmag(T )/T vs.
T assuming 81 % entropy released at TN

irrespective of long-range or short-range nature of mag-
netism. We have further analyzed the heat capacity data
measured at zero-field in accordance with the mean-field
theory (MFT).[87] It appears that the jump in heat ca-
pacity at TN is different for an equal moment (EM) ar-
rangements and for amplitude modulated (AM) arrange-
ments of the magnetic moments and MFT can explain
these change in discontinuity between this two different
arrangements. According to this theory, Cmag(t) should
follow the equation

Cmag(t)

R
=

3Sµ̄0
2(t)

(S + 1)t[ (S+1)t
3B′S [y0(t)]

− 1]
(8)

µ0(t) = BS [y0(t)] (9)
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y0(t) =
3µ̄0(t)

(S + 1)t
(10)

where, the reduced temperature, t, is defined as

t =
T

TN
(H = 0) (11)

The jump in the heat capacity T = TN is [54] [66]

4Cmag = R
5S(1 + S)

1 + 2S + 2S2
= 20.14J/molK (12)

Here, the Brillouin function is denoted as BS(y), µ̄0(t)
= µ0(t)/µsat(t) is the reduced ordered moment as a func-
tion of t at zero applied field, and µsat is the saturation
spin moment. The only free parameter used in this anal-
ysis is the magnetic transition temperature. We find,
however, that the theoretical description (represented by
black line in Fig. 15) of an EM system overestimates the
experimental data (4Cmag = 18 J/mol-K). From the
magnetic entropy calculation III C, we estimated that
only ∼81% of magnetic entropy is released up to TN,
we have scaled the theoretical description accordingly
and found the matching to be satisfactory (blue line
in Fig. 15). We also find that the theoretical descrip-
tion of heat capacity is anomalous around 5 K, which is
rather close to the experimental anomaly at 6.5 K. Thus,
one can not completely rule out the possible linkage be-
tween the Schottky-like effect and this low-temperature
anomaly. At the same time, it is worth mentioning that
the Schottky-like anomaly, which is generally manifested
as a broad peak in heat capacity data, is not expected to
be present in the resistivity and/or magnetic susceptibil-
ity data [53, 54, 88]. However, in our sample, the anomaly
is clearly evident not only in the Cp(T ), but also in M(T),
as well as ρ(T) data. Furthermore the signature of clear
domain formation in χ′′(T, f) (Fig. 11) and the weak field
dependence of isothermal magnetization at low-field re-
gion (H < 1 kOe) for T ≤ 6 K (Inset, Fig. 7) around
∼6.5 K conclusively proves that the anomaly is related
to a magnetic transition at that temperature rather than
Schottky anomaly.

As none of the four possibilities discussed above could
fully explain the anomaly at ∼6.5 K, the only option
remains is magnetic spin reorientation which correlates
with our theoretical analysis, where we found a very
large number of nearly equivalent energetically magnetic
ground states, including different AFM and FiM spin
arrangements. Notably, even the ground state energy
of FM spin arrangement is not very far away either
(∼ 0.4 meV/atom) see section III F. The isothermal
magnetisation measurements are in sync with the above
possibility. Small coercivity at low temperatures could
come from the glassy phase, as well as from FiM spin
arrangements in 5:3 ratio (Fig. 13) and survive till ∼
7 K up to which the FiM structure is maintained. As
the system becomes AFM, the hysteresis vanishes. We
may also note here that the hysteresis behavior is also
reflected in the ac susceptibility measurements that

shows a non-zero value of χ′′(T, f) for T < 7 K (Fig. 10)
Thus, combining the theoretical analysis and experi-
mental results, it appears that because of the multiple
magnetic ground states of nearly equal energy, the sys-
tem remains spin frustrated at the lowest temperature.
As the temperature increases, the FiM spin arrange-
ments (Fig. 2) dominates over other between 3 - 6.5 K,
whereas the AFM spin structures win between 6.5 - 16 K.

H. Concluding Remarks

We have successfully synthesized a single-phase poly-
crystalline Gd2Ir0.97Si2.97 by incorporating atomic va-
cancies. The structure supports a number of degener-
ate magnetic ground states and is, therefore, suscepti-
ble to magnetic frustration, as suggested by theoretical
analysis. An AFM order of Gd-moments (S = 7/2)
is evident at 16 K, where the heat capacity data sug-
gest that 81.5% of magnetic entropy is released up to
TN. The compound exhibits another transition below 6.5
K, identified as a ferrimagnetic-type spin-reorientation.
As the temperature is reduced further, magnetic frus-
trations become dominant and a ferrimagnetic structure
is succeeded by a reentrant cluster-glass phase. As re-
vealed theoretically, magnetic frustration in this system
is due to the lattice geometry and competing AFM and
FM interactions that develop in the system between the
nearest-neighbor moments placed in a slightly distorted
triangular lattice, giving rise to highly degenerate spin
configurations with nearly equivalent energies. Because
of the minute energy differences between different AFM
and FIM configurations, the system can easily hop be-
tween different metastable magnetic states as a function
of temperature and magnetic field. The observed anoma-
lies and multiple magnetic phase transitions in the stud-
ied Gd2Ir0.97Si2.97 are expected to generate further at-
tention to study and to understand the local spin tex-
tures and interactions in related materials in the context
of topologically-protected complex-spin textures discov-
ered in isostructural magnetically-frustrated compound
Gd2PdSi3.
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O. Eriksson, D. Åberg, S. Edvardsson, and M. S. Brooks,
Physical review letters 91, 157201 (2003).

[50] B. Harmon and A. Freeman, Physical Review B 10, 1979
(1974).



14

[51] I. P. Muthuselvam, R. Sankar, A. Ushakov, G. N. Rao,
S. V. Streltsov, and F. Chou, Physical Review B 90,
174430 (2014).

[52] S. J. Sebastian, S. Islam, A. Jain, S. Yusuf, M. Uhlarz,
and R. Nath, Physical Review B 105, 104425 (2022).

[53] N. Sangeetha, S. Pakhira, D. Ryan, V. Smetana, A.-V.
Mudring, and D. C. Johnston, Physical Review Materials
4, 084407 (2020).

[54] S. Pakhira, M. A. Tanatar, and D. C. Johnston, Physical
Review B 101, 214407 (2020).

[55] Application Note 1085-152, Rev. B0, Quantum Design
Inc. , 1 (2014).

[56] E. Gopal, Specific heats at low temperatures (Springer
Science & Business Media, 2012).

[57] S. Gondh, M. M. Patidar, K. Kumar, M. Saravanan,
V. Ganesan, and A. Pramanik, Physical Review B 104,
014401 (2021).

[58] N. Sluchanko, V. Glushkov, S. Demishev, A. Azare-
vich, M. Anisimov, A. Bogach, V. Voronov, S. Gavrilkin,
K. Mitsen, A. Kuznetsov, et al., Physical Review B 96,
144501 (2017).

[59] M. Kundu, C. Mazumdar, R. Ranganathan, and
M. De Raychaudhury, Journal of Magnetism and Mag-
netic Materials 489, 165452 (2019).

[60] K. Shrestha, D. Antonio, J.-C. Griveau, K. Prokeš,
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