
This is the accepted manuscript made available via CHORUS. The article has been
published as:

Argon equation of state data to 1 TPa: Shock compression
experiments and simulations

Seth Root, Chad A. McCoy, Kyle R. Cochrane, John H. Carpenter, Raymond W. Lemke,
Luke Shulenburger, Thomas R. Mattsson, and Philip A. Sterne
Phys. Rev. B 106, 174114 — Published 30 November 2022

DOI: 10.1103/PhysRevB.106.174114

https://dx.doi.org/10.1103/PhysRevB.106.174114


Argon Equation of State Data to 1 TPa: Shock Compression Experiments and1

Simulations2

Seth Root,∗ Chad A. McCoy, Kyle R. Cochrane, John H. Carpenter,3

Raymond W. Lemke, Luke Shulenburger, and Thomas R. Mattsson4

Sandia National Laboratories, Albuquerque, NM 871855

Philip A. Sterne6

Lawrence Livermore National Laboratory, Livermore, CA 945517

(Dated: November 2, 2022)8

Argon is the most abundant noble gas on Earth and its noble, atomic fluid nature makes it an
excellent candidate for comparison of experiment and theory at extreme conditions. We performed a
combined computational and experimental study on shock compressed cryogenic liquid argon. Using
Sandia’s Z-machine, we shock compressed liquid argon to 600 GPa and reshock states up to 950 GPa.
Laser shock experiments at the Omega Laser facility extend the principal Hugoniot to 1000 GPa
and provided temperature data along the principal Hugoniot. The plate impact experiments and
laser shock experiments used well-characterized impedance matching standards and demonstrate
consistent results between the two platforms over a common range. Density functional theory
based molecular dynamics simulations provided additional data on the Hugoniot to 600 GPa. The
combined experimental data and simulation results provide constraints on the development of new
equation of state models at extreme conditions.

I. INTRODUCTION9

Argon is a monatomic fluid with a filled-shell configu-10

ration that makes it an ideal candidate for comparisons of11

experiments and theory at extreme conditions. It is the12

most abundant noble gas on Earth and is also found in13

the atmosphere of gas giant planets.1–3 However, limited14

experimental data exists at extreme conditions where the15

electronic contribution to the equation of state (EOS)16

becomes important. Our earlier work on xenon4 and17

krypton5 showed that the high pressure, high temper-18

ature behavior of an EOS model can vary significantly19

depending on the theory used to model the electronic20

contribution. Lack of data leads to uncertainties in the21

EOS models describing argon’s behavior in this regime.22

Prior shock compression experiments examined ini-23

tially gas or liquid argon to pressures below 200 GPa.24

Dattelbaum et al6 shock compressed argon gas with ini-25

tial densities ranging from 0.02 g/cm3 to 0.06 g/cm3 to a26

few GPa. Chen et al7 precompressed argon gas to higher27

initial densities (∼0.36 g/cm3) and multiply-shock com-28

pressed argon up to pressures of 160 GPa. For liquid ar-29

gon, planar impact experiments using explosively driven30

flyers8,9 and gas-gun plate impact techniques10 measured31

the Hugoniot up to 91 GPa. Gryaznov et al used a con-32

vergent geometry method to measure shock states in liq-33

uid argon up to 233 GPa.11 Additionally, Grigorev et34

al and Voskoboinikov et al made temperature measure-35

ments along the Hugoniot up to a pressure of 67 GPa36

and temperature of 17000 K.9,12 However, to constrain37

the EOS models in the multi-MBar regime, we need fur-38

ther data at higher pressures and temperatures.39

This paper presents a comprehensive experimental and40

computational study of cryogenic liquid argon shock com-41

pressed to 1000 GPa. We conducted magnetically accel-42

erated flyer plate experiments on Sandia’s Z machine to43

determine the principal Hugoniot to 600 GPa and reshock44

states to 950 GPa. Laser-driven, decaying shock exper-45

iments at the Omega facility provided further data on46

the principal Hugoniot to 1 TPa and in two experiments,47

provided temperature data along the principal Hugoniot.48

The Z and Omega data exhibited excellent consistency49

between the two platforms, validating both shock com-50

pression methods over the common range. We conducted51

density functional theory based quantum molecular dy-52

namics simulations along the Hugoniot that provide fur-53

ther insight into the shock response of argon. Lastly,54

we compared the data to previous EOS models and re-55

port on the construction of two new global-range em-56

pirical EOS models that provide better fits to the data.57

Even though they were constructed based on the same58

data, these models deviate from each other, particularly59

at higher pressures. The differences between the data60

and the previous EOS models, and the remaining differ-61

ences between the two newer models that were both fit62

to the data, clearly show the importance of having data63

at extreme conditions to constrain model EOS behavior.64

II. EXPERIMENTAL APPROACH65

We conducted a series of shock and reshock compres-66

sion experiments to measure the Hugoniot state and67

reshock state using Sandia National Laboratories’ Z-68

machine13,14. The Z-machine is a pulsed power source69

capable of delivering ∼26 MA of current over a few 100 ns70

to a target. The large current produces a strong mag-71

netic field, and the combined current and magnetic field72

generate a Lorentz force (~F = ~J × ~B) that accelerates73

an aluminum 6061-T6 flyer plate. The current pulse is74

carefully tailored to shocklessly accelerate the flyer plate75
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FIG. 1. Schematic view of the Z cryogenic target and a
VISAR trace from a typical experiment showing the tran-
sitions from flyer to quartz drive plate to argon to rear quartz
window.

to very high impact velocities and also maintain several76

hundred microns of solid density aluminum on the im-77

pact side of the flyer plate to produce a shock in the78

target.15–17 The magnetically-accelerated flyer technique79

has been successively refined and validated against con-80

ventional shock compression techniques.18–2081

Figure 1 shows a schematic view of the experimental82

configuration. The argon target configuration is similar83

to targets successfully fielded on the Z-Machine for shock84

compression experiments on the cryogenic liquids xenon4
85

and krypton.5 The target consisted of a copper cell body86

with a z-cut α-quartz or aluminum drive plate and a z-87

cut, α-quartz top-hat rear window. High purity argon88

gas (Matheson Trigas Research Purity > 99.999%) fills89

the gap between the quartz windows (approximately 30090

µm) to a pressure of 16.9 PSI. A mini-cryostat21 using91

liquid helium cooled the target cells to 85 K and resistive92

heaters attached to the target controlled the temperature93

to within 0.2 K. Upon reaching 85 K the argon gas con-94

densed into liquid and the pressure in the cell dropped to95

14.5 PSI. Visual observation of the target cells with iden-96

tical fill volumes in offline testing showed the liquid cells97

were completely filled and the change in target pressure98

was a reproducible indication the targets were completely99

filled with liquid argon. The initial liquid density of ar-100

gon was 1.407 g/cm3 using the data from Ref. 22 with an101

uncertainty of 0.5%. The cell windows had anti-reflection102

coatings to index match the vacuum and argon interfaces.103

A Velocity interferometry System for Any Reflector104

(VISAR)23 measured the Al flyer velocities and shock ve-105

locities in the quartz drive plate, the argon sample, and106

the rear quartz window to within uncertainties of< 0.5%.107

We recorded multiple VISAR signals, each with a differ-108

ent velocity per fringe (VPF) to eliminate 2π phase shift109

ambiguities in determining the shock velocities. We used110

an index of refraction for quartz (n=1.547) and for liquid111

argon (n=1.232)24 to correct the VPF in each material.20112

Additionally, integrating the shock velocity with respect113

to time verified that the distance was consistent with the114

known cell dimensions.115

Figure 1 shows a typical VISAR trace from a Z experi-116

ment. With the transparent quartz windows, the 532 nm117

laser for the VISAR passes through the target cell and118

reflects off the Al flyer. The VISAR tracks the Al flyer119

velocity up to impact on the quartz drive plate. After120

impact, the shock traveling in the drive plate causes the121

quartz to melt into a conducting fluid20 and the VISAR122

directly measures the shock velocity (US) as the shock123

transits the quartz. The shock front in the liquid argon is124

also reflective providing a direct, accurate measurement125

of the shock velocity. As the shock transits from the ar-126

gon to the rear quartz window, a reflective shock front127

forms in the quartz window, from which we can deter-128

mine the reshock state in quartz. In two experiments, we129

used an Al drive plate as the impedance matching stan-130

dard. In this case we measured the flyer velocity just131

below the sample in a fused silica witness window and132

then used that velocity as the impact velocity on the Al133

drive plate. The Al drive plate is in contact with the tar-134

get cell at 85 K, so we determined its density to be 2.734135

g/cm3 using SESAME 3700 and assumed an uncertainty136

of 0.5%. We also used the shock velocity measured in the137

fused silica witness window to account for flyer acceler-138

ation in the Al drive plate. Because we do not measure139

the flyer plate velocity directly in the experiments with140

an Al drive plate, these data have a larger uncertainty.141

Additionally, we conducted three decaying shock ex-142

periments using the Omega laser facility25 located at the143

University of Rochester’s Laboratory for Laser Energet-144

ics. In all three experiments, we determined the principal145

Hugoniot state to compare with the Z experiments. In146

two experiments, we measured the temperature along the147

Hugoniot during the decaying shock. The Omega laser148

is a 60 beam frequency-tripled Nd:glass laser operating149

at 351 nm. The beam profiles are smoothed using 8th-150

order super-Gaussian phase plates with an 800 µm diam-151

eter flat top26 and further modulated using smoothing by152

spectral dispersion.27 For these experiments, we used six153

to twelve beams with total laser intensity ranging from154

3.9 to 8.81013 W/cm2 and a 3 ns pulse width to generate155

planar shocks into the argon.156

Figure 2 shows a schematic view of the experimental157

configuration for the Omega experiments. The target158

consisted of a copper cell sealed with a 60 µm thick, Z-159

cut α-quartz front drive window and 100 µm thick Z-cut160

α-quartz rear window. A 2 µm gold layer deposited on161

the front of the quartz drive window mitigated x-rays162

and hot electrons from the laser plasma. The ablator163

material was a 50 µm layer of polyimide (Dupont Kap-164

ton™). Previous studies have shown that for polyimide165

ablators, a thin (2-3 µm) gold layer followed by a 60 µm166

thick quartz window sufficiently mitigates preheat due167

to hot electron generation for the laser intensities used in168
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FIG. 2. Top: Schematic view of the Omega laser targets.
Middle: Line VISAR raw data recorded on the streak camera
At t = 0 ns, the shock starts in the front quartz window
and transitions to the liquid argon at approximately 3.6 ns.
Bottom: The SOP recorded emission data time correlated to
the line VISAR data.

these experiments.28–31 Target cells used argon gas (Air-169

gas, Research grade, >99.9997%) cooled to 85 K - as in170

the Z experiments - creating a liquid argon target with171

initial density of 1.407 g/cm3. Optical imaging using172

the alignment telescope for the Active Shock Breakout173

(ASBO) diagnostic confirmed the argon gas condensed174

into liquid.175

A line-imaging VISAR32 measured the shock velocity176

in the quartz front window and the shock in the liquid ar-177

gon. At the conditions reached in these experiments, the178

shock fronts in both the quartz and the argon were reflec-179

tive allowing for a direct measurement of the shock veloc-180

ity as it propagated through the target. The VISAR used181

dual VPFs with values of 6.906 and 2.732 km/s/fringe182

and we adjusted the VPFs using the index of refraction183

values for quartz and argon as in the Z experiments to de-184

termine the in-material VPFs. Figure 2 shows a typical185

readout from the line VISAR streak camera where t = 0186

corresponds to shock breakout in the quartz and shock187

transit into the liquid argon at approximately 3.6 ns. We188

analyzed the data using the Fourier transform method33
189

and the uncertainty is approximately 3% of a fringe.190

A streaked optical pyrometer (SOP)34, which is sensi-191

tive to light in the 590-850 nm range recorded the self-192

emission of the shock front in the quartz and the ar-193

gon. Figure 2 shows the SOP recorded emission data.194

By correlating the SOP and VISAR records using the195

absolute-timing information, we can express the emis-196

sion as a function of the shock velocity. We assume a197

gray-body approximation to convert the emission to tem-198

perature. As quartz has been extensively studied and its199

shock front reflectivity as a function of pressure and ve-200

locity is well known, the shock reflectivity of the argon201

is normalized to that of the quartz drive plate.35,36 The202

gray body approximation gives:203

T =
T0

ln (1−R)A
I

(1)

where T, R, and I are the temperature, reflectivity,204

and emission of the shock front, respectively. T0 and A205

are the calibration parameters for the Omega SOP. At206

the time of these experiments, the collection optics for207

the ASBO telescope had been recently upgraded and ab-208

solute calibration of the SOP with the new optics had209

not yet been carried out. An absolute calibration had210

recently been completed; however, the calibration coeffi-211

cients were previously found to vary over time. There-212

fore, we judged using a relative quartz calibration was213

better for these experiments.34214

Because the shock velocity was approximately constant215

through the quartz drive plate for these shots, the shot216

data was insufficient to adequately constrain the fit pa-217

rameters. Instead, we performed a relative calibration218

by extracting the quartz shock velocity and self-emission219

from all shots that occurred on the shot day.37 Included220

with the argon experiments on that shot day were shock221

temperature measurements of TiO2 that had decaying222

shocks in thick quartz samples.38 The quartz temper-223

ature as a function of shock velocity was taken from224

Ref. 36 and the calculated temperature was fit to the225

measured emission using Eqn 1. Fit parameters cal-226

culated in this way were T0=1.88 eV and A=179,826.227

Accounting for the neutral density filter (ND=0.4) and228

sweep speed (η=17ns) used in these experiments, these229

values are consistent with those given in Ref. 34. The230

temperature uncertainty for the argon samples calculated231

using these fit parameters is estimated to be 10-15%.232

III. THEORETICAL METHODS AND RESULTS233

Density functional theory (DFT)39,40 methods are a234

valuable tool to elucidate the behavior of materials at235
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extreme conditions41,42 and the calibration of computa-236

tional methods is critical for establishing the boundaries237

of predictive capabilities. We performed DFT, quantum238

molecular dynamics simulations (QMD) to calculate the239

principal Hugoniot of cryogenic liquid argon using the240

Vienna Ab-initio Simulation Package (VASP, ver 5.1.40)241

code43,44 with the projector augmented wave (PAW)242

core potentials and stringent convergence settings45. We243

employed the standard psuedopotential available in the244

VASP package: PAW Ar8Apr2002 with a plane wave245

energy cutoff of 900eV and complex k-point sampling246

with a mean-value point of 1
4 , 14 , 14 . Mermin’s finite tem-247

perature formulation enforced the electron level occupa-248

tions46, which is important for QMD applied to extreme249

conditions47,48.250

QMD simulations depend on the choice of the approx-251

imate exchange-correlation functional. For comparison,252

we ran simulations using the local density approximation253

(LDA)49 and the Armiento-Mattsson50 (AM05) function-254

als. The AM05 exchange-correlation functional includes255

the generalized gradient in addition to the density and256

captures the effects of inhomogeneity by matching results257

for an Airy gas. AM05 has demonstrated high fidelity for258

other shock compressed noble cryogenic liquids4,5.259

The QMD simulations started from a reference state260

of ρ0 = 1.40 g/cm3 at 85 K; similar to the experimen-261

tal initial conditions. The Hugoniot energy equation is262

2(E − Eref ) = (P + Pref )(Vref − V ) with E the inter-263

nal energy, P the system pressure, V the specific volume.264

Eref and Pref are the energy and pressure of the refer-265

ence state. The reference simulation had 108 atoms and266

ran for 8 ps to ensure the standard deviation of the mean267

pressure and energy was under 1%. At low densities and268

temperatures, the simulations were run for multiple pi-269

coseconds at a 1.0 fs time step. At higher densities and270

temperatures, the time step was reduced to 0.5 fs.271

The principal Hugoniot calculations used NVT molec-272

ular dynamics (fixed number of atoms, volume, and tem-273

perature) where simulations run at a specified temper-274

ature and density. The simulations used 54 atoms, but275

were spot checked with simulations using 108 atoms. We276

interpolate the Hugoniot state by running multiple sim-277

ulations at a specified density with varying temperature278

and checking against the Hugoniot energy equation. At279

high compressions, the density is varied at a fixed temper-280

ature and the Hugoniot state is interpolated in density.281

Tables I and II list the QMD calculated Hugoniot val-282

ues using the LDA functional and the AM05 functional,283

respectively.284

IV. RESULTS & DISCUSSION285

In the Z and Omega experiments we measured the286

shock velocities (US) in the quartz drive plate and the287

argon sample. The initial densities of the quartz drive288

plate and liquid argon were 2.65 g/cm3 ± 0.3% and289

1.407 g/cm3 ± 0.5%. The quartz shock velocity and290

TABLE I. QMD simulation results for the liquid argon Hugo-
niot using the LDA functional.

Density Temperature Pressure UP US

(g/cm3) (K) (GPa) (km/s) (km/s)

2.0 326 0.93 0.47 1.56

2.3 1197 4.47 1.13 2.89

2.5 2597 9.14 1.70 3.87

2.8 7802 23.6 2.94 5.77

3.2 13691 42.4 4.13 7.34

3.5 17677 59.4 5.05 8.41

4.0 24514 93.3 6.58 10.13

4.2 27020 107.6 7.16 10.74

4.5 31772 134.4 8.14 11.81

4.7 35580 156.9 8.87 12.64

5.0 42057 193.3 9.97 13.85

5.6 62611 318.9 13.07 17.43

5.8 74252 393.5 14.60 19.25

6.0 90616 503.9 16.61 21.67

6.2 113050 662.2 19.14 24.72

TABLE II. QMD simulation results for the liquid argon Hugo-
niot using the AM05 functional.

Density Temperature Pressure UP US

(g/cm3) (K) (GPa) (km/s) (km/s)

2.0 346 2.95 0.71 2.37

2.85a 7597 26.5 3.07 6.03

2.85b 7988 26.8 3.08 6.06

3.8 21392 82.1 6.06 9.60

3.9 22743 89.2 6.37 9.93

4.0 23315 93.2 6.56 10.09

5.0 41057 193.7 9.97 13.84

5.6 61655 318.9 13.06 17.41

6.0 88779 495.5 16.46 21.47

a 108 atoms
b 32 atoms

the weighted fit to the quartz Hugoniot data using the291

universal liquid Hugoniot functional form20,51,52 give the292

Hugoniot state in the quartz drive plate. The fit pa-293

rameters and covariance matrix are listed in Tables III294

and IV. To calculate the liquid argon principal Hugoniot295

we used a Monte Carlo impedance matching method,53296

the Mie-Gruneisen, Linear Release (MGLR) model de-297

termined from deep release data on quartz,51,52 and the298

updated effective Gruneisen Γ parameters listed in the299

supplementary material in Ref. 54.300

For the two experiments (Z2229S and Z2232N) that301

used the Al drive plate, we determined the flyer veloc-302

ity at impact using a witness window directly below the303

target. Using the Al Hugoniot listed in Table V and304

MGLR model54,55 we do impedance matching to calcu-305

late the Hugoniot state in the argon. In shot Z2229S,306

we observed acceleration in the fused silica (FS) witness307

window like that observed in Figure 1 in the quartz drive308

plate. To account for acceleration in the Al drive plate,309
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we determined the acceleration in the fused silica witness310

window at a distance corresponding to the thickness of311

the Al drive plate and applied that acceleration to the Al312

shock velocity at the Al/Ar interface. The acceleration313

in the fused silica witness window was 1% and thus the314

shock velocity in the Al drive plate prior to the shock315

transiting into the argon was assumed to be 1% higher316

than what the shock velocity in the aluminum was at317

impact with the flyer plate. Additionally in Z2229S the318

flyer plate shocked up, which caused a jump-off velocity319

of 3.62 km/s. The shock in the flyer plate caused the320

initial density to decrease18 to 2.65 g/cm3. We did not321

observe acceleration or a flyer plate shock in Z2232N.322

We reiterate that experiments using the aluminum drive323

plate have additional uncertainty and scatter because we324

cannot directly measure the impact velocity of the flyer.325

Tables VI and VII list the liquid argon Hugoniot data326

determined from impedance matching to quartz and Al,327

respectively.328

Figure 3 plots the liquid argon data in US-UP space329

from this work along with data from Refs. 8–11. The330

experimental data from this work range from 9.5 km/s331

< UP < 24 km/s. Over this range we observe agreement332

between the Z data, the laser shock data, and our QMD333

simulations regardless of the functional used. The liquid334

argon Hugoniot shows a linear trend above UP = 5 km/s335

and for this region, we calculated a weighted linear fit to336

the experimental data from Z, Omega, Ref. 10, and the337

lower pressure datum from Ref. 11. Table V lists the fit338

parameters. At lower pressures (UP < 5 km/s), the data339

diverges from our linear fit. The US-UP data exhibit340

curvature below UP <4 km/s that the QMD simulations341

are able to match. The QMD simulations suggest that342

the curvature in the US−UP data is very likely caused by343

argon transitioning from an insulator to conductor. At344

UP ∼ 3.0 km/s (ρ=2.85 g/cm3) argon is still an insulator345

with no electrons in the conduction band. Above UP346

∼ 3 km/s, the probability of finding an electron in the347

conduction band increases and the band gap continuously348

decreases. At UP > 8 km/s the band gap closes and argon349

is strongly conductive.350

Figure 4 plots the Hugoniot data in pressure - density351

space where the experimental data from this work span352

the range from 180 GPa to 1000 GPa. Again we observe353

good agreement between the Z and the Omega laser shock354

data through the common range up to 650 GPa. The two355

Z data points using the Al drive plate show consistency356

with the data using the quartz drive plates, although with357

some scatter. This agreement emphasizes the importance358

of having a reliable impedance matching standard such359

as quartz and provides confidence in data using magnet-360

ically accelerated flyers and laser shock methods. The361

highest Omega datum attained a pressure of 994 GPa,362

which is the highest pressure data on argon to date. The363

QMD results show good agreement with the experimen-364

tal data whether we used the AM05 or LDA functional.365

However, the highest pressure QMD datum at 662 GPa366

shows a stiffer response compared to the experimental367
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data, but still within experimental uncertainty. At this368

pressure and temperature (662 GPa and 113000K), our369

VASP PAW core psuedopotential (Ar8Apr2002) is likely370

beginning to fail because of ionization of electrons from371

the core. This suggests that a new psuedopotential for372

argon is required for simulations at these pressures and373

temperatures.374

Prior to this work, two argon EOS models were avail-375

able: LEOS 180 developed using the QEOS56 methodol-376

ogy, and SESAME 517257 that was based upon a compli-377

cated set of models. Figures 3 and 4 show the EOS mod-378

els in comparison to the experimental data. Both LEOS379

180 and SESAME 5172 are significantly stiffer (less com-380

pressible) than the experimental data and diverge from381
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TABLE III. The universal liquid fit parameters for the
quartz Hugoniot.52 The functional form is US = a + bUP −
cUP exp (−dUP )

Mat a b c d

Quartz 5.477 1.242 2.453 0.4336

each other around 90 GPa. However, we note these mod-382

els had access to limited experimental data up to 90 GPa,383

and exemplifies the difficulty in extrapolating models to384

regions where there is no constraining data. Given the385

stiffness of both models in comparison to the high pres-386

sure shock experiments, two new argon EOS models were387

developed: SESAME 5173 and LEOS 181.388

The SESAME 5173 model was developed with the389

aim of improving agreement not only with the high390

pressure Hugoniot, but also lower temperature data for391

fluid and solid argon, including its phase boundaries. It392

utilized techniques similar to those used for xenon58.393

In particular, the CRIS59 model, shown to be excel-394

lent in describing the noble gases60, comprised the ion-395

thermal component for the fluid, with a standard Debye396

model for the solid. These were calibrated to pressure-397

volume-temperature data, melt and vaporization data,398

as well as Hugoniot data with an initial solid state. The399

Bushman-Lomonosov-Fortov semi-empirical model61 was400

then added as the electron-thermal component, and cal-401

ibrated to the Z Hugoniot data for the liquid, with the402

ion-thermal components fixed. Finally, at high tempera-403

tures, the 5173 model transitions to the Thomas-Fermi-404

Kirzhnits model. More details on the development of405

SESAME 5173 may be found in Ref. 62.406

The LEOS 181 is a global-range equation of state ta-407

ble that was made using a QEOS approach56,63 similar408

to LEOS 180. There were two significant differences from409

the approach used in LEOS 180. First, LEOS 181 uses410

an electron-thermal contributions from atom-in-jellium411

electronic structure calculations using the Purgatorio412

code64,65 instead of the more commonly-used Thomas-413

Fermi66 form. This provides a realistic description of the414

effects of atomic shell structure on the EOS that captures415

both the relatively low electron-thermal pressure contri-416

bution at low temperatures in the inert-gas limit and the417

variations in heat capacity associated with ionization at418

higher pressures and temperatures. Second, LEOS 181419

uses a flexible polynomial-based form for the Grueneisen420

Γ as a function of density, in contrast to the piecewise421

linear approach used in LEOS 180. Like SESAME 5173,422

LEOS 181 was fit to a range of low temperature data at423

and near equilibrium conditions as well as diamond anvil424

cell (DAC)67 and shock compression data9,10,68, together425

with the Z machine data in this work. In constructing426

the EOS, only the cold-curve and ion-thermal compo-427

nents were adjusted to fit the suite of experimental data;428

no adjustments were made to the electron-thermal con-429

tributions. After the cold curve was adjusted to satisfy430

equilibrium-conditions and the DAC data67, the Hugo-431

niot data were fit primarily by adjusting the Gruneisen432

Γ term using the increased flexibility provided by the433

polynomial form.434

The SESAME and LEOS models both show good re-435

sults in matching the experimental data across a wide436

range of parameter space. Along the Hugoniot, the mod-437

els replicate the Z and Omega data within the uncertain-438

ties, although between 400 and 700 GPa, both models439

trend to being more compressible than the data. At pres-440

sures above 700 GPa the models show a different response441

with the LEOS 181 model becoming slightly stiffer, which442

is caused by the different methods used in modeling the443

electron-thermal component in the EOS. Both models444

are slightly stiffer when compared to the highest-pressure445

point from Omega at ∼1000 GPa and the linear fit above446

800 GPa. We note that it is possible that the Omega data447

at ∼1000 GPa could be more compressible because of an448

unknown systematic error in using Omega at those pres-449

sures when compared to Z data. Prior work on MgO69
450

and fused silica70 also show this softening trend at high451

pressures. Further comparisons of magnetically acceler-452

ated flyer plates and laser shock data at these extreme453

pressures are needed.454

 OMEGA 93679
 Voskoboinikov (1979)
 Grigor'ev (1985)
 QMD - LDA, this work
 QMD - AM05, this work 
 LEOS 180
 SESAME 5172
 LEOS 181
 SESAME 5173

Te
m

pe
ra

tu
re

 (k
K)

Pressure (GPa)

Zoomed

FIG. 5. Top: Temperature along the Hugoniot deter-
mined from prior Hugoniot experiments, laser-driven decay-
ing shocks at Omega, QMD calculations, and the tabular EOS
models. Bottom: Zoomed in view the of Hugoniot tempera-
ture in T-P space at lower pressures.
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TABLE IV. The covariance matrix values to the quartz universal liquid fit used in the impedance matching analysis.

Material σ2
a σaσb σaσc σaσd σ2

b σbσc σbσd σ2
c σcσd σ2

d

(×10−3) (×10−4) (×10−3) (×10−4) (×10−6) (×10−4) (×10−5) (×10−2) (×10−3) (×10−4)

Quartz 3.028 -1.490 -3.715 -6.275 7.839 1.448 2.752 1.729 1.605 1.907

TABLE V. The linear fit parameters and covariance matrix for the aluminum Hugoniot and for the liquid argon Hugoniot data
with UP >5 km/s. The functional form is US = C0 + S1UP

Material C0 S1 σ2
C0

σ2
S1

σC0σS1

(km/s) (×10−3) (×10−3) (×10−3)

Aluminum 6.322 1.189 53.58 0.4196 -4.605

Argon 2.688 1.141 3.560 0.0177 -0.0234

Figure 5 shows the experimentally measured Hugoniot455

temperatures from the prior work,9,12 our laser-driven456

decaying shock experiments, QMD simulations, and the457

four EOS models. The laser shock measurements pro-458

vide temperature as a function of shock velocity and we459

used the argon Hugoniot linear fit in Table V to convert460

from US to P as the shock decays transiting the argon.461

Our temperature measurements and QMD simulations462

show good agreement between 100 GPa and 600 GPa463

regardless of whether we used the AM05 or LDA func-464

tionals. Additionally, the QMD simulations show good465

agreement with the prior work below 75 GPa. The two466

new EOS models predict temperatures consistent with467

the QMD simulations and within the uncertainty of the468

laser shock experimental data. However, we observe that469

the LEOS 181 and SESAME 5173 tables show a differ-470

ence in temperature along the Hugoniot because of the471

different models used in their construction.472

The Z target geometry permits the measurement of a473

reshock state in the argon when the shock transits from474

the argon into the rear quartz window. The shock front475

in the rear quartz window is reflective and we accurately476

measure the shock velocity in the quartz. With this mea-477

surement and the Hugoniot fit to quartz, we know accu-478

rately the particle velocity (UP ) and pressure (P) in the479

argon reshock state because P and UP must be equal480

at the interface. The reshock states are calculated using481

a MCIM method similar to that used for the principal482

Hugoniot.53 The argon shock velocity is not constant as483

it traverses the sample. We use the measured the argon484

shock velocity just prior to the shock transiting into the485

quartz rear window and the weighted linear fit to the486

argon Hugoniot data listed in Table V to determine the487

initial state of argon prior to the reshock. Table VIII lists488

the reshock data from the Z experiments.489

Figure 6 shows the experimental reshock data com-490

pared to SESAME 5173 and LEOS 181. The black sym-491

bols are the experimental reshock data and the corre-492

sponding initial state determined using the argon shock493

velocity in Table VIII and the linear fit to the argon494

prinicpal Hugoniot in Table V. The blue and red lines495

plot the principal Hugoniot from 5173 and 181, respec-496

tively. The green and the magenta lines are reshock497

Hugoniots calculated using 5173 and 181 from the same498

density point along the principal Hugoniot. The reshock499

curves (green and magenta) show that for a given pres-500

sure, LEOS 181 is more compressible. To compare to501

the experimental data, we calculate the loci of reshock502

states using the EOS models and impedance matching503

to the quartz Hugoniot in Table III. The blue and red504

dashed lines are loci of end states for a reshock from the505

Hugoniot. While both models do not match the reshock506

data exactly because their principal Hugoniots are more507

compressible than the fit to the experimental data, the508

models do trend with the data. At reshock pressures be-509

low 800 GPa, the SESAME 5173 table matches the com-510

pressibility observed in the data; however, at the highest511

reshock pressures the LEOS 181 table does a better job512

of matching the compressibility observed in the reshock513

data. Neither the SESAME 5173 nor LEOS 181 table514

used the reshock data in their model calibrations. The515

reshock data provide a challenging additional constraint516

for the EOS models and the current EOS tables show517

deviations on the reshock that users should note.518

V. SUMMARY AND CONCLUSIONS519

We experimentally determined complete EOS data520

(density, pressure, and temperature) for shock com-521

pressed liquid argon up to 1000 GPa - the highest pres-522

sures attained in argon published to date. Compar-523

isons between the Z data and the Omega data show524

they are in good agreement over the common range525

of density and pressure, which provides confidence in526

both platforms and demonstrates the importance of hav-527

ing common, well-characterized Hugoniot standards for528

impedance matching. The QMD simulations are able to529

reproduce the P-ρ Hugoniot data and the temperature530

along the Hugoniot, suggesting that for argon the shock531

response is insensitive to the choice of functional. At 662532

GPa, however, the QMD begins to deviate stiffer com-533

pared to experimental data likely because core-electrons534

begin to play a role in the high pressure - temperature re-535

sponse and our psuedopotential is no longer valid. Lastly,536

the two new EOS models developed using the data pre-537
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TABLE VI. Liquid argon principal Hugoniot data from Z (Z) and Omega (O) determined from impedance matching to quartz.
The argon initial density was 1.407± 0.5%.

Shot Drive Plate US (km/s) UP (km/s) US (km/s) ρ (g/cm3) Pressure (GPa)

Z2601 N 14.43±0.05 9.44±0.06 13.53±0.06 4.655±0.086 179.7±1.4
Z2601 S 15.44±0.07 10.32±0.08 14.50±0.07 4.878±0.115 210.5±1.9
Z2232 S 17.78±0.08 12.42±0.09 16.82±0.06 5.373±0.131 293.8±2.5
Z2528 N 19.96±0.08 14.41±0.10 19.06±0.09 5.772±0.159 386.5±3.2
Z2528 S 21.25±0.09 15.60±0.11 20.44±0.09 5.940±0.169 448.6±3.8
Z2229 N 22.16±0.07 16.43±0.09 21.44±0.06 6.025±0.127 495.7±3.4
Z2233 N 23.65±0.05 17.82±0.08 22.99±0.05 6.262±0.105 578.0±3.2
Z2233 S 24.29±0.05 18.41±0.08 23.71±0.04 6.297±0.098 614.2±3.4
O93681 18.69±0.05 13.26±0.06 17.67±0.07 5.638±0.115 329.7±2.2
O93679 24.70±0.05 18.80±0.08 24.15±0.07 6.345±0.120 638.6±3.7
O93683 29.96±0.05 23.72±0.10 29.79±0.07 6.907±0.130 994.2±5.6

TABLE VII. Liquid argon principal Hugoniot data from Z determined from impedance matching to Al. The argon initial
density was 1.407± 0.5% and the Al drive plate (Fig. 1) initial density was 2.734 g/cm3 ± 1%. Shot Z2229S had a shock in
the flyer plate, which caused the reduced density.

Shot Flyer ρ Flyer VF Drive Plate UP UP US ρ Pressure

(g/cm3) (km/s) (km/s) (km/s) (km/s) (g/cm3) (GPa)

Z2232N 2.703±0.027 18.21±0.16 9.07±0.08 11.57±0.13 15.73±0.05 5.320±0.169 256.1±3.0

Z2229S 2.650±0.027 27.70±0.13 13.92±0.11 17.24±0.18 22.54±0.09 5.979±0.230 546.6±6.3

4.8 5.2 5.6 6.0 6.4 6.8 7.2 7.6 8.0 8.4

200

400

600

800

1000

1200

Pr
es

su
re

 (G
Pa

)

Density (g/cm³)

 SESAME 5173 Hugoniot
 LEOS 181 Hugoniot
 5173 - Reshock Envelope
 181 - Reshock Envelope
 5173 - Reshock Curves
 181 - Reshock Curves
 Shock - Reshock Data
 Linear Fit UP > 5 km/s

FIG. 6. Argon reshock data. The black symbols show the
corresponding Z Hugoniot and reshock data. The blue and
red solid lines plot the SESAME 5173 and LEOS 181 princi-
pal Hugoniots, respectively, with the green and magenta lines
showing the reshock states. The blue and red dash lines are
the envelope of reshock end states determined using the 5173
or 181 table and the quartz Hugoniot.

sented here provide validated models for use up to pres-538

sures of 1 TPa and temperatures of 100,000 K. Although539

these models utilized the same data for calibration, they540

still show differences in the Hugoniot temperature, the541

Hugoniot at pressures above 800 GPa, and in modeling542

the reshock. Our results demonstrate the importance543

of having data at extreme conditions to calibrate EOS544

model behavior.545
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TABLE VIII. Experimental reshock data for argon showing the measured shock velocities in the argon prior to shock transit
into the quartz and the quartz rear window along with the final density - pressure state in the reshocked argon

Shot Argon US (km/s) Quartz US (km/s) ρ2 (g/cm3) Pressure (GPa)

Z2601 N 13.56 ± 0.06 14.18 ± 0.08 5.747 ± 0.167 284.4 ± 3.8

Z2601 S 14.49 ± 0.07 15.13 ± 0.06 6.023 ± 0.166 330.0 ± 3.2

Z2232 N 15.74 ± 0.04 16.46 ± 0.04 6.265 ± 0.102 400.5 ± 2.6

Z2232 S 16.58 ± 0.08 17.20 ± 0.05 6.618 ± 0.181 443.2 ± 3.3

Z2528 N 18.58 ± 0.09 19.28 ± 0.11 6.893 ± 0.224 576.4 ± 7.8

Z2528 S 19.84 ± 0.08 20.44 ± 0.09 7.239 ± 0.205 659.3 ± 6.9

Z2229 N 21.04 ± 0.06 21.61 ± 0.06 7.443 ± 0.148 749.0 ± 5.3

Z2229 S 22.47 ± 0.10 22.86 ± 0.10 7.872 ± 0.259 851.6 ± 8.9

Z2233 N 22.82 ± 0.06 23.21 ± 0.06 7.905 ± 0.162 881.7 ± 5.9

Z2233 S 23.65 ± 0.04 23.97 ± 0.05 8.087 ± 0.134 948.7 ± 5.3

doe-public-access-plan. This paper describes objec-578

tive technical results and analysis. Any subjective views579

or opinions that might be expressed in the paper do not580

necessarily represent the views of the U.S. Department581

of Energy or the United States Government.582
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